Electrical resistivity of acceptor carbon in GaAs
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INTRODUCTION

GaAs-based semiconductors are well recognized as active materials in the design of bandgap-engineered devices and as constituents of lattice-matched heterostructures.\textsuperscript{1–3} The role of impurities in these materials is very important in the fabrication of different types of devices. For instance, acceptor carbon in GaAs is used for the high-concentration doping of a transistor base in the epitaxy of heterobipolar acceptor carbon-doped GaAs.

In this work, we have investigated the resistivity of acceptor carbon-doped GaAs (GaAs:C) in the temperature range from 1.7 to 300 K for impurity concentration varying from the insulating to the metallic range; that is from about $10^{17}$ to $10^{19}$ cm\textsuperscript{-3}. The energy of activation to the conduction band is obtained from the resistivity at low impurity concentration. The samples were prepared by ion implantation in Van der Pauw structures delineated in GaAs chips.\textsuperscript{6,7} The resistivities obtained experimentally were compared with resistivity values calculated from a generalized Drude approach at similar temperatures and doping concentrations. The critical impurity concentration for the metal–nonmetal transition was found to be about $10^{18}$ cm\textsuperscript{-3}.

The electrical resistivity was investigated from room temperature down to 1.7 K for the shallow acceptor carbon in GaAs prepared by ion implantation with impurity concentrations between $10^{17}$ and $10^{19}$ cm\textsuperscript{-3}. Good agreement was obtained between the measured resistivities and resistivities calculated by a generalized Drude approach at similar temperatures and doping concentrations. The critical impurity concentration for the metal–nonmetal transition was found to be about $10^{18}$ cm\textsuperscript{-3}. © 2004 American Institute of Physics. [DOI: 10.1063/1.1645971]
and is compared to the result from a strict many-body calculation. The dynamic relaxation time is then identified and put back into Eq. (1). The net effect of the GDA is derived in the more general case of a polar semiconductor; the procedure is described in more detail in Ref. 14. The resistivity \( \rho \) is then obtained as \( 1/\sigma \) and is found to be

\[
\rho(\omega) = \frac{-im^*\omega}{Ne^2} - \frac{2i}{3\pi Ne^2}\int_0^\infty q^2 \left[ \frac{\alpha(q,\omega) - \alpha(q,0)}{[\epsilon_r(q,\omega)]^2} \right] dq.
\]

(2)

In the Eqs. (1) and (2), \( N \) is the density of ionized acceptors. The acceptor impurity concentrations \( N_a \) and \( N \) are equal to each other on the metal side of the transition, but not on the insulating side. In Eqs. (1) and (2), \( e \) is the electric charge, \( m^* \) is the effective mass, \( \alpha \) is the polarizability from the carriers, \( \epsilon_r \) is the lattice dielectric function, \( \epsilon_f \) is the total dielectric function, \( \omega \) is the frequency variable, and \( q \) is the momentum variable.\(^8\)

The static resistivity in a polar semiconductor is the same as for a nonpolar semiconductor, for which the expressions are simpler. Since we are only interested in the static results, we used the expression for a nonpolar semiconductor as a starting point. According the GDA, the resistivity is reduced to\(^10\)

\[
\rho(\omega) = \frac{-im^*\omega}{Ne^2} + \frac{2i}{3\pi Ne^2}\int_0^\infty q^2 \left[ \frac{1}{\epsilon_f(q,\omega)} - \frac{1}{\epsilon_f(q,0)} \right] dq.
\]

(3)

We have assumed a random distribution of Coulomb impurities. The total dielectric function is given by \(^8\)

\[
\epsilon_f(q,\omega) = \epsilon + \alpha_1(q,\omega) + i\alpha_2(q,\omega),
\]

(4)

where \( \epsilon \) is the dielectric constant of GaAs and \( \alpha_1 \) and \( \alpha_2 \) are respectively, the real and imaginary parts of the polarizabilities of the dopant carriers. These functions are temperature dependent, and \( \epsilon = 12.4 \) in GaAs. The imaginary part can be obtained analytically in the random phase approximation. It is given by

\[
\alpha_2(Q,\Omega) = \frac{-m^*e^2}{8\hbar k_FQ^3B} \left[ \ln \left( \frac{\cosh[B(\Omega + (Q^2 + \Omega^2)^{1/2} - M)/2)]}{\cosh[B(\Omega - (Q^2 + \Omega^2)^{1/2} - M)/2)]} \right) - 2B\Omega \right],
\]

(5)

where we have introduced the dimensionless variables \( Q = q/(2k_F) \), \( \Omega = \hbar \omega/(4E_F) \), \( B = \beta E_F \) and \( M = \mu / E_F \). The quantity \( k_F \) is the Fermi wave vector, given by \( k_F = (3N \pi^2)^{1/3} \), and \( E_F \) is the Fermi energy. The real part can be obtained from the imaginary part through the Kramers–Kronig dispersion relation. We are interested in the static resistivity, which can be written as

\[
\rho(0) = \frac{4\hbar k_F^3}{3\pi N E_F} \int_0^\infty Q^2 \frac{[\partial \alpha_2(Q,\Omega)/\partial \Omega]_{\Omega=0}}{[\epsilon + \alpha_1(Q,0)]} dQ.
\]

(6)

This can be reduced to

\[
\rho(0) = \frac{2(m^*e^2)}{3\pi N \hbar^3 k_F} \int_0^\infty \frac{[1 - \tanh(0.5B(Q^2 - M))]Q}{(\epsilon + \alpha_1(Q,0))} dQ.
\]

(7)

The chemical potential \( \mu \) is obtained from the implicit expression\(^8\)

\[
B^{3/2} = \int_0^U \frac{3y}{1-y^2} dQ \{ A + \ln[(1-y^2)/(y^2)] \},
\]

(8)

where \( U = (1 + e^{-A})^{-1/2} \) and \( A = BM = \mu B \). For a given \( A \), one obtains \( B \), leading to a relation between them.

The calculated resistivity of GaAs:C as a function of impurity concentration and temperature, obtained using the procedure just described, is compared to the measured resistivity in the next section.

**RESULTS AND DISCUSSION**

Figures 1 and 2 show, respectively, the measured and calculated \( \rho \) as a function of \( 1/T \) for different values of \( N_a \). The samples with \( N_a \) higher than \( 1.0 \times 10^{19} \text{ cm}^{-3} \) shown at the bottom of both figures display metallic behavior. These figures show the slope of the resistivity curves decreasing with increasing impurity concentration in the low-temperature region down to our lowest temperature of 1.7 K.

The most apparent difference between the experimental and theoretical results is the upturn of all the experimental curves in Fig. 1 at the high-temperature end. This upturn, which is absent in Fig. 2, is due to scattering from phonons, which becomes dominant above \( \sim 100 \text{ K} \). The phonon scattering was not taken into account in the theoretical calculations and consequently the high-temperature upturn is not reproduced in the theoretical curves of Fig. 2.
For samples with C acceptor concentration less than $1.0 \times 10^{18} \text{ cm}^{-3}$, the large enhancement in the resistivity as the temperature decreases, due to the reduction of free electrons in the conduction band, demonstrates the semiconductor properties of the GaAs:C samples in this range of $N_a$. The conduction-band activation energy $E_a$ is calculated from the slope of the $\rho$ versus $(1/T)$ curves in Fig. 1. The value $E_a = 26 \text{ meV}$, considered as the acceptor ionization energy of C in GaAs, was found for the most diluted sample with $N_a = 1.3 \times 10^{17} \text{ cm}^{-3}$, in agreement with the value obtained by photoluminescence measurements.\(^{15}\)

Figures 3 and 4 show, respectively, measured and calculated results for the dependence of the resistivity of GaAs:C on the acceptor impurity concentration $N_a$ at different temperatures. One notices that all curves merge together to one critical point at about $1.0 \times 10^{18} \text{ cm}^{-3}$, which is determined to be the critical concentration $N_c$ for the MNM transition in $p$-type GaAs:C. For impurity concentration above this point (i.e., the metallic region) the temperature dependence of the resistivity is negligible in comparison with the nonmetallic region.

To determine the value of $N_c$, we may also use three different computational methods as in Ref. 12; that is, the original Mott model, an extended Mott–Hubbard model, and a method based on total energy of the metallic and the nonmetallic phases. In the total energy model, the critical concentrations for the MNM transition are obtained from the total energy of the hole gas in the very nonparabolic valence-band curvature (including both heavy and light-hole bands). In the Mott picture, however, the critical concentration is obtained from the effective mass approximation, not considering scattering between the two uppermost valence bands. Therefore, one expect some differences for especially $p$-type material since the valence-band maximum is both degenerate and very nonparabolic. However, all three methods give rather similar values for the critical concentration. Here, we only present the results. Using these three methods, we obtained values for $N_c$ of $1.4 \times 10^{18}$, $1.14 \times 10^{18}$, and $4.6 \times 10^{17} \text{ cm}^{-3}$, respectively. It is worth noting that the value of $N_c$ is about the same for $p$-type GaAs:C and $n$-type GaN:Si for both wurtzite and zinc-blende structures.\(^{12}\) In a simple picture, $N_c \sim (0.25/a_B)^3$, where the Bohr radius $a_B$ is directly related to the ionization energy. Therefore, the similar ionization energies of GaAs and GaN give rather similar $N_c$.\(^{12}\)

**SUMMARY**

In summary, the resistivity of GaAs implanted with carbon acceptors for concentrations spanning the insulating to the metallic regimes were investigated experimentally and theoretically between room temperature and 1.7 K. Good agreement was obtained between the experimental results and calculations using a generalized Drude approach. The value of the critical impurity concentration $N_c$ for the MNM transition was estimated from both methods discussed, as well as through three different computational methods.
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