Analyzing the Payoff of a Heterogeneous Population in the Ultimatum Game
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This paper aims at showing how analytical techniques can be employed to explain the global emerged behavior of a heterogeneous population of ultimatum game players, over different strategies, by calculating their payoff moments. The ultimatum game is a game, in which two players are offered a gift to be shared. One of the players (the proposer) suggests how to divide the offer while the other player (the responder) can either agree or reject the deal. Computer simulations were performed considering the concept of turns (in every turn each participant plays necessarily only once, which is equivalent to performing matching a graph) in the game. We reproduce by simulations the expected analytical results at the limit of high number of turns. From these results, we are capable of establishing diagrams to say where each strategy is the best (optimal strategy).
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It is very hard to find realistic models to describe the complexity of economic behavior in real societies. The same can be said about biological populations with a large number of participants over different strategies competing to survive. However, some interesting answers can be provided using Game Theory [1], which should describe negotiations among different individuals via a payoff matrix that quantifies all possible actions that can be taken by players in the game.

This theory, an accepted approach by theoretical economists due to contributions by John Nash [4] have also became accepted by biologists after the essential works of John Maynard Smith [2, 3] if we have in mind the different relations existing among species and among individuals of the same species because of a simple way different strategies can be tested and the results extrapolated to real situations in societies. In this evolutionary branch [8], this theory can bring about questions related to equilibrium, survival of strategies assuming not only one game play but several plays. Such theory is able to represent the dynamic behavior of games in average under different social contexts: in economy, such as public good games [9–11], minority game [12], in biology, prisoner dilemma [8] and others and it also can consider the different networks and their influence on the emerging collective behaviors.

In the game defined in [5], the usual ultimatum game, two players must divide a quantity between them. One of them proposes a division (the proposer) and the other can accept or reject it (the responder). If the responder rejects the offer, both players receive nothing, otherwise the “money” will be shared accordingly. A good analogy of this game, in a situation involving human beings, is how a percentage paid to an agent in a sale can be negotiated.

In human economic experiments, one could see a tendency to offer a division as near as possible to fifty-fifty and to reject values lower than 30% (see e.g. [5], [13]). However, this goes against results obtained by the classical game theory that claims participants play under Nash equilibrium [4], i.e., the rational solution is for the proposer to offer the smallest possible share, and for the responder to accept it. It is important to observe that spacial features have also been explored in the context of this game [6] as well as an analysis of the rational strategy versus a fair strategy [7], in which the player accepts values satisfying the proposer. But, as a proposer, it wants to earn compatible values (he helps and hopes to be helped).

Our goal is then to show analytically a procedure to calculate the payoff moments of players in the heterogeneous ultimatum game population according to a determined strategy. Our objective is to establish a dominant strategy for a set of input parameters. Our approach is general in the sense that all strategies are described as probability distributions and additional behaviors can be tested as different strategies. It is important to notice that other suitable games can be explored using the same kind of approach developed here. Our procedure takes into consideration the density/fractions of strategies, dominance of strategies (i.e. who is the proposer, who is the responder in different encounters) and also considers finite population corrections.

Let us consider \( Y_n \), a random variable assuming values in \( \{0, 1, 2, ..., w\} \), denoting the value obtained by a player with strategy \( s_e \) of \( S = \{s_1, s_2, ..., s_p\} \), where \( w \) is the maximum amount of money competed (a integer variable) for a confrontation of ultimatum game, where \( S \) is the set of possible strategies by players. Let us denote by \( \Phi_s \) the density of players with strategy \( s_q \) defined by a pair of rules (one well-defined proposal if the player turns out to be the proposer and a well-defined threshold below which the player will refuse a proposal if the player turns out to be the responder) in a population of \( N \) size. Defining \( \Pr(Y_n = i) \) as the probability of a received value by the player with strategy \( s_e \), to be exactly \( i \), we can then write according to law of total probability:
To describe these probabilities, we claim that there is a meaningful question concerning the existence of dominant strategies, i.e., the "ability" of a player with strategy $s_1$ to be the proposer/responder with probability greater than its opponent with $s_2$, i.e., to be proposer or responder depends not only on one’s own strategy, but also on the capacity the opponent’s to be the responder or proposer. Therefore we will denote: $\Pr([s_k \text{ is the proposer}] \cap \text{(the opponent has strategy } s_k)) = \rho_{k, s_k} = 1 - \Pr([s_k \text{ is the responder}] \cap \text{(the opponent has strategy } s_k))$.

But, what is the probability $\Pr(\text{(the opponent has strategy } s_k)$? This quantity depends only on the fraction of the players with strategy $s_k$ and if this strategy is not exactly $s_k$:

$$\Pr(\cdot \text{ has strategy } s_k) = \begin{cases} \Phi s N - 1 \over N - 1 & \text{ if } k = c \\ N \Phi c s - 1 & \text{ if } k \neq c. \end{cases} \tag{2}$$

Finally, let us calculate the probabilities $\Pr(Y_{s_k} = i | s_k)$ is the proposer $\cap$ the opponent has strategy $s_k$ and $\Pr(Y_{s_k} = i | s_k)$ is the responder $\cap$ the opponent has strategy $s_k$.

Here we postulate that $\Pr(Y_{s_k} = i | s_k)$ is the proposer $\cap$ the opponent has strategy $s_k$) = $\rho_{s_k} (i) a_{s_k} (w - i)$ and $\Pr(Y_{s_k} = i | s_k)$ is the acceptor $\cap$ the opponent has strategy $s_k$ = $a_{s_k} (i) p_{s_k} (w - i)$, where $p_{s_k} (i)$ is the probability of a player with strategy $\xi \in S$ to propose the value $w - i$ to its opponent (which means $i$ for the proposer) with strategy $\xi \in S$, and $a_{s_k} (w - i)$ is the probability of the opponent to accept the offer.

So we have a complete probability distribution formula for a player, with strategy $s_k$ given by:

$$\Pr(Y_{s_k} = i) = \sum_{i=1}^{p} \Pr(Y_{s_k} = i) \cdot a_{s_k} (w - i) \cdot \Phi s N - 1 \rho_{s_k} s_k + \sum_{i=1}^{p} \Pr(Y_{s_k} = i) \cdot a_{s_k} (w - i) \cdot \Phi s N - 1 \rho_{s_k} s_k \tag{3}$$

The $m$th moment of the player with strategy $s_k$ in the population is computed by:

$$E[Y_{s_k}^m] = \sum_{i=0}^{p} \sum_{k=1}^{p} \rho_{s_k} s_k \cdot a_{s_k} (w - i) \cdot \Phi s N - 1 \rho_{s_k} s_k + \sum_{i=1}^{p} \Pr(Y_{s_k} = i) \cdot a_{s_k} (w - i) \cdot \Phi s N - 1 \rho_{s_k} s_k$$

### Table I: Players Strategies

<table>
<thead>
<tr>
<th>Player types</th>
<th>$p(i)$</th>
<th>$a(i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>fixed</td>
<td>$\begin{cases} 1 &amp; i = w_c \ 0 &amp; \text{otherwise} \end{cases}$</td>
<td>$\begin{cases} 1 &amp; w_c \leq i \leq w_c \ 0 &amp; 0 &lt; i &lt; w_c \end{cases}$</td>
</tr>
<tr>
<td>uniform</td>
<td>$1/(w+1)$</td>
<td>$1/2$</td>
</tr>
<tr>
<td>greedy</td>
<td>$2(i+1)/(w(w+1)(w+2))$</td>
<td>$(i+1)/(w+1)$</td>
</tr>
</tbody>
</table>

From (4), considering the first moment ($m = 1$) and second moment ($m = 2$), we can calculate the dispersion (variance) of money of a player with strategy $s_k$ in the population:

$$\text{var}[Y_{s_k}] = E[Y_{s_k}^2] - E[Y_{s_k}]^2. \tag{5}$$

Here it is important to notice that the strategies can be absolutely general since the choice of $a_{s_k}$ and $p_{s_k}$ is arbitrary. So we can look for strategies that resemble possible interesting characteristics of participants in biological or economic populations and situations involving ambition, altruism, stubbornness and many others.

For the sake of simplicity, let us study a particular test bed $p = 3$, i.e., when we have a population composed by 3 species of players (see table 1): $k = 1$ corresponding to a fixed payoff player (stubborn)– who wants to have the same gain, proposing always the same value $w_c$ and accepting values greater than $w_c$, $k = 2$ is a uniform player (random), any value is proposed by it with the same probability but, as a responder, it accepts or not any value with probability 1/2. Finally, $k = 3$ corresponds to probabilistic greedy player (ambitious) – the probability of a value to be proposed or accepted grows linearly with the player’s gain.

So, in this particular case, let us calculate the expected value of a fixed player in a population of $N$ heterogeneous players. The choice of $p_{s_k, s_k}$ can be very arbitrary, but for the sake of simplicity we will set $p_{s_k, s_k} = 1/2$, for $k = 1, 2, ..., p$, \[...\]
i.e., there is no dominance of strategies to propose or accept. First, this result is computed, substituting the considered pro-
poser functions, which leads to:

\[
E[Y_1] = \frac{1}{2} \left( wc \sum_{k=1}^{3} \frac{\Phi_{\delta_k}N - \delta_{k,1}}{N-1} a_{\delta_k}(w-w_c) + \sum_{k=1}^{w} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) \frac{\Phi_{\delta_k}N - \delta_{k,1}}{N-1} \right) 
\]  

(6)

Now, it is interesting to look at each one of these sums separately. The first sum stands as:

\[
3 \sum_{k=1}^{3} \frac{(\Phi_{\delta_k}N - \delta_{k,1})a_{\delta_k}(w-w_c)}{N-1} = \begin{cases} 
\Phi_{\delta_k}N - \delta_{k,1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) + \frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) + \\
\frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) - \frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) 
\end{cases} 
\]  

(7)

and, from the second one it is easy to conclude that

\[
3 \sum_{k=1}^{3} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) = \begin{cases} 
\frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) + \frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) 
\end{cases} 
\]  

(8)

Each of the above equations can be then calculated straightforwardly:

\[
\sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) = \begin{cases} 
w-w_c & \text{if } w_c \leq w/2 \\
0 & \text{if } w > w/2 
\end{cases} 
\]  

(9)

Finally, the average payoff in a population with the given characteristics can be obtained by:

\[
E[Y_1] = \begin{cases} 
\frac{1}{2}wc \left[ \frac{\Phi_{\delta_k}N - \delta_{k,1}}{N-1} \right] + \frac{1}{2} \frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) + \frac{1}{2} \frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) \\
\frac{1}{2} wc \left[ \frac{\Phi_{\delta_k}N - \delta_{k,1}}{N-1} \right] + \frac{1}{2} \frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) + \frac{1}{2} \frac{\Phi_{\delta_k}N}{N-1} \sum_{i=w_c}^{w} i \cdot p_{\delta_k}(w-i) 
\end{cases} 
\]  

(10)

and so \( E[Y_1] \) has a cubic polynomial dependence on \( w_c \) for the two different branches (\( w_c \leq w/2 \) and \( w_c > w/2 \)).

To compute the variance, first of all, we need to calculate the second moment:

\[
E[Y_1^2] = \frac{1}{2} wc \sum_{i=0}^{w} \sum_{k=1}^{3} i^2 \cdot [p_{\delta_k}(i)a_{\delta_k}(w-i) + a_{\delta_k}(i)p_{\delta_k}(w-i)] \cdot \frac{\Phi_{\delta_k}N - \delta_{k,1}}{N-1} 
\]  

(11)

The first sum was computed before to calculate the average. So, calculating some necessary parts:
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\[
E[Y_1^2] = \left\{ \begin{array}{ll} \frac{1}{N} \sum_{i=0}^{N} & Y_i^2 \left( \Phi_1 \frac{N-1}{N-1} + \Phi_2 \frac{w_c}{N-1} + \Phi_3 \frac{w_c}{N-1} \right) \\
& + \frac{1}{2} \left( w - w_c \right) \Phi_4 \frac{N-1}{N-1} + \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_5 \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \\
& \frac{N-1}{N-1} \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_6 \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \\
& \frac{N-1}{N-1} \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_7 \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \\
& \frac{N-1}{N-1} \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_8 \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \\
& \frac{N-1}{N-1} \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_9 \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \\
& \frac{N-1}{N-1} \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_{10} \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \\
& \frac{N-1}{N-1} \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_{11} \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \\
& \frac{N-1}{N-1} \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_{12} \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \\
& \frac{N-1}{N-1} \left( \frac{w_c - 1 - 1}{w + 1} \right) \Phi_{13} \frac{w_c + 2 w_c + w + 2 w^2 + w^2}{N-1} \end{array} \right. 
\]

\[
\text{if } w_c \leq w/2 \\
\text{if } w_c > w/2
\]

Algorithm 1 - Simulation with turns
1: for each parameters combination do
2: create all players in population
3: for each turn do
4: create a list of players not yet chosen
5: repeat
6: choose two players randomly in the list
7: choose which of them is proposer or accepter
8: they play according to their strategies
9: remove players from the list
10: until the list is empty
11: end for
12: calculate mean payoff and variance
13: end for
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FIG. 1: The calculated value of average fixed player payoff \(E[Y_1]\) with the corresponding standard deviation \(\sqrt{\text{var}[Y_1]}\), compared to the mean value received by one fixed player in different numbers of turns.

For a comparison, we now present several computer simulations. These simulations use the concept of turn [14] i.e., for each iteration a pair of players is chosen randomly, but all players take part only once (this is formally known in data structure as “matching”) as described by algorithm 1. For example, in a population of 200 players, in every turn 100 pairs are randomly arranged. For our experiments we assume \(w = 100\).

Figure 1 shows the received payoff \(E[Y_1]\) (fixed players) obtained analytically by equation 10 (continuous curve). The population has the same proportion of fixed, uniform and greedy players (1/3). One can notice that for a high number of turns, the experimental results agree with the analytical ones. This agreement is not observed in a low number of turns \(N_t < 100\), which is natural according to “analytical
 FIG. 2: The average payoff of greedy and uniform players in a population with the same proportion (1/3) of players: fixed, greedy and uniform. In both cases we observe a continuous decay as function of fixed players cutoff.

 FIG. 3: Dominance of strategies fixing the proportion of uniform players at 1/3. We considered 1% (left side) and 5% (right side) as draw criteria respectively.

 FIG. 4: Dominance of strategies fixing the proportion of the fixed players at 1/3. We considered 1% (left side) and 5% (right side) as draw criteria respectively.

 FIG. 5: Plot similar to figure 4 but fixing 1/3 of greedy players in the population.

 Players based on the average payoff, i.e., who has the best strategy changing the proportion of greedy players and the cutoff of fixed ones. For this experiment, we have fixed the proportion of uniform players at 1/3, and we changed the greedy proportion keeping the complement of population with fixed players.

 In Fig. 3, the sequence of plots shows a diagram of strategies looking at dominance of different players/strategies. The light gray color corresponds to a region where the greedy player has the highest average payoff while the dark gray corresponds to a dominant region for fixed players. The black dots represent a region where a draw occurs among players considering different draw criteria, errors (absolute differences among the payoffs) of 1%, 3%, 5% and 7% respectively.

 We can observe an increase in draw regions as a result of relaxation of draw criteria. Considering this particular configuration, there is no region where the uniform players win, showing this strategy (play roulette, play coin) to negotiate is not so good to ultimatum game if the population is composed just by 1/3 of uniform players independently of cutoff used by fixed players, not even in the case where the strategies are equally distributed (1/3, 1/3, 1/3) in the population.

 Additionally, we perform two similar alternative simulations: firstly, fixing the proportion of fixed players at 1/3 (see Fig. 4) and secondly, fixing the proportion of greedy players at 1/3 (figure 5).

 When the uniform players are not fixed at 1/3 in the population, regions where they obtain the highest payoff are found (represented by white regions in Figs. 4 and 5, the other tones follow the same definition of Fig. 3). These regions become smaller for more relaxed draw criteria losing area for draw regions (although only 1% and 5% are shown here, the other cases were simulated by authors and corroborate this trend).

 It is important to notice the general aspect of these results regarding the several strategies that can be adopted and the different extensions to be explored to cover additional different games in an evolutionary context.
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