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ABSTRACT

With the ever increasing demands for high complexity consumestraiec
products, market pressures demand faster product development and loaw&o€bhs
based design can provide the required design flexibility aneldspyg allowing the use
of IP cores. However, testing costs in the SoC environment cah eeaabstantial
percent of the total production cost. Analog testing costs may dantimattotal test
cost, as testing of analog circuits usually require functionaficagron of the circuit
and special testing procedures. For RF analog circuits commontly inseireless
applications, testing is further complicated because of the regdncies involved. In
summary, reducing analog test cost is of major importance ieléogronic industry
today.

BIST techniques for analog circuits, though potentially able to sbkv@nalog test
cost problem, have some limitations. Some techniques are circuriddagerequiring
reconfiguration of the circuit being tested, and are generallysatile in RF circuits. In
the SoC environment, as processing and memory resources are aviiapmuld be
used in the test. However, the overhead for adding additional AD andobverters
may be too costly for most systems, and analog routing of sigralsnot be feasible
and may introduce signal distortion.

In this work a simple and low cost digitizer is used insteadnoADC in order to
enable analog testing strategies to be implemented in ar&@@rement. Thanks to the
low analog area overhead of the converter, multiple analogpaests can be observed
and specific analog test strategies can be enabled. Akgitizer is always connected
to the analog test point, it is not necessary to include muaéswitches that would
degrade the signal path. For RF analog circuits, this is speasgful, as the circuit
impedance is fixed and the influence of the digitizer can be acebtortén the design
phase. Thanks to the simplicity of the converter, it is able whrbaher frequencies,
and enables the implementation of low cost RF test strategies.

The digitizer has been applied successfully in the testing oflbetifrequency and
RF analog circuits. Also, as testing is based on frequency-darhamcteristics, non-
linear characteristics like intermodulation products can also Haatgd. Specifically,
practical results were obtained for prototyped base band filbetsaal OOMHz mixer.
The application of the converter for noise figure evaluation wes atldressed, and
experimental results for low frequency amplifiers using convenrtiopamps were
obtained. The proposed method is able to enhance the testability ot coisted-signal
designs, being suitable for the SoC environment used in many indysoicts
nowadays.

Keywords: Analog testing, Analog BIST, RF test, low cost analog test.



Técnicas de Teste Embarcado de Baixo Custo para Ciritos
Analogicos Lineares e Nao-Lineares

RESUMO

Com a crescente demanda por produtos eletrbnicos de consumo de alta
complexidade, o mercado necessita de um rapido ciclo de desenvolvimemtml gt
com baixo custo. O projeto de equipamentos eletrénicos baseado no uso dedwdicleos
propriedade intelectual ("IP cores") proporciona flexibilidade eocighde de
desenvolvimento dos chamados "sistemas num chip”. Entretanto, os cndested
destes sistemas podem alcancar um percentual significativo ddotalaite producéo,
principalmente no caso de sistemas contendo "IP cores" analdgicos ou "ighadd-s

Técnicas de teste embarcado (BIST e DFT) para circuito®garms, embora
potencialmente capazes de minimizar o problema, apresentam limitacbestgongem
seu emprego a casos especificos. Algumas técnicas sdo depertientesuito,
necessitando reconfiguracdo do circuito sob teste, e ndo sdo, enutjealeis em
RF. No ambiente de "sistemas num chip”, como recursos de proeegssae memoria
estdo disponiveis, eles poderiam ser utilizados durante o testatadMio, a sobrecarga
de adicionar conversores AD e DA pode ser muito onerosa paraoa page dos
sistemas, e o roteamento analégico dos sinais pode ndo ser posaivetieapoder
introduzir distor¢céo do sinal.

Neste trabalho um digitalizador simples e de baixo custo € usakwésode um
conversor AD para possibilitar a implementacao de estratégi@stdeno ambiente de
"sistemas num chip". Gracas ao baixo acréscimo de areagi@aaldo conversor,
multiplos pontos de teste podem ser usados. Gragcas ao desempenho do ¢ca@nversor
possivel observar caracteristicas dos sinais analégicos psesevge"IP cores",
incluindo a faixa de frequéncias de RF usada em transceptosesopamnnicacdes sem
fio. O digitalizador foi utilizado com sucesso no teste de coswanaldgicos de baixa
frequéncia e de RF. Como o teste é baseado no dominio frequénatertsiieas nao-
lineares como produtos de intermodulacdo podem também ser avaliadas.
Especificamente, resultados praticos com protétipos foram obtido§lfvasade banda
base e para um mixer a 100MHz. A aplicacdo do conversor paragcéweatia figura de
ruido também foi abordada, e resultados experimentais utilizando ieatuies
operacionais convencionais foram obtidos para freqiiéncias na faixa de audio.

O método proposto € capaz de melhorar a testabilidade de projetosligas ut
circuitos de sinais mistos, sendo adequado ao uso no ambiente de Ssratemehip”
usado em muitos produtos atualmente.

Palavras-Chave: BIST Analégico, Teste RF, Teste Analégico de Baixo Custo.
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1 INTRODUCTION

Nowadays, complex and portable consumer electronics products are spreai®
use, being present in different circuits like cellular phones, portipital assistants,
notebooks, audio and video players, digital cameras and others. These aentes
emerged because of the great development in microelectrowigatagration capacity.
As fabrication processes became more advanced, more tranfitshorthe same die
area. This enables the integration of a large number of syst@ponents onto a single
chip, increasing circuit complexity, as shown in Figure 1.1.

Moore’s Law (Intel Processors)
10°

Transistors count

1970 1975 1980 1985 1990 1995 2000 2005
Years

Figure 1.1: Moore's Law and integrated circuit complexity (INTEL, 2005).

The design of these electronic systems has several challéfigge are a large
number of components to deal with, and the inclusion of a new product function
requires additional modules. There is a broad diversity of deaistcs of each
integrated component (digital, analog, high-speed serial intsrf@oeking at Gb/s, RF
and microwave circuits), as each additional module is targetadspecific function.
Finally, there is limited external access to a specificpmment because of the limited
number of pins in the package. These constraints are continuouslysetti®amarket
pressures demanding new products with added features, which nequiéssures for
shorter design time and product life-cycle.

One approach adopted to reduce development time and effort is ¢hleasad or IP
(Intellectual Property) design (ZORIAN; MARINISSEN, 2000).idtbased on third-
party proprietary designs of specific blocks needed by themsyskais allows fast
development and reuse of components, reducing the work load to introduce n
functionality on a new design. On the other hand, the designer mayhigvimited
access to the core functions, or they may not be accessible Bhia is due to the
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nature of the cores, that can be soft (register-transfel),ldren (netlist) and hard
(technology dependent layout) (ZORIAN; MARINISSEN, 2000).

As the design of electronic systems evolves from ASICs and -matlule to
Systems-on-Chip (SoCs), the challenges faced by systemneesigre related to
integration of all components and the system test.

The project development of a core based system is shown in Figuréh&. core
developer should provide mechanisms for the test of the core. Tikeded because
the system integrator needs to be able to perform the testeofcdhe after
manufacturing, in addition to the test of the entire system.tDtleese characteristics,
the test of a core may involve the work of several teams (@ provider and core
user) and exchange of test data information. In addition, the sy&signer will need
to provide mechanisms to allow the test of the SoC (called TastsA Mechanisms -
TAM). These mechanisms for test should be carefully designegtitmize test quality,
area, performance, power and cost.

Core Design

v

Core Verification

v

SoC Design

v

SoC Verification

v

SoC Manufacturing

v

SoC Test

Figure 1.2: SoC project development sequence (ZORIAN; MARINISSEN, 2000).

A generic test structure consisting of three elementtusrted in Figure 1.3. The
elements are: a test source to provide stimulus generation astsink to evaluate the
responses, a test path between the source/sink and the CUTt(Onder Test) - the
TAM, and a thin shell around the core that connects the TAM(shdocore, the
wrapper.

| Core : |

wrapper

Core
3 CuT TAM

J——>>|sink

Core 2
soc_ ]

sourct

Figure 1.3: Generic test architecture (ZORIAN; MARINISSEN, 2000).

The IEEE 1500 (IEEE, 2005; MARINISSEN, 2002) standard deals with this
structure only regarding the test wrapper and its interfacégheo TAM(S). The
knowledge of the test is specified through a Core Test Lang@age,(which is also
standardized by the same standard. Current version of the staogtard digital logic
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and memory cores, but future versions are planned to cover analogiedisignal
cores (ZORIAN; MARINISSEN, 2000; MARINISSEN, 2002).

Although the IEEE 1500 standard mechanism eases the task of reaching theecore, t
test itself is specific to the core, and must be previously egjgduring the core
development phase. Also, from the manufacturer point of view, differsid tee
needed during design phase and production phase. From the applicatioof poemt,
applications involving life-support and control require periodic tests ddan@gormal
operation of the equipment, called on-line tests, to ensure correatiopeil hese facts
make it difficult to establish general test methodologies\itwatid allow the test of all
classes of circuits under all circumstances.

Test strategies have been developed first for digital ciclike boundary-scan and
BIST, and are well consolidated (ABRAMOVICI, 1990; IEEE, 1990). &walog and
mixed-signal circuits, on the other hand, existing solutions araitegpecific and can
not be generally applied (MILOR, 1998; ROBERTS, 96). Mixed-signal aatbg test
are distinctive from digital test also because of the nattithe test. While for digital
circuits structural tests based on fault models are common,isheoesimilar approach
for analog circuits.

Structural test (MILOR, 1998; ROBERTS, 96) is based on physicainvation of
the manufactured device, so the applied test patterns can be bpthuden and fault
coverage can be evaluated based on fault models (built based on maimgfatata).
Functional test, on the other hand, evaluates the functionality of tbeitcand
compares it to a set of functional specifications.

Functional mixed-signal and analog circuits test strategmsine the application of
analog stimulus and measurement of analog outputs (MILOR, 1998)artatog
circuits, the quality of the applied input and measured output is iengadd the test and
highly dependent on the test setup and equipment. Considering again Figure 1.3, the
application and measurement of analog signals to/from an analoged-signal core
would require the existence of adequate (high-noise immunity anddaoal slistortion)
analog TAMs (IEEE, 2000). These requirements may be diffioudtchieve under the
SoC environment.

For production testing of these mixed-signal devices, the test shoubdlgoterify
the functionality of the individual parts, but of the whole system wgrlat nominal
speed. This can become hard, specially for complex systems andstheffort on
program development and test equipment lead to a significant Seciredhe time-to-
market and in the total cost of the system.

The cost of the test is a very important aspect: testi@g@ can represent 50% of
the total cost of the chip (ZORIAN; DEY; RODGERS, 2000). The obgesting the
analog part of a mixed-signal design could reach about 50% of therodaction cost
of a device in 1997 (ROBERTS, 1997). As new technologies favors thal gigit of a
circuit, the test of the analog part of the circuit is expetdetbminate the production
cost (ROBERTS, 1997).

Test in a SoC is still an open issue, especially regardingshef mixed signal and
analog cores. The characteristics of SoCs, like availatfitprocessing power and
digital signal processing (DSP) capability, large amountsvaiflable memory and
programmable logic can be used to enable test strategies. elpwes overhead for
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adding additional ADC and DAC converters may be too costly fott systems, and
analog routing of signals may not be feasible and may introduce sigratidst

BIST and on-line test for analog and mixed-signal coresrtaingy desirable. BIST
solutions, however, are circuit specific or need extra ADC andC.DAhis work
proposes a solution to the problem of on-line testing and BIST foogoatuits in the
SoC context. A simple and low cost digitizer is used instead ofCHD. Ahanks to the
low analog area overhead of the converter, multiple analog test pamtse observed.
As the digitizer is always connected to the analog test padims, mot necessary to
include muxes and switches that would degrade the signal path. Trerteomy able to
to reach higher frequencies because of its simplicity, enabli@gmplementation of
low cost RF test strategies.

The digitizer has been applied successfully in the test of botfrémuency and RF
analog circuits. As testing is implemented in the frequency-dgmaon-linear
characteristics like intermodulation products can also be evalu&gecifically,
practical results were obtained for prototyped baseband fareisa 100MHz mixer.
The application of the converter for noise figure evaluation wes atldressed, and
experimental results for low frequency amplifiers using convenrtiopamps were
obtained.

This thesis is organized as follows: in chapter 2 a reviewcbhtgques for the test of
analog and mixed signal circuits is presented, emphasizing geesnsuitable to the
SoC environment. In chapter 3 an analog test method based on frequenay-tomai
presented, followed by the motivation for the use of low-resolution ctargen analog
testing. In chapter 4 a simple digitizer, the statisticalptamis presented. It allows the
development of an on-line test strategy based on the statstite signals in the
analog circuit. In chapter 5, the use of single-bit AD and DA aderse in
pseudorandom analog test is discussed. The application of thecsiasiampler in the
RF test scenario is presented in chapter 6. The capabilitiee tdchnique are extended
in order to allow the measurement of noise figure in chapter 7. &h@ginishes this
thesis with conclusions and suggestions for future work.
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2 ANALOG AND MIXED-SIGNAL TEST TECHNIQUES

When embedding a core into a SoC the accessibility is reducedt taken into
account in the design phase, signals may be neither observable noliaaetrand no
test is possible. In this chapter we analyze methods that havelggested in order to
increase the testability of analog circuits, specially mettivatscould be applied in the
SoC context.

As the limited access to signals in the cores is one ahtst important limitations
in SoCs, several strategies were developed in order to overtosnkntitation, and
some are presented in section 2.1. Built-in self-test methods andeatedt techniques
are discussed in sections 2.2 and 2.3. The chapter closes in section E4yekiuate
the present thesis in the context of analog test.

2.1 Methods that increase the observability of analogicuits

Design for test or simply DFT is the first attempt to sdahe accessibility problem,
where one tries to observe the signals of interest and apply test pattdt@R{MO98).
DFT has been successful in the digital domain through the boundarjesbaigue. In
the analog domain, however, no strategy has allowed the implemerga@osimilar
successful general approach. Cost and area overhead, among othedsmakel it
unfeasible to add an ADC and a DAC to each analog test point.

2.1.1 Analog routing

Some strategies have proposed methods that allow the routing of sigrads.
They have not specified a test strategy, but a way to obsenamdheg signals. To be
used in the SoC context to allow BIST or on-line test, these teclsnvgoreld need an
additional AD converter and signal generation circuitry. They ardognacan,
transparent blocks and the mixed-signal test bus.

In the analog scan, analog voltages are shifted through an ah#taggister. It
provides a way to observe multiple points inside analog blocks simailtslye but it is
only suitable to observe low frequency signals (WEY, 1990).

An approach suggested by (VAZQUEZ, 1996) is the use of a tnamtpaode for
designs with several analog blocks. This mode is enabled duringstrenteallows the
excitation of internal blocks and measurements of their responses. speasal
components are required in the analog design, but the area overheag small and
there is little impact on dynamic signals. A similar apploas presented in
(RENOVELL, 1996-b; RENOVELL, 1998).

To apply dynamic test signals and make measurements, a abrestction to the
analog block is desirable. The IEEE 1149.4 standard (IEEE, 2000), igdearsier of
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the boundary scan standard (IEEE, 1990) and allows the test of ngxed-devices.
The 1149.4 standard defines an analog test bus architecture as ishbBignre 2.1,
where several test points inside the system are addressabl@xira pins are required
for the analog signals. They allow the injection of analogdigsials and measurement
of outputs. These signals are routed through the system by an analof two wires.
All other interconnection points are connected to the bus by analtahesy Although
this approach allows the measurement of dynamic signals, teepued through the
system and are likely to be distorted by noise and non-lineariti¢ghe signal path
(caused by coupling and parasitic loads).

Analog h, Analog Analog

T Macro Macro T Macro T

= 1
Test In Tesl P Test ™ Test » Test |
Bus Bus Bus Bus |
Test Out Pin  [* Pin [ Pin [* Pin |
J

r Y r'y 3

Digital Controller

Test Address

Figure 2.1: Analog test bus (IEEE, 2000).

2.1.2 Analog routing with a digital interface

There are strategies that allow the observation of anadlpwpls and propose
methods to digitize them, which could be used in the SoC context to deeslop
methods. They are a simple extension of the digital scan, thenmapiation of window
comparators with logical gates and the use of an analog campasaa digitizer for
periodic signals.

By including the data registers of AD and DA converters on the gath, analogue
levels could be observed and applied by the system converters RMILED8). This
simple modification in the boundary scan allows the observation andionjemft an
analog signal in a mixed-signal system, as shown in Figure 2sZalfto a solution with
minimum area overhead and good reusability of resources, but thelitigxsblow as
only signals connected to the AD converters are observable. Aistethnique is only
suited to low-frequency signals.

Analog P1 Dngital [Os Analog PO
T T T
| SLATLLL |
Analog Analag

‘I—I

DAC

Digital

ADC

Scan In Scan Oul

Figure 2.2: Modified boundary scan (MILOR, 1998).
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It is also possible to build window comparators using logic gatesttas has been
used to allow the verification of voltage levels in analog dscullowing the creation
of a dc test scheme (VENUTO, 2001-a; VENUTO, 2001-b). One adwwamtathis
method is the low area overhead and simplicity, as the compagatonsuilt using
standard logic gates.

Another way to increase visibility is the use of analog voltagaparators with a
variable reference threshold. For periodic signals it is poswidbeild a multiple-pass
digitizer with the aid of a precision timing scheme (LOFSTRQR®BG6). This limits the
application of this technique to ones where the input signal is caatrdtlis suited to
BIST development, but not to on-line test. Acquisition time can bg fon higher
resolution acquisitions, and the need for synchronization circuitry eant {o an
increase in the area overhead of this solution.

A recent implementation of this scheme has been reported in (KDBIGL2005),
where a multi-channel scheme was used in order to reduce thadgtasition time of
the technique, as illustrated in Figure 2.3. The prototype was apéftom equivalent
acquisition at 40-ps (about 25GHz).

= 440

E b

g 1 1122

— ———— e

% \\ 20

= Data Transfer

g 435.8 158 Opera[ign

g 4,2 ~+— Circuit Operation

Embedding On-chip waveform
PFE alone acquisition

Figure 2.3: Acquisition time reduction because of parallel acquisition
(NOGUCHI, 2005)

The access methods analyzed in this brief review are summarized in table 2.1.

Table 2.1: Access methods

CLASS METHOD PROBLEM

Fully analog Analog scan needs digitizer
(WEY,1990)
Transparent blocks needs digitizer
(VAZQUEZ, 1996; RENOVELL, 1996-b)
Mixed-signal test bus needs digitizer
(IEEE, 2000)

Digital output Modified digital boundary scan low-frequency, not
(MILOR, 1998) flexible
Window comparator low-frequency
(VENUTO, 2001-a)
Periodic waveform digitizer periodic signals

(LOFSTROM, 1996; NOGUCHI,2005)
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2.2 BIST methods for analog circuits

Several methods have been proposed to address the need for buittastset
analog circuits. These methods can be based on the application of test vectors or not.

2.2.1Vector -based BIST schemes

These are the methods that require the application of an input &gt analog
circuit. This can be a dc-level, a sinusoidal waveform, a special wavefaraiser.

The test based on dc-level measurement allows simple digitiker§VENUTO,
2001-a) to be used, being a very low area overhead and costraesgystSome dc-
based test schemes propose the use of a scaled sum of sevevalgagilthe circuit as
a signature, as this allows a test based on just a singleganaltage measurement
(SASHO, 1998; RENOVELL, 1996-b; CHATTERJEE, 1996). All dc-level scteeme
have the limitation of testing dc characteristics, but this beagnough for some cases
like production testing.

The use of sinusoidal signals allows the transfer function of arlingcuit to
become known after a frequency scan is made. This charactérzesnplitude and
phase response of the system and verifies the functionality estem. Nevertheless,
the application of a large number of sinusoidal components is a slowsprothis
situation is worsen if the dynamics of the system are slayuineg the application of
low frequency signals. This can lead to long test times to attyreharacterize the
system. The optimization of the test set is the selectidmeaminimum number of input
frequencies that allows the verification of the correct fumetiity of the circuit. This
choice can be made based on a sensitivity analysis of the amadoigs (SLAMANI,
1992; HAMIDA, 1993; SLAMANI, 1995). The use of sinusoidal signals can lead t
simple implementations of BIST, like in (COTA, 2000-b).

An alternate method is to use simulation tools to evaluate the most probablalphysic
defects and their impact on the function of the circuit. This straicmalysis will help
find the smaller test set that can detect the majorithefdults that a circuit may suffer
(HUYNH, 1998; SAHU, 2001). This approach allows a measure of qualityedfest to
be evaluated, the fault coverage, who expresses the ratio oftdtedefaults by the
total number of faults simulated. In this case, other input sigaalde defined. The
simulation approach can lead to methods capable of identifying gnadimg the
defects in the circuit. The simulated responses to the input stareuliecorded in a
database for comparison with real data. Each defect is an elemandictionary of
faults. The diagnosis is based on distance measurement fronatesd @lements in the
fault dictionary. Several factors like measurement errors andsiat variation in circuit
components will impact the performance of these methods. Also, simulatioraimtoe c
very high for large analog circuits.

Another BIST technique (OHLETZ, 1991) applies pseudorandom noise and uses
AD and DA converters already present in the system. It derssia topology as shown
in Figure 2.4, where a digital block is surrounded by analog blotkis. scheme
generates a signal through the DAC (specifically, a Lig8Rerates a pseudorandom
noise sequence) that is routed to the input block and captured by theTABBILBO
and MISR registers analyze the sequence (signature a)alydLOR, 1998). Other
approaches like (MARZOCCA, 2002; PAN, 1997; TOFTE, 2000) suggest the use of
other analysis methods to improve test quality and enable faadinasis. These
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methods are interesting for SoCs as they have little areheacand can reuse system
resources. On the other hand, they are not suitable to on-line test.

Amnalog ]lj = MISR 113 Analog
Input ADC L 1 DAC N Output
— B : Block
Block B Digital B
o Block 0
T h + T F 3
Control
Analog - Test Control » Chip Output
Multinlexer T Disconnector

Figure 2.4: System modification to enable test in the HBIST scheme (OHUE®Z).

2.2.2Vectorless BIST schemes

There are some schemes intended for BIST that do not require lag argnal
generator and can lead to a small area overhead. The astibfased test method turns
the analog circuit into an oscillator. Methods based on supply curreasurement
analyze the load of the analog circuit supply.

The oscillation-based technique (ARABI, 1997; HUERTAS, 2@0I@)ws the test of
filters and amplifiers without the use of a signal genera®rthe circuit under test is
converted into an oscillator during test. If a fault is presenfyéggiency and amplitude
characteristics of the oscillation will change. This method tiee need to insert
switches in the circuit to allow reconfiguration, and this couldl l&a performance
degradation.

Methods like (SILVA, 1996) analyze the supply current of the anategit They
need special current sensors and associated digitizers topkmmiemted, and require
calibration for each specific circuit to be tested, as the cqooisomis technology-
dependent. On the other hand, they could be used also in on-line test schemes.

2.2.3 A structure for BIST in the SOC context

The built-in self-test (BIST) approach enables the test bspaled without external
test equipment. If an adequate analyzer is present, just onel digtfaut pin is
necessary to output the test result. The drawbacks areddlatthe area overhead
needed by the test circuit and the design of high-quality generatorsanalyzers
(MILOR, 1998). This hardware overhead can be minimized if thechestitry is used
by other components in the system. In the SOC context, this ardseastecould be
further reduced if hardware resources already availaltleeirsystem were used by the
test.

One example of analog BIST structure is shown in Figure 2.3& D, 2002),
where a signal generator and a waveform digitizer areeimghted on a chip. This
approach implements an arbitrary waveform generator, which geserperiodic input
to the CUT. This scheme basically applies a high-speed bit stream to anlanapzss
filter to obtain the desired waveform, as shown in Figure 2.5b. Hvefarm digitizer
uses a voltage comparator and a variable reference threshold, gdenmalsses of the
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input waveform are needed (LOFSTROM, 1996). This does not limit thewidth of
the signals, as a 4 GHz bandwidth has been reported (HAFED, 2002; HAFED, 2003).

"W"QF—H cur
‘7 Clock Source —+ 1
Arbitrary Waveform : i
Waveform [—# CUT —® pnioitizer P~ AL
Generator = D+
DSP
._[>o_ WWxwivg |
LR 2
a) block diagram b) detailed view

Figure 2.5: DSP-based BIST (HAFED, 2002).

The analysis of the data obtained should be performed by a DSP proedssh
could be on chip (if available) or external. In this case, onlytaligata should be
transferred to the test equipment. This scheme is suitable tmgemented on an
analog or mixed-signal core, as its analog area overheadals ((fAFED, 2002). It
also allows several BIST methods to be used, as an arbitragdigewaveform
generator is available. On the other hand, the scheme is useBISoronly, as the
input signal must be controlled. The analog overhead of the solutienpedss related
to the filters needed by the signal generator and by thezaigilt also requires a high
precision synchronization scheme.

Table 2.2: BIST methods.

CLASS METHOD PROBLEM
Vector-based Sinusoidal input input selection
(SLAMANI, 1992; HAMIDA, 1993)
General waveform input simulation time, input
(HUYNH, 1998) selection
DC-level dc only
(VENUTO, 2001-a; RENOVELL, 1996-a)
Pseudorandom signal generation, test
(OHLETZ, 1991; MARZOCCA, 2002) time
BIST framework periodic signals
(HAFED, 2002)
Vector-less  Oscillation-based may degrade circuit
(ARABI, 1997; HUERTAS, 2000) performance
Supply current based needs calibration,
(SILVA, 1996) specific

2.3 On-line test methods for analog circuits

Although suited for the production test, BIST techniques are genamdlble to be
used for on-line test, as the circuit has its topology modified dutimey test
(VAZQUEZ, 1996; ARABI, 1997) or its input signal is being conedllby the test
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mechanism (SLAMANI, 1995; HAFED, 2002). Thus on-line test requires the
development of test strategies that continuously evaluate the opeddtthe circuit
during normal operation. This problem of on-line monitoring becomes moretampor
due to the use of sub-micron technologies, which are more sensitiveis® and
radiation effects (ABRAHAM, 1999).

One strategy to enable concurrent testing is the use of dupliehtbe circuit, as
shown in Figure 2.6 (LUBASZEWSKI, 1995). In this scheme a comparisohanistn
verifies the similarity between the programmable referdioek and the block under
test. This scheme could be used also for BIST, but the programneddience block
may be difficult to obtain for a variety of analog circuits.

Original
System
____________________ =
I
‘.r'gr'@' Yo [
- _!. _—— —_f= — — 1
L - Multiplexing
| 5in, in, | S, System
+.._._.
| : Frogram. .
L Hoeference Teat
Bk
Outpat
Canirol | *
Logle

Figure 2.6: On-line test through replication (LUBASZEWSKI, 1995).

A technique that uses digital replication to the on-line test obgnarcuits was
proposed in (COTA, 2000-a), and is based on a system identification approach. The area
overhead in this solution is large, as at least two AD converters are needetpte the
input and output signals of the system to be modeled. The computational rEated
to implement the strategy is also large, but could be used for mear-lanalog circuits
(SOUZA, 2002).

For the case of fully differential circuits there is the pafisy of building analog
checkers (LUBASZEWSKI, 1995). An analog checker also can be tosedrify an
operational amplifier (VELASCO-MEDINA, 1998). For linear analdgters,
continuous checksums have been proposed (CHATTERJEE, 1993) and are
implemented by a cascade of analog integrators. They geaenatezero signal in the
case of an error in the transfer function of the circuit. THa®se tsolutions are circuit or
topology dependent and need a digitizer in order to evaluate the cloeatteEcksum
output. The techniques are summarized in table 2.3.
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Table 2.3: On-line test methods

CLASS METHOD PROBLEM
Duplication Analog replication area overhead, specific
(LUBASZEWSKI, 1995)
Digital modeling area overhead,
(COTA, 2000-a; SOUZA, 2002) computational load
Checksum Continuous checksums specific, needs
(CHATTERJEE, 1993) digitizer for check
Checkers Analog checkers specific, needs
(LUBASZEWSKI, 1995; VELASCO- digitizer for check

MEDINA, 1998)

2.4 Conclusion

All the techniques mentioned have not yet solved the general prablBh$T and
on-line test, as the requirements for BIST are differentdimdine test. This has
motivated the appearance of BIST proposals that modify the diopaitogy or forces a
specific input signal during the test phase. On-line test appesaon the other hand,
have relied on circuit replication and analog checkers that acaitcspecific and
require extra area and calibration. This makes it difficultpplyathese techniques in
general.

Testing of analog and mixed-signal cores in the SoC environmetitl ian open
issue, as only specific solutions are used for analog cirkgsADCs and PLLs (SIA,
2004). The characteristics of SoCs, like availability of proogsgower and digital
signal processing (DSP) capability, large amounts of availabkEmory and
programmable logic can be used to implement test strategies on chip.

As process integration technology evolves, the area occupied hyita diesign
shrinks, allowing more functionality to be included in the same area difital
computing availability increases exponentially, following Moores. lalowever, for
analog circuits the trend is not the same (WALDEN, 1999). This thaydigital area in
a mixed-signal circuit is expected to shrink in the future, buatiaog part will tend to
dominate the design, as illustrated in Figure 2.7 (SIA, 2004). Wit dbintinuous
trend, while the analog part of designs will tend to dominate, Emggunts of digital
processing power will be available at low cost.
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circuit area
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1 2 3 4 5 6 7 8 9 10
years

Figure 2.7: Example of analog and digital area distribution in a hypothetieghdes
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Considering the need for additional test structures for mixed-sigeaits, it would
be desirable to introduce only additional digital area, or the sstghossible analog
area. This way, the additional cost in area due to test streiciingld follow the trend
of digital circuits. Furthermore, techniques that enable the egehahanalog area by
digital processing would also take advantage of technologingcélesides area cost,
another issue regarding additional analog area is the need fmig téseése extra
structures.

BIST and on-line test for analog and mixed-signal coresriging/ desirable. The
SoC environment can provide resources for test implementation ashosmce they
are already built inside the system. However, the overhead fangaddditional ADC
and DAC converters may be too costly for most systems, andgaralting of signals
may not be feasible and may introduce signal distortion. This thake is a need for
low cost digitizers with minimum analog area in order to enab&dog test in the SoC
environment.

In the next chapter the motivation for reusing digital resouatresdy built in the
SoC environment is explored. A technique for testing analog @ragsing entirely
digital resources is developed. The need for lowering analog areaeadein analog
tests is also explored in a study to relax ADC requirements in analog test.
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3 LOWERING ANALOG TEST COSTS

In this chapter we analyze two approaches that are able to doakag test costs. In
the first approach, a test method that is able to reuse SoCraesom order to
implement the test response analyzer is presented. Test mathiedy based on
digital resources can benefit from SoC resources alreadlalaleain the system at
practically no cost. In the second approach, an analysis of the iwfpaxiucing the
resolution requirements of ADCs used in analog test is presentedude of low
resolution ADCs can reduce the cost of additional ADCs in the momgtof extra test
points. Besides, lowering the requirements of conventional ADCs aliaster and
smaller analog to digital converters to be built, or extend tipabiities of actual
devices on chip.

3.1 A test strategy for analog circuits using spectraanalysis

Spectral analysis of discrete time series is a well knd@ayY( 1981; HAYES,
1996; BENDAT, 1986) subject and is widely used. The estimation of the power
spectrum density (PSD) is usually based on procedures employinigsth&ourier
transform. It is computationally efficient and produces reasonabldtsefor a large
class of signal processes (KAY, 1981).

In this chapter we propose the use of an estimate of the P&3igsature of the
circuit. The basic idea is shown in Figure 3.1. In the training phasedam noise with
known statistical characteristics is applied to the input of ané-free circuit, and the
PSD of the output is estimated. This is kept as the signatuhe éawlt-free circuit. In
the testing phase, the PSD of the circuit under test is estingaid compared to the
signature of the fault-free circuit. The comparison can be tunedlaw apecific
frequency response needs, based on a set of comparison parameters.

The required spectral characteristics of the noise should keeetrally flat
distribution, in order to excite the system under test in all frezjas of interest and
obtain meaningful results from the evaluation of the PSD.
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Figure 3.1: Test strategy using power spectral density (PSD) éstima
(NEGREIROS, 2003-a).

3.1.1Estimating the power spectral density

The Fourier transform of the correlation function for a random prosesaled the
power spectral density functipbeing denoted by,Jf). The plot of $(f) versus f is
called thepower density spectrunccording to Bendat (BENDAT, 1986), timewer
spectralor autospectral density functios given by

S, (f)= +]ERXX(r) exp2j7£r) dr. (3.1a8)

Theone-sided power spectral density functisgiven by (G f < o)
G, () =218, (). (3.1b)

The true PSD of the system can not be acquired fhenobservation of the output,
but only an estimate of the PSD can be obtainedY(K®81; BENDAT, 1986). This is
true not only for PSD estimates, but for other paeters like mean and correlation, and
is a characteristic of stochastic signals. For RSDmates based on the fast Fourier
transform (FFT) and periodogram averaging, an @ssut normalized error can be
obtained. This normalized error presents a bountaye variation of the estimates
around the true, unknown PSD.

In Figure 3.2 the estimated PSD for a unit varianeep mean gaussian noise is
shown, together with the true PSD obtained from lilgpiad (shown in Figure 3.5)
circuit model parameters, and the associated naeuaérror.

The normalized error in the PSD estimates depeasigdily on the number of FFT
estimates used in the averaging process. Dependitige sampling frequency used and
FFT resolution, the total acquisition time can bsiky estimated.

The error in the PSD estimates can be obtainedsimg {BENDAT, 1986, equation
8.160).

=26, (f) <G (f)< @+ —) By () (3.2)

where R is the number of FFTs needed by the estimate@g(jf) is the estimated one-
sidedpower spectral density function

il

One can observe that the percent error in the atira/100, is given by
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a 2
— = 3.3
100 /n, (33)
Solving Equation 3.3 forgaone obtains
4110*
ng = " (3.4)

Equation 3.4 givesgnthe number of FFTs needed to achieve a giverepeerror
(@) in the PSD estimate. It also shows that ther d@srect link between test time and
test resolution. For example, for a 20% error ia #stimates, $100, meaning that
averaging over 100 FFTs is needed. When perforaiREGT over a data window of 128
points, 12800 samples from the signal of interesidrto be acquired.

The smaller the required error, the larger the rembf required FFTs.
Unfortunately, this dependence is quadratic, mepthat a fine resolution will require a
long test time. We must stress that this limitatisrdue to the use of noise, and any
pseudorandom test method is subject to these démtimarrors in the parameters.
Expressions 3.2 to 3.4 clearly state this fact.

Power Spectral Density (PSD)

Frequency [Hz]

Figure 3.2: True PSD (.), theoretical error (damnkes) and 100 PSD estimates (light
lines) using Welch's method (HAYES, 1996) with 0%&edap and Hanning window
(MATLAB simulation) (NEGREIROS,2003-a).

3.1.2 Comparing power spectral density estimates

In order to compare the reference PSD and the asdPSD of the circuit under
test (CUT), the error associated with the estimaest be taken into account. As
illustrated in Figure 3.3, a region of overlap &xifor PSD estimates for circuits with
and without faults. If the two PSDs are close toheather, a large overlap region will
result, making it difficult to establish a thresthdb separate the curves. On the other
hand, the expected true value of each PSD is gldatinguished.
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Figure 3.3: The theoretical PSD for a fault-fresteyn and faulty system, showing the
normalized error expected, with the overlapped P&jibn marked

(NEGREIROS,2003-a).

To compare the reference and estimated PSD cumnvéiglire 3.3, two vectors must
be analyzed. It is desirable in an automatic testegy to have a single parameter in
order to make the comparison simpler. In this war& parameters are proposed based
on the difference between the estimated PSD cundetlae reference PSD curve, as

shown in Figure 3.4.

The comparison parameters, which build the sigeatirthe circuit, are formed
using the distance value marked as “A” in Figuré. For each frequency used in the
comparison, this difference is evaluated. The pesameter (par_sum) is formed by the
sum of the absolute values of the difference "Aie Becond parameter (par_mean) is
formed by the mean value of the squares of themiffce "A". Equation 3.5 expresses

this idea mathematically.

0.16

0.1

Power Spectral Density (PSD)

CUT estimated PSD
___— Upper error limit in reference PSD estimates
___— Reference PSD

Lower error limit in reference PSD estimates

0
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Figure 3.4: The theoretical PSD for a fault-fresteyn and faulty system showing the
difference between the estimated PSD and the refei@SD ("A"), and the difference
between the error limit for the reference PSD dmedreference PSD itself ("B")

(NEGREIROS,2003-a).
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Fmax

par_sum= ) |EstimatedPSIY f) - ReferencePSI( f)|
f =Fmin (3 5)

Fmax
> (EstimatedPSO( f) - ReferencePSIY f))?

freq f=Fmin

A comparison threshold is defined calculating tleameters for the error limit
curves, as indicated by the point “B” in Figure ard expressed in Equation 3.6. In the
former definition, the threshold is the same fothbthe upper and lower error limit
curves.

par_mean=

Fmax

threshold,, = > |Error_limit_PSD(f)- ReferencePSD(f)
f =Fmin
Fmax (36)
threshold, .., = Z (Error_limit_PSD(f)- ReferencePSI( f))?
freq f=Fmin

3.1.3 Testing analog circuits using spectral analysis

In this section the performance of the proposedhotkis evaluated by means of
simulation and experimental results. In section.3311 the biquad filter shown in
Figure 3.5 is simulated using Matlab and the twoapeeters in Equation 3.5 are
analyzed. In section 3.1.3.2 the parameter par_meaestablished as a distance
measure, and issues regarding the influence ofseimathe estimation of the PSD are

addressed.

3.1.3.1 Testing a biquad filter
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Figure 3.5: Schematic diagram of the biquad fiMEGREIROS,2003-a).

A bilinear transformation (OPPENHEIM,1989) of thartsfer function of the biquad
circuit shown in Figure 3.5 was performed in ordéierobtain a discrete-time model
suitable for simulation in the Matlab environmefhe simulation considered a 10kHz
sampling frequency and a length 128 FFT. For a 28%r limit in the estimated PSD,
the total record length is 12800 samples (from EHqna.2). For a 10% error limit, the
record length increases to 51200 samples.

The used input signal was random noise with unifahstribution and unitary
variance. The estimated PSD was calculated usinglaMaWelch's method
implementation (MATHWORKS, 1997), with a 50% overlén order to reduce the
variance of the estimate).
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The nominal component values were used to obtaen rdference PSD and
associated error limit. A variation from -99% to9£8 of the nominal value was applied
to the selected component.

The test results for capacitor C1 are shown in feiddi6. In Figure 3.6a, the test
results for par_mean are shown, while in Figureb 3iée results for par_sum are
presented. The test for total record length of D2&mples is shown by the "x" marker.
The test for 51200 samples is shown by the "." exarBoth tests used the same
threshold (to decide if the PSD is the same agdfezence PSD or not) derived from
the 12800 samples case. Each point in the curieispercent failure in the test,
averaged over 1000 trials. For a -60% variationefcample, all parameters indicate a
failure in the circuit, and this result was obtaine 100% of the 1000 isolated tests.

In Figure 3.6, the proposed parameters were aldettert faults larger than +/- 60%
on C1. In the same figure, circuits with variaticass large as (+/-) 20% in C1 were
classified as fault-free. For about (+/-) 30% té-\50% variation, there is a region of
uncertainty. For (+/-) 30 % variations, most of tases were classified as fault-free, but
not all. For (+/-) 50% variations, most of the cagesre classified as faulty, but not all.
The increase in test time provided a sharper tiansias shown in Figure 3.7 by the "."
marked lines, thus reducing the uncertainty region.
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Figure 3.6: Test for capacitor C1 and record lesgih12800 ("x") and 51200 (".")
samples: (a) results for parameter par_mean, grmegblts for parameter par_sum
(NEGREIROS,2003-a).

As the threshold parameter defined in Equations8u&ed to decide if the CUT PSD
is the same as the reference PSD or not, its \a@nebe used to tune the test strategy.
As indicated in Figure 3.7, a reduction of 50% lwistparameter (the threshold for
12800 samples used in Figure 3.6) reduces theatuierof the test to faults in C1,
allowing the detection of deviations of about 30% less. The transition region
remained the same as shown in Figure 3.6. The gdearpar_sum, for this reduction
and 12800 samples, classifies a very small regiatewiations as fault-free, and has a
large transition region.

A further reduction of 70% in the threshold paragnetenders useless the
simulations for 12800 points, as none of the patareds capable of assuring 100%
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fault-free circuits ("x" marker), as shown in Figu3.8. For 51200 points ("." marker), it
is still possible to incorrectly classify fault-&eircuits, and the parameter par_sum has
a smaller region for accepting a circuit as fatgefthan the parameter par_mean.
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Figure 3.7: Test for capacitor C1 with a reduceahparison threshold: (a) results for
parameter par_mean and (b) results for parametesya (NEGREIROS, 2003-a).
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Figure 3.8: Test for capacitor C1 with a 70 % rdituncin the comparison threshold: (a)
results for parameter par_mean and (b) resultsdameter par_sum
(NEGREIROS, 2003-a).

3.1.3.2 Issues regarding errors in the PSD estimates

The proposed parameters of Equation 3.5 can beedi@s a distance measurement
from the reference PSD. In the following we usepghemmeter par_mean to measure the
distance in order to perform the simulations. Adany to the number of points used in
the PSD estimates, a threshold can be defined garate the faulty and fault-free
circuits. In Figure 3.9 the biquad circuit was sliated and variations in component C1
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were introduced. As it can be seen, the distarm® the reference has a minimum at
the nominal value, and increases as larger vamngtawe introduced. The threshold for
20% error in PSD estimates is shown as a line.
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Figure 3.9: Distance measures for changes in Gt {80%, -50%,-20%, 0%,20%,50%
and 90% and threshold for 20% error in PSD estim@&GREIROS, 2003-a).

It should be stressed that the curve in Figured®8s not take into account the
effects of PSD estimation using noise. If one aders this fact, the distance measured
for a given component variation is no longer comistaecause of the variations in the
PSD estimates, as shown in Figure 3.10. In the ch$égure 3.10a, simulations with
70% variation in C1 were all above the thresholdt fome simulations with 60%
variation in C1 were bellow. Some simulations wit@% variation were above the
threshold.

The performance of the test can be improved if uses longer data records, as the
uncertainty in the PSD estimates diminishes. Thilustrated in Figure 3.10b, where it
can be seen that the variations in the estimatgdrdie for a given component variation
is reduced.
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Figure 3.10: Distance measures for changes in@n £9% to +99%, using noise as
input signal and PSD estimates. (a) Estimates us®8@0 points and (b) estimates
using 51200 points (NEGREIROS, 2003-a).

3.1.4 Practical results

In this section a practical evaluation of the metheas performed by prototyping
two circuits with discrete components and manuphkyforming the injection of the
faults in the discrete components. Only single tkaulvere considered in these
experiments. The analyzed faults were parametraofir(20% and 50% variation), and
hard (stuck-open and stuck-short).

The experimental setup used is shown in Figure .3Algaussian noise was
generated in Matlab and downloaded to an arbitveayeform generator. Data was
acquired and transferred to a PC for processimgudliatlab. The biquad circuit shown
in Figure 3.5 was prototyped using discrete comptmeFaults were inserted by
changing the values of the components. Recordhermft12800 samples were acquired
using 16 bit samples and 8000 kHz sampling ratepapled.
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Figure 3.11: Experimental setup (NEGREIROS, 2003-a)

For the experimental evaluation, the distance wasutated using the parameter
par_mean. In Table 3.1 the PSD distance betweeratlity circuit (with a specific
variation in the component) and the reference P33 wvaluated, for a threshold
calculated based on a 20% variation in the referedd8D. For component C1, for
example, the parametric deviations of 20% weredstécted as a fault, as expected
after analyzing the results of the previous sestion

In Table 3.2 the same measurements were repeatédthé® biquad filter was
replaced by another circuit, the state-variable-p@ags filter from the ITC’97 analog
circuits benchmarks (KAMINSKA, 1997). In this catfiee behavior is close to the
biguad, but more components with soft faults aredetected.

Table 3.1: PSD distance measured for 20% errthrariPSD estimates (12800 points,
threshold: 1.5e+7) (marked cells indicate no fdetected)

-50% +50% -20% +20% OPEN  SHORT
Cl 2.2e+7 2.5e+7 5.2e+6 8.1e+6 3.8e+8 6.7e+7
C2 3.9e+8 5.6e+7 1.9e+7 2.1e+7 3.8e+8 3.5e+9
Rl 1.9e+8 1.7e+8 4.4e+7 2.7e+7 3.8e+8 1.5e+ll
R2 4.2e+8 5.1e+7 3.9e+7 1.1le+7 3.6e+8 3.8e+8
R3 3.7e+8 5.0e+7 3.4e+7 1.7e+7 1.1e+10 3.8e+8
R4 1.2e+8 8.8e+7 2.2e+7 1.4e+7 3.8e+8 1.1le+l0
R5 1.2e+8 1.4e+8 2.6e+7 1.9e+7 9.7e+10 9. 7e+10
R6 3.3e+9 1.2e+8 1.5e+8 3.3e+7 1.3e+10 3.8e+8

Source: NEGREIRQOS, 2003-a.

Table 3.2: PSD distance measured for 20% errthrarPSD estimates (12800 points,
threshold: 1.8e+7) (marked cells indicate no fdatected)

-50% +50% -20% +20% OPEN SHORT
Cl 3.1e+7 4.1e+7 6.5e+6 6.1e+6 4.4e+8 9.3e+7
C2 5.4e+8 6.8e+7 3.1e+7 2.0e+7 4.4e+8 7.2e+9
Rl 2.0e+9 1.1e+8 1.2e+8 2.3e+7 6.3e+10 4.4e+8
R2 6.8e+7 2.3e+7 1.0e+7 4.4e+6 4.4e+8 8. 3e+7
R3 3.5e+7 3.6e+7 8.7e+6 5.6e+6 9.3e+7 4.4e+8
R4 5.3e+8 6.1le+7 5.3e+7 1.2e+7 1.8e+8 4.4e+8
R5 2.4e+8 3.1e+8 5.5e+7 4.0e+7 4.4e+8 1.8e+ll
R6 3.8e+8 3.8e+7 2.7e+7 8.7e+6 8.4e+10 2.6e+8
R7 7.8e+7 9.8e+7 2.2e+7 1.3e+7 2.5e+8 9.1le+l0

3.1.5Analysis

Source: NEGREIROS, 2003-a.

The results shown in the preceding section dematesthe feasibility of a test
strategy for analog circuits based on a compardgahe PSD. The technique is able to
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detect deviations in the transfer function of @eysusing the PSD as a basic signature.
A distance is evaluated between the faulty andydute PSD.

If a given analog circuit has a very low sensitivib one component, then the
transfer function will have a small deviation fraime faulty free case. On the other
hand, if the sensitivity is high, even small comgainvariations will produce large
deviations in the PSD from the faulty free case.

The key point here is that the technique is notitéich to large deviations in
components, but to deviations in the transfer fioncof the DUT. So, it is possible to
detect 1% deviations in a given component, if thange produces a significant change
in the PSD of the DUT.

The test time is an important issue, since itisally related to the cost of the SOC.
In the proposed strategy, test time can be tunedccamply with specific test
requirements. A fast test can be made using a finedenumber of samples, which will
have a specific uncertainty region. This number saimples should be chosen
accordingly to the equations presented earlierthlettime requirement used.

If the uncertainty region should be minimized (brtest sensitivity should be
increased) then the number of samples used in dtumation of the PSD should be
increased. This will also increase test time, billtallow the test strategy to conform to
more restrictive requirements. In the practicaulsssection, test time regarding only
the data acquisition process is 12800 [samplesly8d@]= 1.6 s.

If one wants to reduce test time, one could redbeenumber of points in the FFT
by two. In this case the same error in the PSDnesé would be achieved for half the
test time. The drawback is that the PSD estimallehave a lower frequency resolution,
and this could mask the presence of soft deviaiiotise circuit under test.

The practical results presented for the biquadsaaie-variable low pass filters have
shown that the method is able to detect both hadl sft faults, but its sensitivity
depends on the circuit and on the number of samped for test. Furthermore, the
method is not able to diagnose the faults.

The influence of the noise in the components caeviaduated by referring the noise
sources of the system to its input. Consideringntia¢ noise for resistors, their
amplitude is too small compared to a noise geneveith full amplitude range like the
one used in the proposed technique. On the othnet, leaen if the input referred source
of noise reaches a large amplitude, its distributimuld be uniform (white noise, flat
spectrum), and could be helpful in the test.

Regarding the influence of the noise of the measant system, it will be added to
the evaluated PSD. The PSD estimates tend to fikése and other non-correlated
imperfections. In order to influence the comparjstre noise of the measurement
system should be very large, even larger thanigmakitself. Quantization noise is not
a serious issue, for example, as the techniquebkas applied successfully in a
continuing work using a single bit AD converter (REEIROS, 2003-b).

Future work includes the evaluation of suitableseopower levels in order to
prevent circuit saturation and non-linear behavior.
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3.2 Low Resolution AD Converters Applied to Analog Teshg

This section provides a comparison of the use wfrsolution converters to analog
test, in order to illustrate the basic trade-offgarding test time, ADC resolution and
analog test method. Although the idea of using tesolution ADCs for analog test is
not new, their use with sinusoidal signals was sumigested to date. This is mainly
because of the distortions introduced.

Although there are published works using low resotudata converters, none has
already been presented in order to illustrate amdpare their application. Also, lower
resolution test strategies for non-noise signalgalls require a reference analog
waveform. In this work we analyze the direct apgien of low resolution ADCs for
analog test, without using other reference analgugass.

3.2.1 Methodology

In this section the setup used for comparison scrieed. Fault model and test
approaches used in the comparison are also bpedsented.

3.2.1.1 Test setup and fault model

In order to provide flexibility, simulation and dgsis were carried out using
Matlab. A second order low pass filter (see Figdu® has been selected as the device
under test (DUT). The DUT model has been constdugseng bilinear transform.

In order to ease the comparison of multiple resmuADCs in the test, only the
quality factor of the filter has been changed. €geation for a second-order low-pass
filter is given below:

K 2
H(s) = o 3.7)
2 W, 2
S +s—2>+w,

For the biquad filter, the quality factor is givéry Equation 3.8. Changing the
quality factor can be easily accomplished by chaggihe value of R5, as this
component influences neither the DC gain nor theotfirequency of the filter.

2
o= | RRGC (3.8)
RR,R.C,
In figure 3 the effect of changing the quality facof the filter is illustrated. It

presents the nominal value, 50% variations and 98dations.

We will consider deviations above 10% and largepasametric faults. Deviations
of 10% or less will be considered as acceptableeglrom process variation.

The biquad low-pass filter topology presented iguiré 3.5 has the quality factor
(Q) equal to unity for nominal component values.
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Figure 3.12: Frequency response of biquad filtearad (quality factor) deviation from
-90% to 90% from nominal value (NEGREIROS, 2003-b).

3.2.1.2 DUT output analysis

Sensitivity analysis (SLAMANI, 1995) was carriedtdor the DUT in order to
verify what frequencies would be suitable for tlestt For variations in the quality
factor, changes in the component R5 were introduaged the largest frequency
deviation from the nominal was recorded. For thgubd filter, the test signal at a
frequency of 703 Hz presented the largest respdeg@ations from the nominal values
when the quality factor was changed.

The analysis of the DUT for the chosen test teamig based on the amplitude of
the test frequency. No phase information was reguifhis evaluation can be carried
out using spectral analysis of sampled data or roplitude evaluation of the time-
domain output signal waveform.

In this work a single-frequency test signal hasnbaeplied to the DUT. The signal-
to-noise ratio (SNR) of the input signal was colt during simulation. Gaussian
noise was added to the sinusoidal test signal deroto obtain a previously specified
SNR value. Spectral analysis has been carried buhea DUT output for testing
purposes. The setup is presented in Figure 3.18 ADC influence on test results will
be discussed in the following sections.

( :_,G_) | Speciral
—W
but _’{ADC Analysis
Sine T
Generator noise

Figure 3.13: Complete test setup.

For simulation purposes, data has been sample@ BHA. A maximum of 12.8k
samples have been used to perform spectral anadysliata window using 128 samples
(with no overlap) has been used for analysis, pliagi 64 frequency zones. When using
12800 samples, averaging of FFT results is usedtdar to obtain the power spectrum
density (PSD).
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3.2.1.3 ADC model

The AD converter has been treated as an ideal igeafftVANNAMAKER, 2000)
and an amplitude limiting block, as illustrated Rigure 3.14. The amplitude limiter
maintains the input signal in the amplitude rangeveen -1 and 1. In order to simulate
ADCs of different resolutions, different quantizati steps are assumed for the same
amplitude range. This way, a 16 bit converter hgaantization step of 2/2716 and a 4-
bit converter has a quantization step of 2/2"4.

U Ve ?Pi.»

Limiter Quantizer

Figure 3.14: ADC model.

Y

-

3.2.2 Results

Simulations were run in order to compare the resohtained for an ideal ADC
(floating point) and from several other resolutiofi$ie results are summarized in
Figure 3.15. The figure shows the magnitude ofRB® of the DUT output obtained at
the fixed test frequency of 703Hz. The quality éaaif the DUT has been changed from
-15 to 15% (in the figure) and the magnitude of tegponse, evaluated using several
ADCs, was recorded. The number of samples was 13800Qhe test signal SNR was
96dB.

Simulations using floating point, 16, 8 and 6 & not be distinguished in this
figure. One should observe that a 1% variationh@ tuality factor of the DUT is
detected by the output magnitude.

For the lower resolution converters (4 bits and dgwone can notice that the
response is still monotonic, thus their response @& used in order to provide a test
strategy. However, the thresholds should be adjusieeach converter. Even the 2 bits
converter could be used in order to implement adteategy. However, it is not able to
provide resolutions of 1% in the quality factor,adserved in Figure 3.15.

Nearly identical results are obtained if the numbtisamples is lowered to 128
(while keeping the SNR as low as 48dB). This intisaa dependency between ADC
resolution and maximum test sensitivity. The lowesolution converters are not able to
follow the performance of their higher resolutiauoterparts.
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Magnitude of PSD of DUT output

N=12800 SNR=96dB

Q variation

Figure 3.15: Spectrum magnitude at test frequen@8Klz) observed for different Q
(quality factor) values and different quantizersiffi 16 bit to 2 bit). Note that even the
2 bit converter gives a monothonic curve, thusvahg a test procedure to be
implemented. The input signal has SNR of 96 dB H®D0 samples were used

(NEGREIROS, 2005-b).

If the SNR of the input signal is decreased frordB®&o 20dB, the test sensitivity
and linearity for lower resolutions ADCs is enhahcas shown in Figure 3.16. This
behavior is a result of the averaging operatiord use¢he estimation of the PSD. One is
able to compare Figure 3.16 to Figure 3.17, whereaveraging was used due to the
reduced number of samples.

Magnitude of PSD of DUT output

4.5

N=12800 SNR=20dB

1
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—— 6 bits
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—X—
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:
4bits |
3 bits i
2 bits I
float. point ||
|

|

|

Q variation

Figure 3.16: Effect of changing the input signalRSfdom 96dB to 20dB. Lower
resolution ADCs benefit from noise averages (NEGRES, 2005-b).
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Figure 3.17: Effect of changing the input signalRFsfdkom 96dB to 20dB, for 128
samples (no averages used due to the reduced noirdzenples)
(NEGREIROS, 2005-b).

Lower SNR signals enable low resolution ADCs todf#rirom noise averages. In
extreme situations, there's no point in use a magolution ADC, as illustrated in
Figure 3.18.

N=12800 SNR=0dB
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Figure 3.18: Effect of changing the input signalRSté 0dB (NEGREIROS, 2005-b).

3.2.3Discussion

As guantization effects are taken into account,gegormance should be worsening
for lower resolution. Although this is the genet@nd shown in Figure 3.15, it also
shows interesting possibilities of developing tdsategies with low resolution ADCs.

For high SNR situations, the lower resolution AD@we decreased test sensitivity.
Averaging can not help in this situation, as théesedevel is too low. However, for
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situations where a lower SNR is verified, the uséwer resolutions ADCs is able to

achieve increased sensitivity if averaging is dassiThe averaging operation implies in
an increase in test time, so higher resolution AosIld provide a faster test. For
situations where the SNR is very low, the sensitigf the test is the same for both high
and low resolutions ADCs, as shown in Figure 3.18.

3.3 Conclusion
In this chapter two methods to reduce analog testsavere studied.

First, a test strategy based on spectral analyass jwoposed. The power spectrum
density estimate of the output of the analog systemsed as a system signature,
provided that the system is submitted to a randorsenof known statistics as the input
signal. The random noise generator is a very sairallit, incurring in a very small area
penalty (FLORES, 2002; FLORES, 2004).

This test is suited to an implementation of BIS®RISOC environment, as it can use
resources already present in the complete systehisapurely digital. The overhead
needed is the analog noise generator of knownsstati There is no need for an
additional AD converter to sample the input signal.

The second part of this chapter analyzed the impltducing ADC resolution in
an analog test example. It was verified that fogigen test specification and SNR
conditions, there is "the best ADC choice", thatdes ADC cost by test speed and
sensitivity.

In the next chapter we address the use of a digittzat uses noise as the reference
signal in order to develop analog test strategies.
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4 THE STATISTICAL SAMPLER

In this chapter we analyze the application of glseifit digitizer to analog test. The
proposed single-bit digitizer is comprised of oaly analog voltage comparator with a
noise reference. In the following, the theoretiatkground and applications to on-line
test are developed.

4.1 The statistical sampler

The proposed statistical sampler is shown in Fidute It is composed by a voltage
comparator and a white analog noise generator cteshéo one reference level. The
input signal is connected directly to the inputlué comparator. The digitized signal is
obtained at the output of the comparator, whiahaisirally a digital output.

input | output
a) i D OfF——
from ANGE

sample © E
input signal S digitized
b)  noise n stonl

generator

analog voltage
comparator

Figure 4.1: Statistical sampler: a) example stmgctund b) signal labels for
mathematical analysis.

The amplitude of the noise should be greater tharamplitude of the input signal.
In the following subsections it is shown that, aligh the input signal cannot be
reconstructed from the digitized output, its seconder statistics (autocorrelation and
power spectra) can be recovered from the outpus iBha key feature and allows the
use of the proposed test strategy.

In the following subsections the sampler is analyZEhe comparator is shown to
behave like an adder and a hard limiter. The foanmelating the effect of the hard
limiter over the statistics of the input signapigesented. As this input signal is the sum
of two other signals, the statistical behaviorto$ tsum is studied, and after the spectra
of this sum is shown. The effect of adding noisa gine wave is shown as an example.
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4.1.1 Analysis of the proposed statistical sampler
The voltage comparator shown in figure 5 perfornesfunction

o) = {+J, if s(t)>n(t)

1,if s(t)<n(t) (4.1a)

or
=] 21000
-1, if s()-n(t) <0 (4.1b)

This is the same as having the subtraction of tipaiti signal by the noise, and
passing this through a hard limiter (PAPOULIS, 19@% shown in Figure 4.2.

Aout

S
+] f—
+

S-n C
j—i —_— >
- in
n — -1

Figure 4.2: Decomposing the comparator into aajracter and a hard limiter
(NEGREIROS, 2003-c).

According to Papoulis (PAPOULIS, 1991, equation710-p.307), if the input
signal, x(t), to a limiter is a normal stationaryopess with zero mean, the
autocorrelation of the output, y(t), is given by

_2_ A R(@
R,/ () = ;arcsw{mj (4.2)

which is known as the arcsine law. Equation 4.@vedl us to state that the statistics of
the input signal will be at the output of the saanplThey will be at a different scale due
to the multiplication by a constant and due todffect of the arcsine function.

The linearity error for the arcsine function is wimoin Figure 4.3. For small values
of the input, the function is approximately linear.
0.6

0.4

0.2

0

output [radian]

-0.2

-0.4

Figure 4.3: Linearity error for arcsine functionESREIROS, 2003-c).
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4.1.1.1 Autocorrelation for a sum of two random processes

Assuming that {y(t)} is a random process formed by the sum of ttedienary zero
mean processes {X(1)} and {x2 (t)}, such that each sample function is given by

Yie (1) = a, X, (1) +a,%,, () (4.3)

where a and a are constants. If the processgsard % may be correlated, it can be
shown that (BENDAT, 1986, example 5.3-p.116).

R,(r)=a’R,, ()+aa,[R,, ()+R , (]+a,’R_ (1) (4.4)

If the processes are independent and zero meachwsithe case in the sampler),
then Equation 4.4 reduces to

R,(0)=a’R, (1)+2,'R,, (1) (4.5)

By equation 4.5 it is shown that the statisticsepbed at the input of the hard limiter
will be the sum of the statistics of the white moand the signal to be sampled. This
sum will be scaled at the output of the samplerpatting to Equation 4.2.
4.1.1.2 Autospectral Density Function for a sum of two ramdprocesses

According to Bendat (BENDAT, 1986), the autospdcttansity function is the
Fourier transform of the autocorrelation functi@E(NDAT, 1986, eq. 5.27)

S, (f)= TRXX(t) exp(-2j4r) dr. (4.6)

The one-sided autospectral density function isrging (0< f < )
G, (f) =2LS,(f). (4.7)

For a sum of two random stationary processes wélo zmean, independent
processes, then the one-sided autospectral démsdion is (BENDAT, 1986, example
5.7, p.129)

G, (f)=a’G,, (f)+a, G, (f). (4.8)
Equation 4.8 shows that the PSD of both signalsalsb be scaled at the output of
the sampler, according to Equation 4.2.
4.1.1.3 Effect of adding white noise to a signal
The autocorrelation function for white noise iseginby (BENDAT, 1986, Table 5.1,
p.114).
a
Ro(1) =50(1), (4.9)

and for a sine wave with amplitude A and frequefiacit is given by

2

R, (1) Z%COS(ZTE fot). (4.10)

These functions are presented in Figure 4.4. Seffeet of adding white noise to a
signal is to increase the value of the autocoimeiaat zero lag. One can also see that
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controlling the noise amplitude can be a way of imgkhe hard limiter transparent to
the autocorrelation of the composed input sigratha linearity of the arcsine is better
for a smaller ratio of autocorrelations (see Ecurati.2).

0N \ / ,/A
a) e WAL 0 b) -~\)r "7

Figure 4.4: Autocorrelation functions for a) whiteise and b) sine wave.
(NEGREIROS, 2003-c).

4.1.2 Historical perspective and related work

The result shown in Equation 4.2, to the author®Kedge, was originally obtained
by van Vleck in 1943 (VLECK, 1966; LAWSON, 1964).

The use of noise in analog to digital conversionasa new subject. The use of low
resolution quantizers to evaluate the correlatiath \yood performance has already
been recognized in the early work of Widrow (WIDRQY®56; WIDROW, 1960) and
has been used in the development of high frequenaglators (CASTANIE, 1974,
ANDREWS, 1980).

The subject continues to receive attention in tlgmad processing community
(KOLLAR, 1984; WANNAMAKER, 2000) and also in othareas (related work has
recently received interest in the literature untte name of stochastic resonance
(GODIVIER, 1997; ANDO, 2001)).

The use of the statistical sampler as an AD coevdsds been addressed. A method
to correct for the non-linearity has been develogred, the use of parallelism in order to
increase resolution has been addressed in (SOUZX-3; SOUZA, 2004-b).

4.2 An on-line test strategy for analog circuits

Spectral analysis of discrete time series is a welbied subject (KAY, 1981;
BENDAT, 1986). The estimation of the power spectidensity (PSD) is usually based
on procedures employing the fast Fourier transfdseing computationally efficient
(KAY, 1981). In this chapter we propose the usettdf PSD to allow the on-line
identification of the transfer function of a linesyrstem, as shown in Figure 4.5.

‘Y H (S) y

input PSD estimate output PSD estimate

X

Figure 4.5: On-line PSD estimates required by tlop@sed test method
(NEGREIROS, 2003-c).

The transfer function H(s) can be obtained, overlihndwidth of the input signal,
by the ratio of the power spectrum of the output aput to the system, as shown in
Equation 4.11.

Yo

H(s)= X(9)

(4.11)
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The basic test idea is shown in Figure 4.6. Inafiex phase, the transfer function
of the fault-free system is estimated for each ptmrbe evaluated by the PSD. This is
kept as the signature of the fault-free circuit.

During the testing phase, or under normal operatiothe system, the ratio of the
PSDs for the circuit under test is estimated anmdpared to the signature of the fault-
free circuit. This ratio should be evaluated over bandwidth of the input signal to the
system, to assure that a suitable signal to naise is achieved. The comparison can be
tuned to allow specific frequency response needsedb on a set of comparison

parameters.
noise Fault-free
Circuit | expected H(s)
earlier characterization phase
testing phase expected H(s) L >
comparison
and
PSDin PSD out classification
' Circuit I Hew = PSDOUt/PSDin _>
under test T
parameters

Figure 4.6: Test strategy using power spectralite(BSD) estimation (top:
characterization phase; bottom: testing phase) (REHEOS, 2003-c).

4.2.10n-line test example

In order to illustrate the performance of the prgmb method, the biquad filter
shown in Figure 3.5 was simulated using Matlab. Aindar transformation
(OPPENHEIM, 1989) of the circuit transfer functiovas used to obtain the circuit
model.

4.2.1.1 Sine wave

The goal of this experiment was to perform an ae-liest of the biquad, that could
be receiving a sine waveform of 500Hz and amplit@d®. Noise is uniformly
distributed with amplitude in the interval [-1,+IThe waveforms for the input and
output of the filter, and the input to the harditenare shown in Figure 4.7.



52

os LA oslE LA LA AL]
| ‘ o AL
i AL ARAER AR S AR AT
o 100 200 300 o 100 200 300
in+noise out+noise
2 | | 2 | |
l CL L L |
R t LRIV REEN
S
Ay ‘F,i, )] 1 li l 1
2 100 200 300 2 100 200 300

Figure 4.7: Waveforms for the test using a sineeMNEGREIROS, 2003-c).

These signals were passed through the proposestisttsampler, and the results
obtained are shown in Figure 4.8. These plots shgeod agreement between the PSD
estimates before and after the statistical sampler.

Signal PSD: in(o) out(.)

Digitizer PSD: in(o) out(.)

1000 1500 2000 2500 3000 3500 4000

4500 5000
Frequency [Hz]

Figure 4.8: PSD estimate of the signals before) @op after the statistical sampler
(bottom) (NEGREIROS, 2003-c).

The PSD ratio obtained using the PSD estimates fhenstatistical sampler outputs
Is shown in Figure 4.9. These values were for warisine wave amplitudes. In this
case, the biquad filter remained fault-free.
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PSD ratio

1000 1500 2000 2500 3000 3500 4000 4500 5000
Frequency [Hz]

Figure 4.9: PSD ratio estimates for sine wave anmidis from 0.5 to 0.9
(NEGREIROS, 2003-c).

The test is performed by introducing a variationtb60% and -50% in the capacitor
C1. As shown in Figure 4.10, the PSD ratio obtaiisedearly different from the fault-
free case. The same sine wave amplitudes were used.

2

15

PSD ratio

0.5

0
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Frequency [Hz]

Figure 4.10: PSD ratio estimates for a variatiothecapacitor C1 of +50% and -50%.
(NEGREIROS, 2003-c).

4.2.2 Experimental Results

A photograph of the prototyped on-line test systena biquad filter is presented in
Figure 4.11. One signal generator was used fob@feHz sine wave, simulating the
input of the biquad. The other generator was usetha@ noise source. The input and
output of the biquad were sampled by the proposatistical sampler, and the digital
output of the sampler was acquired at 10kS/s. Wais transferred to a computer and
analyzed using Matlab. The statistical samplersewiaenplemented using standard
voltage comparators.

i::gi:ael and prototyped
generators biquad

data-acquisition
system

board with
statistical
samplers

Figure 4.11: Photograph of prototyped system (NEBRE, 2003-c).
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Figure 4.12 shows a scope screen image where piog to one of the samplers is
presented by the two analog waveforms (channelarlA2). Channel Al is noise and
channel A2 is a 500 Hz sine wave. The remainingaigvaveforms are the output of
the two samplers (channel 0 and channel 1) andggetr signal generated by the
acquisition system (channel 2) each time an adenss performed.

Al 2.00%s A2 2.00W.S P D.00s S00gs #A2 RUN

\f’p pCHEJ ihg 3?5 b Freq(ﬂzj 498 =] Hz FreqCDED 10, OOKHZ
Source pe—Time Measuremenlts —— Clear Mewxt
Freqg Feriod Outy Cy Meas Menu

Figure 4.12: Captured scope image showing (Al)enmigut to the sampler, (A2) sine
wave at the second input to the sampler, (0) samipleoutput, (1) sampler "1" output,
(2) trigger signal showing the time where the otfgithe samplers is acquired
(NEGREIROS, 2003-c).

Figure 4.13 shows the same scope screen imagat buifferent time scale. In this
figure one can see, by noting the two verticaldjrtee time instants where the samplers
outputs are acquired. Only digital information égjaired by the acquisition system, two
channels at a time.

Al =.00v, A2 2.00v F0.00s 20.08s fA2 STOP

: B B 1 : A B : B B
Vo-plAZI=437 .5mY Freq{A=> not found Freq(D=z3=10.00kH=
Source p——— Time Measurements —— Clear Mext
Freoq Feriod Outy Cy Meas Meru

Figure 4.13: Captured scope image showing (Al)enmigut to the sampler, (A2) sine

wave at the second input to the sampler, (0) sarfipleoutput, (1) sampler "1" output,

(2) trigger signal showing the time where the outgfuhe samplers is acquired. Note

vertical lines showing the time instant when thgats of the samplers are acquired
(NEGREIROS, 2003-c).

The power spectrum estimates obtained from the lsasroptput signals (input [0]
and output[.] of the biquad) for a fault-free biguare shown in Figure 4.14.
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Figure 4.14: Power spectrum estimates for sampigaud signals (input [o] and
output[.] of the biquad), in a fault-free biquaddBREIROS, 2003-c).

Figure 4.15 shows the power spectrum ratio obtafoethe fault-free biquad ("0")
and the corresponding PSD ratio for a +50% andO&o-8eviation in component C1
("."). Note that this figure agrees with the sintida presented in Figure 4.10,
disregarding the dc level represented by the Imptints in the PSD.

PSD ratio

Frequency [Hz]

Figure 4.15: Measurement of power spectrum ratimeses for the fault-free biquad
(o) and for a +50% and a -50% fault inserted in gonent C1 (.)
(NEGREIROS, 2003-c).

These power spectrum ratio estimates were useckrify \the percent variation
obtained when the discrete components of the titowder test are deviated from their

nominal value.

The PSD ratio deviation (evaluated at the indicaéstl frequency in Tables 4.1 to
4.4) is the percent value of variation in the P&borfrom the nominal (fault free) case

to the faulty case.

Parametric faults were introduced by modifying tfweninal values from 20% and
50%. Catastrophic faults were introduced by operaimgj shorting the terminals of each
tested component. Table 4.1 shows the resultsr@atady processing 12800 samples,
and Table 4.2 presents results obtained after psoug 51200 samples. As shown in the
tables, all component variations have producedceaklile deviations from the nominal

PSD ratio at the specified frequency.
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Table 4.1: PSD ratio deviation from nominal(12,8@dnples - 20% error in PSD
estimates).

-20% -50% +20% +50% open short freq[ Hz]
-9  -22 +13 +23 -37 -100 500
+36 +141 -32 -56 -98 -87 1000
-12  -59 +18 +22 -100 -93 500
+48 +158 -34 -49 -92 -98 1000
+55 +148 -26 -57 -90 -88 1000
-42 -70 +52 +89 -55 -86 1000
-29 -63 +15 +55 +170 -100 1000
+25 +67 -17 -40 -94 +108 500

Source: NEGREIROS, 2003-c.
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Table 4.2: PSD ratio deviation from nominal (51,2@dnples - 10% error in PSD
estimates).

-20% -50% +20% +50% open short freq[Hz]
-9 -18 +7 +21 -34 -100 500
+36 +144 -35 -58 -98 -88 1000
-20 -61 +12 +24 -100 -93 500
+44 +151 -34 -52 -91 -97 1000
+47 +149 -29 -56 -89 - 88 1000
-38 -71 +36 +92 -56 - 87 1000
-27 - 64 +20 +49 +164 -100 1000
+24 +66 -20 -41 -93 +110 500

Source: NEGREIRQOS, 2003-c.

In order to evaluate the tolerance range of the P& for fault-free circuits, a
series of experiments using 12800 samples (forva &dor in PSD estimates according
to equation 2) and 51200 samples (for a 10% emoP$D estimates according to
Equation 3.2) were performed for the frequenciesdusThe results are shown in
Figure 4.16, and it is clear that even a fault foaeuit will present a small ratio
deviation due to the estimation errors in the PSD.
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Figure 4.16: Measurement of power spectrum ratimmeses for the fault-free biquad at
500 Hz (upper plot) and 1000Hz (lower plot) usir&B00 data points (marker '0") and
51200 (marker ".") (NEGREIROS, 2003-c).

The influence of the test frequency on the fautedion is related to the transfer
function of the linear system. If the fault causedeviation in the transfer function at a
frequency present in the input, this will be refitet at the output of the system. The
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PSD ratio evaluation should be capable of detedtirggdeviation if it is large than the
expected noise for fault-free circuits.

In another experiment, the proposed method waseappb the state-variable low
pass filter specified in the ITC'97 analog benchawarcuits (KAMINSKA, 1997). The
same experimental setup was used in this casep®Wwer spectrum ratio estimates
obtained after processing are shown in Tablesad3iad.

Table 4.3: PSD ratio deviation from nominal (12,8@dnples - 20% error in PSD

estimates).
-20% -50% +20% +50% open short freq[ Hz]
+19 +34 -18 -49 -4 -100 1100

+43 4218 -37 -54 -98 - 87 1100
+25 +110 -15 -33 -87 +105 1100
-30 - 67 +31 +55 +29 -100 1100
+31 +41 -16 -46 -100 -25 1100
+68 +219 -28 -52 -88 -99 1100
-25 - 66 +32 +41 -100 -92 500
+18 +46 -17 -24 -81 +79 700
-16 -44 +12 +30 +85 -82 700

Source: NEGREIRQOS, 2003-c.
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Table 4.4: PSD ratio deviation from nominal (51,2@dnples - 10% error in PSD

estimates).
-20% -50% +20% +50% open short freq[ Hz]
+20 +38 -22 -46 -3 -100 1100

+44 4214 -34 -54 -99 -87 1100
+28 +98 -20 - 36 - 87 +98 1100
-30 - 66 +28 +56 +28 -100 1100
+22 +42 -20 -44 -100 -28 1100
+62 +212 -29 -54 -90 -98 1100
-30 - 67 +15 +36 -100 -93 500
+17 +52 -15 -26 -81 +87 700
-13 -42 +15 +33 +90 -80 700

Source: NEGREIROS, 2003-c.

To evaluate the tolerance range of the PSD ratiddalt-free circuits, a series of
experiments were performed and the results arersihowigure 4.17. One can note that
a large data acquisition set will produce a lessynBSD ratio estimate.

JZRRBIAAR
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PSD ratio deviation (%)

acquisition index

Figure 4.17: Measurement of power spectrum ratimeses for the fault-free state-
variable filter at 1100Hz (upper plot), 700Hz (melglot) and 500Hz (lower plot)
using 12800 data points (marker '0") and 51200Kerar) (NEGREIROS, 2003-c).

In the presented case, a comment regarding thevioetiar C1 and R3 should be
done. In Figure 4.18 the scope' screen was capamnédve can note that, as shown by
the lower two plots (fault free response and fatdgponse), the amplitude of the output
at the specified frequency has little changes. Care note that phase changes were
observed and, in the case of R3, a dc level iseptest the output. The phase change
does not affect the PSD ratio for the specifiedjdiency, as indicated in Table 4.3 and
Table 4.4. For R3, the PSD ratio either does rditate the large amount of dc.

Tek HTTE 20kS/s 49756 Acqs Tek HIdN 20kS/s 25198 Acgs
T 1 : T
I ] I

IITIIYEYTF A1 O A
gl WW A

o TRV T o b V11T e T S s e e 1 thi 500mv  Ch2 500mvV M 2.5ms EXt L 354mV
500my 2.5ms &l s00my 2.5ms
(a) C1 open: phase change (b) R3 short: dc levkphase change

Figure 4.18: Scope' screen for the analysis otfanl(a)C1 and (b)R3
(NEGREIROS, 2003-c).

4.2.3 Analysis

The results shown in the preceding section inditizé a test strategy based on the
power spectrum (PSD) estimate is feasible. The queg statistical sampler has
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permitted the evaluation of the power spectrum euththe use of an AD converter,
thus simplifying the problem of accessing test ®in complex analog systems.

Although AD converters are expected to be presera 50C, their availability is
limited because the system is expected to be fumaltiin an on-line test framework.
The cost of AD converters is another limiting facfor the use of an on-line test
scheme like the one presented, when compared tstadkistical sampler. Furthermore,
the statistical sampler provides a way to testtpaming without the use of switches and
without introducing topological changes in the agatircuit.

The test time is an important issue, since it iedly related to the cost of the SoC.
A BIST technique can be implemented using the megastrategy. The test time will
be related to the accuracy of the required PSDnas#is. As an on-line strategy, any
fault in the components affecting the transfer fiorcof the system can be detected,
once the input signal has frequencies over thetaifiefrequency band. Latency will be
related to PSD processing and data acquisitiomr$ssu

The limitations imposed on the input signal ard tha signal should be a stationary
zero mean process. This limitation does not impmdeeavy constraint on the input
signal like periodicity (HAFED, 2002). It sufficas the input signal to be stationary
during the evaluation of the PSD estimates, arglttivie can be tuned according to the
application.

The proposed technique is purely digital and haswaanalog area penalty. The
extra circuit required is an analog random noiseeggor and a sampler for each
analyzed test point. This strategy also has a lemory overhead in the digital domain,
as each sample of the signal uses only one bittoBa, given 8-bits memory area, one
can store 8 samples in each available word locatio® sampled signals in the same
location. This is achieved at normal sampling fesgry of the system, so no over-
sampling is required.

As the output of a linear system is proportionaltsoinput signal, the ratio of the
PSD of the output signal by the PSD of the inpghai gives the transfer function gain
for the specific frequencies used. The signal ieseoatio must be evaluated during this
calculation, as low amplitude signals can resulh inigh gain due to the division by a
small number. A solution for this problem is toiestte the ratio for the bandwidth of
the input signal, where a proper signal to noitie an be expected.

The signal to noise ratio can be a limiting fadtarthe application of the method to
large bandwidth signals, as the amplitude of irdliai frequency components will
become smaller than a signal with a single or a f@guency components. If the
observed signal to noise ratio is low, it becomifcdlt to establish a zone for the
evaluation of the PSD ratio. For signals with a fsamponents this is not an issue, as
shown by the results presented in the previousosect

4.3 Increasing Analog Circuits Observability

This section discusses a method to increase thenaislity of analog circuits
through the use of a statistical sampler. This $amgrquires statistical properties of
the input signal. Its main advantages are simplidiiw analog area overhead and
suitability to multi-channel acquisition, as onlyeobit samplers are used. This qualifies
it for use in a System-On-Chip environment.
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In order to provide test capabilities to a systam,expected behavior of the fault-
free system should be known (predictability). Tinhavior can be described in terms of
parameters, like a frequency response curve. Usgragtral analysis, several parameters
like amplitude and frequency can be estimated facsignal.

The statistical sampler can be used to performtsgdeanalysis of an analog signal.
Due to the low area overhead, it is also suitabtenfulti-channel measurements, and
could be used in a system as shown in Figure 4vh@re a core is shown allowing
access to several analog test points in a circuit.

AD Analog
Analog DSP

Processor ) .
o
a) SS Core i b) ?
Digital Digital
Core A [

Core B Mem | SS Core |

Figure 4.19: a) SOC example showing the statistiaaipler (SS) core and b) details of
multi-point measurements (NEGREIROS, 2002-a).

The structure of the statistical sampler core mashin Figure 4.20, where a multi-
stage analog circuit is being monitored as an elamps the measurement is not
restricted to a particular kind of signal, an amelitest strategy could also be devised
using this approach.

Figure 4.20: Structure of statistical sampler dorenulti channel measurement
(NEGREIROS, 2002-a).

4.4 An analog test framework

In this section we propose the development of aalogntest core based on the
statistical sampler, using test strategies basdtdepower spectrum density.

In chapter 2 we observed that analog test solutimaisallow BIST and on-line test
simultaneously are rare (only for fully different@rcuits). It was also noted that BIST
schemes proposed so far are not designed to aflewested circuit to be in normal
operation. The reasons for that are diverse: irerotd do the test without a signal
generator, the oscillation-based test techniqueABIR1997) converts the circuit into
an oscillator; in order to evaluate the circuitp@sse, most test strategies (HAFED,
2002; SLAMANI, 1995) forces the input signal to pesific one; some of them use

resources present in the system to perform the ltkstthe pseudorandom technique
(OHLETZ, 1991).
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A framework for analog test in the System on a Cbgmtext is presented in
Figure 4.21. Several analog and mixed-signal comsd be tested if a test core (or
wrapper) could be implemented close to the coreeutebt. Test data provided by the
test core should be digital in order to allow tease of system resources, like memory
and processing capability, so the test core is shmmnected to the system bus.

Analog
Analog DSP A :
® ° Processor

Test core Test core

Digital

Core A Core B

SoC

Figure 4.21: Analog test framework for the SoC emvinent

For the implementation of most BIST methods likeABIANI, 1992; OHLETZ,
1991; HUYNH, 1998), test core requirements aregémeeration of an input signal to the
analog core and the acquisition of the output wawvef as the processing can be made
by other system resources. Test automation carchieved by replication of test cores
in the SoC.

The last approach is used in the test core propos@dAFED, 2002). This core is
able to generate and sample periodic signals, aogidow analog area overhead by
using digital signal processing techniques likersampling and noise-shaping in the
implementation of the signal generator and digitizé also allows reuse of SoC
resources by the test. As noted in chapter 2,gblistion is not suited to on-line test,
because the digitized signals need to be periodit synchronized to the generator.
Also, the time needed to perform the acquisitiod amemory requirements for high
resolution measurements can impact the performaue applicability of this
implementation.

Test core requirements to implement on-line antdsg methods do not include the
signal generator, as the SoC system will be in mabwperation mode, and the analog
cores will have their own signals. The simultaneacguisition of several analog inputs
is desirable, as it allows the partitioning of tiest for larger analog cores. Reuse of
system resources is still desirable in the SoCrenment, and the proposed approach
allows reuse of memory and processing resourcefabla If there are no resources
available, a specific test memory and processimg could be added, as in Figure 4.22.
As test data is digital, the system data bus cansled to transfer test data to the test
processor. To increase test data transfer speedeande test data transfer overhead
from the system bus, a dedicated data bus coudbalsised (see Figure 4.22).
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Figure 4.22: Analog test framework with dedicatest processor core and test data bus.

On-line test methods based on analog replicatiodBASZEWSKI, 1995),
continuous checksums (CHATTERJEE, 1993) and anciiegkers (LUBASZEWSKI,
2000), are circuit specific and need specific modtfons in the analog core. The
digitizer of the test core could be used to perftmmacquisition of the analog test result
(as the analog checksum, for example).

An example implementation of the test core couldabeshown in Figure 4.23. The
signal generator is used only for BIST. For on-liast, the input signal of the system
should provide adequate excitation, if properly itared.
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Figure 4.23: Test core structure example.

4.4.1 An approach to the analog test problem in the SoC environment

The approach depicted in Figure 4.23 for on-lirst, tallows the evaluation of the
transfer function of every analog block, by evahgt H(f)=Outpui(f)/Inputi(f)
(i={1,2,3}) for every frequency in the input signal band. The cost of the digitize
associated with requirements in the measures éikgBng frequency, input bandwidth,
signal to noise ratio and resolution. These reguaras, on the other hand, are strongly
related to adopted test method, to the specifioatad the circuit under test and to what
characteristics are being measured and obsentbé test.

Analog test methods based on PSD estimates areswdd for the framework
depicted in Figures 4.21 and 4.22., and could lieinen an analog test core as the one
in Figure 4.23. We propose the implementation dést core structure based on the
statistical samplers presented in the last chaptershown in figure 4.24, where an
additional analog noise generator for use with s$ketistical samplers is included.
Analog test methods developed in chapters 3 andrdbe used with the proposed
samplers.
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Figure 4.24: Test core example using statisticalpgers.

4.5 Conclusion

In this chapter the statistical sampler was preskrdnd a mathematical analysis of
its behavior has been developed. Although the inpiginal itself cannot be
reconstructed, the sampler can be made transparéme statistics of the input signal.
This way, test methods based on spectral analylsistfie one presented in Chapter 3)
can be employed with this sampler.

A new test strategy based on spectral analysispr@zosed in this chapter. The
power spectrum density estimates of the input arifdud of an analog linear system is
sampled, and a transfer function estimate is obthon-line. The obtained estimate is
compared to a previously obtained reference trasfetion, thus allowing the on-line
detection of variations.

This chapter also focused on a method to increaseobservability of analog
circuits by the use of a statistical sampler. Thigability to analog test implementation
in the SOCs environment was discussed and an amesbgramework based on a
statistical sampler core was suggested.

In the next chapter we apply this sampler in anéésg strategies using noise as the
input signal to the CUT, also called pseudorandestirtg. This way, no reference
waveform is needed, and there's no need for artiawiali signal generator for the
sampler.
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5 PSEUDORANDOM TESTING

In this chapter we use the statistical samplerhm framework of pseudorandom
testing, or analog test using (pseudo)random nasséhe input signal to the circuit.
Using noise as the input signal to the statistszahpler is advantageous, in the sense
that no reference signal is needed. The mathemétesaework developed in the last
chapter, however, can be applied, as it is a sfiaglicase. This allows the
implementation of the lowest cost test solutionsgas: only a single bit ADC and
DAC. The noise generator and the test responseg/zamahre completely digital: the
noise is output through a single bit DAC and th& tesponse analyzer is fed with a
single bit stream from a comparator.

In the next sections we develop this frameworkstFa mathematical background is
presented in section 5.1. In section 5.2 the eftéatising a single bit DAC in the
implementation of the signal generator in the pseandom testing is studied. In
section 5.3, we analyze the effects of a singl@ABIC. The chapter finishes with a test
solution comprised of both approaches, the "ulteneiv cost" analog test.

5.1 Previous work

The lack of general test strategies for analoguisdhas caused the appearance of
solutions targeted to specific circuits or claseéircuits, like the oscillation-based
technique (ARABI, 1997; HUERTAS, 2000). Other tegiproaches are based on
sensitivity analysis and the use of sinusoidal infraquencies (SLAMANI, 1992;
HAMIDA, 1993). Although the latter techniques dotmequire a modification in the
circuit topology, the choice of the input vector @ issue, and a complete
characterization of the frequency response of twiit can not be obtained without a
time-consuming frequency sweep.

The use of pseudorandom noise to test analog wr¢nia BIST scheme was
proposed in (OHLETZ, 1991). This approach usesOAeand AD converters of the
system to generate and capture test data. Thesaady performed by the digital
processor of the system.

The use of noise as an input vector to a circuwlvidles a way to characterize a
linear analog circuit. Noise can also be used w@radterize the full bandwidth of the
circuit without the need to verify specific frequas.

Other approaches following (OHLETZ, 1991) targetmd improvement in test
quality by using different methods to classify ttiecuits. In (PAN, 1997) the same
framework was used, but the signature of the dir@ibased on samples of the
autocorrelation function. In (TOFTE, 2000) the samethod in (PAN, 1997) is
characterized using more samples of the autoctimelfunction.
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In (MARZOCCA, 2002) the autocorrelation is used dbtain estimates of the
impulse response of the circuit, which is used afgaature, and a signature bank is
used to improve the classification. This work répdine use of two-level random noise
to generate the stimuli for the analog circuit stittdoes not require a DA.

All pseudorandom approaches have reached the eequwmber of samples to
perform the test based on simulation or experinienitaria.

In this work we highlight the need for a carefubexnation of the estimation errors
when processing random noise, and we provide thtbemtical expressions for the
number of samples required for a given error indsigmated parameter, needecny
technique that uses noise.

Furthermore, we substitute the DA converter by malgg noise generator and the
AD converter is replaced by a simple low cost digit with low area overhead,
enabling an ultra low cost test.

5.2 Pseudorandom test based on PSD estimation

The use of noise allows one to fully characteritieear analog system in contrast to
sinusoidal measurements that need a frequency swempler to cover the frequency
range of interest, which is a time-consuming opematin Figure 5.1, time and
frequency domain measurements for stochastic Sgmalpresented for a linear system.
R« Stands for the autocorrelation of the signal Ry, stands for the cross-correlation
of the signals "x" and "y". & is the power spectrum density (PSD) of the sigral
(the Fourier transform of Q).

The magnitude of the transfer function can be olethby

G, (f) 1
[H(DE &
G, (f)
and the magnitude squared of the transfer funci@ambe estimated by
G, (f
G (f)

For noise, G(f) is a known constant value, and then only(fp is needed in order
to obtain [H(f)|.

X(n) y(n)
— h(n) |—>»
a)
RXX Ryy
Ry
G Gyy
b) —» H{f) —>

ny

Figure 5.1: Definitions for stochastic signalshie f)time domain and b)frequency
domain.
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Noise-based testing approaches like (MARZOCCA, 200QFTE, 2000) used
time-domain quantities, like correlation, in orderobtain a signature for the circuit. In
this work we use the PSD to derive a signaturéeactrcuit.

5.2.1 Pseudorandom test based on PSD

The method proposed in section 3.1 is used heckillastrated in Figure 5.2. In the
training phase, random noise with known statistiaracteristics is applied to the
input of the fault-free circuit, and the power gp@m density of the output is estimated.
This is kept as the signature of the fault-freeuwdir In the testing phase, the PSD of the
circuit under test is estimated and compared taitp@ature of the fault-free circuit.

expected (fault-free) PSD comparison
and

CUT PSD classification

parameters

Figure 5.2: Test strategy using PSD estimates (NHBRS, 2003-d).

The comparison is based on the distance from tlegerece PSD. This distance is
evaluated using the mean value of the squareseotlifference "A" (see Figure 5.3),
and Equation 5.3 expresses it mathematically (petempar_mean from section 3.1) .

l Fmax

Z (EstimatedPSI( f) — ReferencePSIY f ))? (5.3)

freq f=Fmin

d=

A comparison threshold is defined calculating tleameters for the error limit
curves, as indicated by the distance “B” in Figbrd and expressed in Equation 5.4
bellow.
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— S _ 2
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Figure 5.3: Reference PSD and estimated PSD (NEBRE) 2003-b).
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5.3 Pseudorandom test using Binary Noise

Many test methods for analog circuits are basethermpplication of an input signal
and the analysis of the output of the system. Timeui generator must be included in
the core for an effective BIST strategy. The getm@maof high quality analog signals
may be costly and difficult, so a simple signal gfator is desirable. Furthermore, the
use of analog area is undesirable because of tisgtigiy of the analog components to
variations in the fabrication process, which colgldd to a decrease in signal quality.
This makes it desirable to reduce the analog aseatm a minimum, favoring digital
techniques.

In this section, we use a test strategy basedeestimation of the power spectrum
density (NEGREIROS, 2003-a). As it will be showmisttest scheme can be used with
binary noise sequences with minimal or no degradathus eliminating the need for a
complex signal generator. Only a two-level analmma is needed (like +) and —
V4g), Which could be controlled by a processor or gidccircuit, thus reducing the
generator cost. Although the idea of using binaguences in pseudorandom testing is
not new (MARZOCCA, 2002), issues like sequence tlgngtatistical behavior of the
signature parameters and mathematical backgrouredria been addressed.

5.3.1 Amplitude quantization effects on noise

The effect of quantization of analog signals is ommly expressed as the addition
of noise, so the signal to noise ratio of the aeagusignal depends on the number of bits
of the quantizer (B), as expressed by EquatiofGFPENHEIM, 1989, eq. 3.113).

SNR=6[B - 125dB (5.5)

The development of such expression is based omgsguns like small quantizer
steps, also called fine quantization (KOLLAR, 198&)r the case of rough quantization
(like one bit) and large quantizer step, this mattets not apply, as the signal to noise
ratio is very low.

In Figure 5.4 we present a simplification that tenmade on the signal generator.
The idea is expressed using analog blocks: theubuwip a gaussian random noise
generator is passed through a comparator. In the &Gwironment, this would be
replaced by a digital generator block, followeddnyanalog buffer.

comparatc
( ) D—» H(S)
gaussian .L_
noise

Figure 5.4: The noise generator.

If we consider the quantization of gaussian signéife problem of coarse
quantization has already been addressed, and #igssnpresented in section 4.1.1
applies here. The voltage comparator behaves likdhaed-limiter. Thus, the
autocorrelation results from section 4 apply hése,as expressed by Equation 5.6.

_2_ A R(@
R, () = ;arcsw{mj (5.6)
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In this case, Ris the autocorrelation of the noise before suffgrithe 1-bit
guantization. As the power spectrum density is fhaurier transform of the
autocorrelation function, Equation 5.6 allows ustate that the spectrum of the one-bit
qguantized noise will be proportional to the speautrof the original signal. The
following reasoning explains this point: as only(® is (theoretically) nonzero for
white noise, the argument for Equation 5.6 is ndimad to R(0)=1. Thus, the non-
linear function only scales the original autocaten function. This point is illustrated
in the following section.

5.3.2Results

In order to verify the theoretical results presdntethe previous section, we have
simulated in Matlab the application of gaussiarsado a band pass filter, using floating
point input signal and single-bit quantized inpigingl. The evaluation of the PSD for
the input and output of the system is shown in Fedu4. As it can be seen in the upper
plot showing two level quantized and unquantizedisgean noise, no significant
difference is noted when the two-level analog dighapplied.
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Figure 5.5: PSD evaluated for multilevel and tweelequantized gaussian noise. Input
(top) and output (bottom) of band pass filter (NEEHROS, 2003-d).

5.3.3 Experimental test

In order to evaluate the performance of the PSdasst method using binary
sequences, an experimental setup was built acgprdinFigure 5.6. The arbitrary
waveform generator was programmed with multilevel &wo-bit gaussian noise, both
created using Matlab. The generator was adjustethaooutput frequency is about
8kHz, the same frequency used in the data acaquisfiystem. The device under test
(DUT) is the state-variable filter from the ITC'@nalog and mixed-signal benchmark
circuits, shown in Figure 5.7 (KAMINSKA, 1997).
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33120A Data acquisition
arbitrary waveform|—p{ DUT |—p -
generator and processing

Figure 5.6: Experimental setup (NEGREIROS, 2003-d).
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Figure 5.7: State-variable filter.

In Figure 5.8 the input signal to the filter is 8y as long as the output response.
Note that the smallest noise pulse has duraticebotit 1/8000 s. The data acquisition
was made using 16 bit samples.

At = 124 .,0us l-8t = 5.08SkH=
—_— RFeadout Clear

= Cursors

B B B a
tl = 248.0us tz2 = 3E72.0us
Source p—— Active Cursor

EH W e W2- - t1

Figure 5.8: Binary noise (scopel) and filter outfsponse (scope2)
(NEGREIROS, 2003-d).

Table 5.1 presents test results obtained when usultllevel gaussian noise as the
input signal. Some soft faults are not detectedhia case. In Table 5.2, the results
obtained for binary quantized gaussian noise an&/shAs one can see, the tables are
very similar, as all hard and large deviation fauglte detected. Also, only soft faults in
component R7 are not detected, in comparison tontiiglevel case.
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Table 5.1: PSD distance measured for 20% errdrarPSD estimates using multilevel
input signal (12800 points, threshold: 1.8e+7, radr&ells indicate no fault detected).

-50% +50% -20% +20% OPEN  SHORT

Cl 3.1e+7 4.1e+7 6.5e+6 6.1e+6 4.4e+8 9. 3e+7
C2 5.4e+8 6.8e+7 3.1le+7 2.0e+7 4.4e+8 7.2e+9
Rl 2.0e+9 1.1e+8 1.2e+8 2.3e+7 6.3e+10 4.4e+8
R2 6.8e+7 2.3e+7 1.0e+7 4.4e+6 4.4e+8 8. 3e+7
R3 3.5e+7 3.6e+7 8.7e+6 5.6e+6 9.3e+7 4.4e+8
R4 5.3e+8 6.1le+7 5.3e+7 1.2e+7 1.8e+8 4.4e+8
R5 2.4e+8 3.1e+8 5.5e+7 4.0e+7 4.4e+8 1.8e+ll
R6 3.8e+8 3.8e+7 2.7e+7 8.7e+6 8.4e+10 2.6e+8
R7 7.8e+7 9.8e+7 2.2e+7 1.3e+7 2.5e+8 9.1e+10

Source: NEGREIROS, 2003-d.

Table 5.2: PSD distance measured for 20% errdrarPSD estimates using single-bit
guantized input signal (12800 points, thresholde28, marked cells indicate no fault

detected).

-50% +50% -20% +20% OPEN  SHORT
Cl 4.4e+8 6.0e+8 8.9e+7 1.3e+8 5.4e+9 1.1le+9
C2 4.8e+9 9.4e+8 3.1e+8 2.5e+8 5.4e+9 5. le+9
R1 8.3e+9 1.3e+9 1.2e+9 3.2e+8 2.2e+10 5.4e+9
R2 8.9e+8 2.8e+8 1.7e+8 1.1e+8 5.4e+9 1.1e+9
R3 4.2e+8 4.2e+8 8.9e+7 1.3e+8 1.2e+9 5.4e+9
R4 6.6e+9 7.6e+8 5. 7e+8 1.6e+8 3.2e+9 5.4e+9
R5 3.1le+9 3.3e+9 6.9e+8 5.6e+8 5.4e+9 6.4e+10
R6 3.6e+9 4.7e+8 4.2e+8 1.3e+8 4.9e+10 3. 3e+9
R7 9.3e+8 1.2e+9 1.4e+8 2.3e+8 3.2e+9 4.6e+10

Source: NEGREIROS, 2003-d.

5.3.4 Analysis

The use of the PSD-based testing technique wasedppl the previous section in
both simulation and practical experiments. It wasoed that the coarse quantization of
the gaussian input signal doesn't impact signiflgaon the PSD estimates results. In
the proposed test technique, the test is perforo@sgd on a distance parameter. The
reference distance should be evaluated using {h@jaate signal for each case.

The experimental setup used the same sampling atmltofrequency for the
acquisition and generation of signals. This allowleel analog circuit to have enough
time to respond to excitation signal, and has pgechithe acquisition of the system
dynamics with a low sampling rate data acquisitsystem. The threshold levels in
Tables 5.1 and 5.2 are different mainly becausetiaéog noise levels were changed in
each case. Also, both signals were applied wittouDC level, like a zero mean
gaussian noise. The data acquisition system alsawaoupled.

In the experimental measurements, the results shwables 5.1 and 5.2 are very
similar, and this indicates that the use of sinmpkt sequences is feasible. Also, as the
PSD methods are sensitive to estimation errorgethidt obtained regarding component
R7 does not imply in a worse performance for tinglsi bit quantized noise. This could
also be the result of a small data record for obigithe PSD estimates.

5.4 Ultra Low Cost Analog BIST using Spectral Analysis

In this section we analyze the effects of usingrgpke and low cost 1-bit digitizer to
capture analog information from pseudorandom test.
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5.4.1 PSD-based test using one-bit samples

The structure shown in Figure 5.9 is composed bgraiog comparator which has
one input connected to the input signal, and theeroinput is connected to a fixed
reference or ground. The output of the comparateampled by the digital system and
processed by a DSP.

inM> ' output
: D O——
oL :

Figure 5.9: Example structure of the simplified ptan (NEGREIROS, 2003-b).

In the following we compare the pseudorandom tgsperformance of an ideal
ADC and the proposed sampler in Figure 5.9. A l@sgpsecond order filter has been
tested using the proposed scheme. The test has dimeated in Matlab using a
bilinear transform of the circuit transfer functioA general equation for a second-order
low-pass transfer function is given by

H(s) = K, (5.7)

s?+s—2+w,’

The biquad low-pass filter topology presented iguFé 3.5 has the quality factor
(Q) equal to unity for nominal component values.

- [RRC 5.8
° RRRC, 9

Component R affects only the quality factor of this circuit. njy constant
multiplying this component will affect the qualifgctor in the same manner. We will
use this in the example to follow.

In Figure 5.10a the quality factor was changed fre96% to +90%, and the
magnitude of the transfer function is shown. Irufgy 5.10b, the same experiment is
repeated using 1-bit samples in the PSD estimaboe. can see that the shape of the
curves is very similar, but their amplitude is diffnt. We have verified that the area of
the curves is the same.



72
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a) |H(z)| observed from ideal ADC b) [H(z)| obsdrfrem 1-bit sampler

Figure 5.10: Impact of 1-bit ADC in observing |H(@r changes in Q from -90%,
-50%, 0%,50% and 90% (NEGREIROS, 2003-b).

The distance measured in each case is shown imeFiglila. The threshold for the
20% error in the PSD estimates is also presentads flgure shows that the PSD
distance from a reference one can be effectivebd s a parameter to classify the
response of the circuit under test. For large dmrna in the expected transfer function,
a large distance will be assured.

The effect of 1-bit ADC in distance measurementshewn in Figure 5.11b. The
large positive variations in the Q factor are n@e&ident now as in Figure 5.11a. This
means that the sensitivity of the test could beuced when comparing to a high-
resolution digitizer solution.
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Figure 5.11: Impact of 1-bit digitizer in distanoeasures for changes in Q from -90%,
-50%, 0%, 50% and 90% (NEGREIROS, 2003-b).

It should be stressed that variation in the PSDnegés occurs when one estimates
the PSD of the circuit under test. This will beleefed as a variation in the distance
from the reference. So, instead of having a sharpeclike in Figure 5.11b, one should
expect a thicker line, like the one shown in FigGré2, obtained through simulation
using 10% error in PSD estimates.
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Figure 5.12: Distance measures for changes in Q0% error in PSD estimates
(NEGREIROS, 2003-b).

5.4.2 Practical results

In order to evaluate the technique, the biquaduitifoom Figure 3.5 was prototyped
using discrete components and tested. The analagvess acquired at 10kHz using
1-bit samples and processed using Matlab (witharegilar window and no overlap).

The results obtained for 20% error in the PSD estiare shown in Table 5.3. All
large deviations and catastrophic faults were deteSoft faults (we consider 20% in
this case) were detected in some components, Butvaosoft faults were not detected.

When considering a smaller PSD error (10%), tes¢ iincreases, and the results are
shown in Table 5.4. The number of soft faults deids larger now. All soft faults in
component R5 were detected correctly in this case.

So, for a more sensitive test, one should usega lanmber of data samples in order
to reduce the error in the PSD estimates.

Table 5.3: PSD distance measured for 20% errdrdrPSD estimates (12800 points,
threshold: 3.9e-9) (marked cells indicate no fdeliected).

-50% +50% -20% +20% OPEN SHORT

Cl 1.0e-8 9.1e-9 2.2e-9 3.1e-9 9.8e-8 1.7e-8
C2 2.1e-8 1.1e-8 3.0e-9 3.0e-9 9.8e-8 9.5e-8
Rl 4.1e-8 9.8e-9 4.6e-9 2.7e-9 1.3e-7 9.8e-8
R2 2.2e-8 8.7e-9 4.1e-9 5.2e-9 3.2e-7 9.8e-8
R3 2.7e-8 1.1e-8 3.6e-9 4.9e-9 7.9e-7 9.8e-8
R4 2.5e-8 7.3e-9 5.5e-9 3.5e-9 4.3e-7 1.1e-6
R5 1.5e-8 4.7e-9 4.6e-9 9.7e-10 9.8e-8 1.1e-6
R6 1.3e-8 7.5e-9 2.6e-9 1.5e-9 7.1e-8 9.8e-8
Source: NEGREIROS, 2003-b.



74

Table 5.4: PSD distance measured for 10% errdrdrPSD estimates (51200 points,
threshold: 9.8e-10) (marked cells indicate no fdetected).

-50% +50% -20% +20% OPEN SHORT

Cl 5.6e-9 4.1e-9 6.4e-10 1.3e-9 9.8e-8 1.5e-8
C2 2.0e-8 8.7e-9 2.0e-9 2.4e-9 9.8e-8 9.6e-8
Rl 4.1e-8 8.1e-9 3.0e-9 1.8e-9 1.3e-7 9.8e-8
R2 2.1e-8 7.2e-9 3.3e-9 2.1e-9 3.2e-7 9.8e-8
R3 2.2e-8 8.7e-9 2.6e-9 1.8e-9 8.1le-7 9.8e-8
R4 2.3e-8 6.7e-9 2.7e-9 1.5e-9 5.6e-7 1.1e-6
R5 1.2e-8 4.9e-9 1.7e-9 1.3e-9 9.8e-8 1.2e-6
R6 1.3e-8 6.4e-9 9.6e-10 5. 1e-10 6.8e-8 9.8e-8
Source: NEGREIROS, 2003-b.

5.5 Ultimate Low Cost Analog BIST

In this section we use the results from previowsi@as in the implementation of an
analog test core for pseudorandom testing usingithplest possible analog hardware,
in order to reduce the cost of the analog areahaast.

5.5.1 Simplifications using 1-bit converters

The complete test system is shown in Figure 5.@8icating the digital noise
generator and the one bit AD converter. In theofelhg section results for the setup
shown in Figure 5.13 are developed.

buffer comparatc
digital gaussian H(S)
noise generator | > ’ f|>—>

Figure 5.13: Ultimate low cost hardware setup (NEBROS, 2003-e).

5.5.2 Results

In order to evaluate the performance of the progpdsst method, an experimental
setup was built according to Figure 5.14. The mabjt waveform generator was
programmed with a digital gaussian noise creatédguMlatlab. The generator was
adjusted so that the output frequency is about 8KHie frequency used in the data
acquisition system is 10kHz. All data is transfdrte a computer running Matlab for
analysis. The device under test (DUT) is the lowspatate-variable filter from the
ITC'97 analog and mixed-signal benchmark circuiteven in Figure 5.7, prototyped
using discrete components.

331204 Data acquisition
arbitrary waveform—3p{ puUT |—p )
generator and processing

Figure 5.14: Experimental setup.

In Figure 5.15 the binary noise applied to thesfilis shown, along with the filter
response. One bit versions of these signal¥ ¢ut ) are shown bellow. The data
acquisition system samples the binary version efitter responseofut ).
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Figure 5.15: Binary noise (scopel), filter respofse®pe2), one-bit acquisition of input
(i n) and filter responseo(it ) (NEGREIROS, 2003-e).

In Figure 5.16 we illustrate the PSD evaluatedlfeb data points, using a FFT of
128 points, which would be our reference leveltfar state variable filter. The PSD for
the nominal (fault-free) circuit is shown by the rkex "". The other PSDs were
evaluated after the injection of a +/- 50% faulCit.

x 10°
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Figure 5.16: PSD for the fault-free SV filter, aaifter injection of +/-50% deviation
faults in C1 (NEGREIROS, 2003-¢e).

In Tables 5.5 and 5.6 we present data for all corapts of the state variable filter,
for 20% error in PSD estimates (using 12800 sampled 10% error in PSD estimates
(using 51200 samples). Notice that the increagkaracquired data size allows a more
sensitive test, as only some faults in R1,R6 anadf@hot detected in Table 5.6.
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Table 5.5: PSD distance measured for 20% errdrarPSD estimates using binary
gaussian noise and 1-bit acquisition (12800 pothteshold: 4.1e-9) (marked cells
indicate no fault detected).

- 50%

+50%

-20% +20%

OPEN

i

Cl 5.5e-9 6.3e-9 1.4e-9 2.5e-9 1.0e-7 1.7e-8
C2 2.1e-8 1.3e-8 2.7e-9 2.5e-9 1.0e-7 3.5e-8
Rl 2.4e-9 1.2e-9 4.7e-10 1.9e-10 2.2e-7 7.4e-8
R2 1.4e-8 3.8e-9 2.4e-9 1.9e-9 1.0e-7 3.4e-8
R3 6.8e-9 6.9e-9 2.0e-9 1.4e-9 2.1e-8 1.0e-7
R4 2.4e-8 7.5e-9 2.9e-9 2.3e-9 3.2e-7 1.0e-7
R5 1.1e-8 8.6e-9 2.0e-9 1.9e-9 5.7e-7 1.4e-7
R6 8.3e-9 2.8e-9 1.1e-9 1.6e-9 9.5e-7 3.8e-8
R7 5.6e-9 3.5e-9 6.6e-10 6.2e-10 4.5e-8 9. 1e-7
Source: NEGREIROS, 2003-e.

Table 5.6: PSD distance measured for 10% errdrarPSD estimates using binary
gaussian noise and 1-bit acquisition (51200 pothteshold: 1.0e-9) (marked cells
indicate no fault detected).

-50% +50% -20% +20% OPEN  SHORT
Cl 5.4e-9 6.4e-9 1.0e-9 1.8e-9 1.0e-7 1.7e-8
C2 2.1e-8 1.0e-8 1.7e-9 2.5e-9 1.0e-7 3.5e-8
Rl 2.1e-9 5.5e-10 2. 1e-10 9.4e-11 1.8e-7 7.5e-8
R2 1.4e-8 3.6e-9 1.8e-9 1.3e-9 1.0e-7 3.5e-8
R3 5.5e-9 6.1e-9 1.3e-9 1.2e-9 2.0e-8 1.0e-7
R4 2.3e-8 8.2e-9 2.4e-9 1.9e-9 3.1e-7 1.0e-7
R5 1.0e-8 7.1e-9 1.8e-9 1.6e-9 5.8e-7 1.2e-7
R6 6.6e-9 1.9e-9 7.8e-10 6.5e-10 9.3e-7 3.9e-8
R7 4.8e-9 2.7e-9 5.9e-10 4.2e-10 3.8e-8 9.0e-7

Source: NEGREIROS, 2003-e.

In Figure 5.17 we investigate the behavior of tl#DRestimates observed through
the sampler regarding R1. The PSD curve for a tleni@f +50% in R1 remains close
to the reference level, and hence it is not detecteor a deviation of -50% in R1 the
PSD curve is clearly different, being detected gisidarger data size.
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0.8 \ ~___ R1(nominal)
I RI(-50%
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Figure 5.17: PSD for the fault-free SV filter, aaifter injection of +/-50% deviation
faults in R1 (NEGREIROS, 2003-¢e).

In Table 5.7 we present data using multilevel gamssioise and a 16 bit AD
converter, for the same test time used in Table \W& note that the use of a simpler
noise generator and sampler makes the test les#tigenas 20% variations are not
detected in Table 5.5. If one needs a more seadsist, an increased test time can help
(as shown in Table 5.6). In fact, a trade-off be&wanalog area and test time can be
seen when one compares the results in Table 5.6 alvld 5.7.

0 500 1000 3500
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Table 5.7: PSD distance measured for 20% errdreiPSD estimates using multilevel
input signal and 16 bit AD (12800 points, threshdl®e+7) (marked cells indicate no
fault detected).

-50% +50% -20% +20% OPEN HORT

.3e+8 6. le+7 3e+7 2e+7 1.8e+8 . 4e+8
.4e+8 3. 1e+8 5. 5e+7 Oe+7 4.4e+8 1.8e+11
.8e+8 3.8e+7 2.7e+7 8.7e+6 8.4e+10 2.6e+8

. 8e+7 9.8e+7 2.2e+7 1.3e+7 2.5e+8 9.1e+10
Source: NEGREIRQOS, 2003-e.
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5.5.3 Analysis

The results shown in the previous section indi¢hee feasibility of the low cost
technique proposed. The use of a digital gauss&erhas allowed the implementation
of an entirely digital signal generator - the omlyalog portion is the output buffer.
Although the signal has only two amplitude levets, frequency content allows the
excitation of all the input bandwidth of the anatguit

It was noticed that the coarse quantization of ghassian input signal does not
significantly impact the obtained PSD estimatese Tise of gaussian noise has also
allowed the replacement of an AD converter by aptémanalog voltage comparator.
Although AD converters are expected to be preserst 50C, their cost is a limiting
factor, as the observation of several analog w@isttin an analog circuit would require
several converters. Also, for the implementatiorawfanalog test core, the overall cost
of the tester must be kept to a minimum. The pregasethod also provides a way to
test partitioning without the use of switches fbie tdata acquisition, and without
introducing topological changes in the analog dircu

The test time is an important issue, since it iedly related to the cost of the SoC.
In the proposed approach, test time is relatechédccuracy of the required PSD
estimates, so a more sensitive test would requine miata samples.

The proposed strategy also has a low memory overlreghe digital domain, as
each sample of the signal uses only one bit. Thischieved at normal sampling
frequency of the system, so no over-sampling igired.

The results obtained in Tables 5.5 and 5.6 inditatthe increase in the number of
acquired samples enables a more sensitive tesseTtables also indicate that the
sensitivity of the PSD observed through the contparaay hide some faults that could
be observed using higher resolution but costly Adhwverter. One solution to this
problem may be the use of a large number of sampldsthis may not be practical
because of the increase in test time.

5.6 Conclusions

This chapter has presented the utmost low analeg eost technique for analog
BIST. Mathematical and practical results showed tti@ implementation of the tester is
feasible. The performance of the method can be aoedpo the same solution using an
analog noise generator and a high resolution ADvedar, if sufficient test time is
available.
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The technique can be easily implemented in the S&@ironment and is
intrinsically noise-immune, as it benefits from smicharacteristics in order to make it
possible to use a simple digitizer and noise g¢oera

In the next chapter we apply the statistical sampl&kF test, as the simplicity of the
converter allows higher sampling rates to be addev
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6 RFTEST

The SoC approach to the design of electronic prsdaitows rapid development of
new products through reuse of basic design blocki$ dintellectual property) cores
(ZORIAN, 2000). Using this approach one can haveew functionality in the system
by the addition of a new IP core. Thanks to marketds, the presence of wireless
communication blocks to be embedded in systemsagn{SoC) is ever more present.
Although the design time problem seems to be tdckle the IP reuse approach, the
testability of such chips, especially for the higgrformance analog RF part, is still an
open issue.

The need for BIST structures for analog and RFudicis increasing, as recent
technology products require high-speed testers waitlog and RF capabilities, thus
increasing the test cost. One way to alleviatetélsé cost is to provide internal BIST
structures that could be used to perform the tespecific parts, embedding the most
demanding part of the analog tester on chip. Agdbeof analog RF circuits is usually
a specification-based test that should be perforatespeed, incorporating structures
that could ease the test and lower its cost woelddsirable

Although there is a widespread use of wireless comaoations and portable
devices, there are few methods in the literatua¢ address BIST for analog RF signal
paths. Current techniques are often based on sordeokloopback approach, in order
to reuse the transmitter or receiver section. Whaleabling some reuse, the
reconfiguration required by these approaches igeaet through the use of switches
and muxes that may degrade the performance ofitbeitcunder normal operation,
since non-linearities are introduced in the sigrmath. Also, the analog circuit will not
observe a constant load - normal operation andpesttion are performed on different
circuits caused by the configuration mechanismcivimakes the design of the analog
circuit itself harder.

In the following sections we analyze the RF sigrah in more detail, followed by a
brief review of RF test methods. After that a testhnique based on subsampling is
proposed. The chapter concludes with BIST and maksting approaches based on the
statistical sampler.

6.1 RF signal path considerations

In this section the RF signal path is analyzed. fdeeiver path (RX section in
Figure 6.1) will be detailed, specially the mixemearity effects on the RF path are
also discussed. It is observed that the normal\behaf the path can be characterized
and observed by spectral analysis.
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Figure 6.1: SoC environment with a transceiver (REBROS, 2003-f).

6.1.1 Typical RF signal path

A typical RF link is composed by a receiver andamsmitter section. The basic
transmitter section is shown in Figure 6.2, wheneirgout signal passes through a
modulator. The modulator translates the centerugaqy of the input signal to the
carrier frequency. This signal is then filtered pdiffted and transmitted. The transmitter
can employ more than one modulator block in ordecamplete the upconvertion
process. If only one block is used the system ilecta"direct conversion"”
(RAZAVI, 1998).

antenna
—» modulator —¥{ filter —D[>j7
f power
amplifier

carrier

Figure 6.2: Basic transmitter (NEGREIROS, 2003-f).

The basic receiver section is shown in Figure &t& signal from the antenna is
amplified by a low noise amplifier (LNA), filtereaind applied to a downconverter. The
center frequency of the signal is then translatedat lower frequency by the
downconverter. If more than one downconverter siagesed, the receiver is called
heterodyne. If the input spectrum is translated the baseband in the first
downconversion, the system is called direct comwersor zero-IF (intermediate
frequency) (RAZAVI, 1998). The ideal frequency skation operation is shown in
Figure 6.4, where the center frequency of the dufokhpurfcarier

antenna

filter ——p» downconverter

low noise f
amplifier carrier

Figure 6.3: Basic receiver (NEGREIROS, 2003-f).
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Figure 6.4: Signal spectra in ideal receiver: @@ut signal and (b) desired output at
finput"fcarrier(NEGRE'ROS, 2003'f).

One should note that the transmitter and receiafe hbasically three blocks:
amplifiers, filters and up/down converters. The vaters can be implemented using
multipliers, being similar blocks.

In the SoC environment, modern applications like sloftware-radio are strongly
based on digital signal processing. Digital blogkth enough processing resources,
together with AD and DA converters are used to kndibe implementation of the
demodulation or modulation schemes. In Figure 6demeric transceiver architecture
details the similarities between the transmittet seceiver blocks.
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e e o R 5____F\1X..: DSP:

antenna T T T T T TT T :
I 1

! RF IF ! :

5 filter X m DA 1

: power :: :

, amplifier LO+x Txn digital !

Figure 6.5: Generic transceiver system (NEGREIRZDS4-a).

Being the initial stages in the reception, the @eniance of the LNA and the mixer
directly affect the performance of the entire reeei The most important parameters are
related to noise and linearity characteristics. sEhgerformance requirements are
expressed using special parameters, like thosel listTable 6.1.

Table 6.1: Typical mixer characteristics.

Noise Figure (NF) 12 dB
Input third-order Intersect Point (P 5 dBm
Gain 10 dB
Port-to-Port Isolation 10-20 dB

Source: RAZAVI, 1998.

The noise figure is a measure of how much the bignaoise ratio (SNR) degrades
as the signal passes through a RF stage. The doteoint is a measure of
intermodulation distortion caused by a non-lingauit the signal path. The third order
intersect point characterizes a 3rd order non-tidesortion.

In the next section a receiver block is analyzedniore detail, focusing on the
frequency converters.
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6.1.2 Analyzing the receiver path

If one considers the up/downconverters presentédeinast subsection, they can be
ideally implemented using multipliers. Considerkigure 6.6, if a single RF tone af
reaches the receptor, and that a carriaisasfalso a sinusoidal, the product of the tones
is given by Equation 6.1.

COS{ike) £0S(Eo) = 0Oy ~ o)+ COSlake + o) (6.1)

mixer
RF IF

LO

Figure 6.6: Downconverter mixer as a multiplier.

The difference term is used in a downconverter miwdile the addition term is
used in an upconverter mixer.

It is common in several types of mixers (both aetnd passive) the multiplication
by a square wave instead of a sine, because oémgpitation issues (usually the input
signal is switched accordingly to the LO frequeranyd the switching operation can be
seen as multiplication by a square wave). In tagecthe output of the mixer will not be
band-limited. A square wave can be written in @&sedorm,

4 & 1.
squardat) =— Hsm(nwt) (6.2)

n=135,...

and developing the product the output of the moear be shown to be
2 & 1, .
COS(ie) [Bquardw, ;) = — Z _(Sm(nwl_ot + W) +sin(naw ot - wRF)) (6.3)
n=135,...
The undesired frequency components should be efdteout by other stages
following the mixer. Other issues like noise anghsi power must also be considered.
Among these, linearity issues are addressed ingkiesubsection.

6.1.3 Linearity issues

Linearity is an important issue in the receptontrend, specially in the mixer and
LNA, because strong interferences may be preseheatntenna. Third order non-linear
distortion is particularly important, because intedulation products may fall in the
desired signal band. A performance parameter cétlhed order intercept point” (IP3)
Is defined to characterize this specific behaviRhAZAVI, 1998).

The non-linear behavior of linear blocks will beleeted in the spectrum as the
addition of several frequency components, namelierimodulation terms and
harmonics. Harmonics are frequency terms whichhariiple from the input frequency
applied to the non-linear system. Intermodulatiemmis are frequency components that
appear at the output of a non-linear system inores@ to a two-tone input signal.

Considering a memoryless nonlinearity 8t 2nd & order, defined by

y(t) =ax() + Bx* () + yx°(t) (6.4)
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If one applies a sinusoidal signal (Aca8] to this system, the output will be given
by (RAZAVI, 1998)

y(t) = P ;2 +[aA+ 31'2‘ 3Jcos@t) + Z 22 cos@at) +%Scos(aai) (6.5)

The terms at @ and 3o are the harmonics. One can see that higher order non-
linearities would generate higher frequency harmonics.

If a two-tone signal of the form g&os(xt)+ Axcos(t)) is applied to the system in
Equation 6.4, the output will contain frequency termaugtqy), (2twy), (WE2uy)
and at the fundamental componeng, (»,) (RAZAVI, 1998). The measurement of the
IP3 of the system is based on the amplitude measuremethis t&rms ato;, wy, 200-
wp and 29-ws, as illustrated in Figure 6.7.

RS

2*W1- Wo W1 Wo 2*W2- W1

Figure 6.7: Intermodulation terms.

The 1IP3 is measured in a two-tone test (where the ampditatithe tones are the
same and known), by measuring the attenuation of the indiestatoon products with
respect to the desired IF outputs, as shown in FigureGh@é. can observe that the
measurement procedure is based on spectral analysie @utput of the mixer. In
Figure 6.7, signals at frequencies andwy, are the desired IF outputs, and signals at
frequencies (20x-uy) and (2uy-wy) are the undesired intermodulation products. The
measurement of IP3 is usually done by the use of tgrmakigenerators (one for each
frequency) and the measurement of the output using &smeanalyzer (for example,
see (ANALOG DEVICES, 1995-a)).

6.2 Review of RF analog testing approaches

The problem of testing high frequency analog circuits hasbeen thoroughly
addressed in the literature. The main test strategy currestdy is theloopback
technique which routes the signal from the transmitter back to tbeiver.

Loopback techniques are based on the idea of routingutipeit of a system directly
back to the input of the system, without using a wireless lihk. idlea is illustrated in
Figure 6.8. In RF signals the blocks work usually at diffefeequencies (R1 and T1
would be working at the radio frequency, while R2 and Tild be working at the
intermediate frequency). In a SoC environment, a digitalkbleith AD and DA
converters is also expected to be present.
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RL |» R2 [ AD

T1 |€- T2 |€— DA

Figure 6.8: Basic loopback strategy.

One issue noted in loopback strategies is the possibility exifgp faults being
masked by the analog path used, since the entire RF sigtial i tested and
intermediate test points do not exist. For example, a defece itrahsmitter could be
masked by the use of an excellent receiver that filtersutiefdband distortion. Also, a
weak transmitter could be compensated by a strong recéimether issue is that the
signal level at the output of the transmitter may not be theldmyred that is desirable
or possible to measure with the receiver. The loopback afiplicto on-line testing is
also not possible due to the required controllability of the ingagasto the DUT.

Some variations of the idea were already presented in theatditer In
(VEILLETTE, 1995) a setup like the one shown in Figbr@is used. First, the receiver
channel of the transceiver is tested, by the application afiarn signal generated by
the 1-bit DA converter. The signal is a bit-stream that shbeldiltered by the analog
path itself. After testing the receiver, the transmitter is verifisthg a loopback
connection. In Figure 6.9 the loopback connection is mathe antermediate frequency
(IF) stage.

1 bit DA
ik Inietd Sl
antennal 1
IF
! RF__.Y. :: :
7 filter X)P| fiter pro AD P !
low noise 1 n |
1 amplifier LOgy Rx;! |
antenna, . " I
1 ! 1
RF !
M filter nax W DA :
| power :: :
' amplifier LOy TX i digital:

Figure 6.9: Loopback strategy (VEILLETTE, 1995).

Other loopback test techniques were presented in (JARWAI9R5; LUPEA,
2003). In these approaches the transmitter section is t@stedsing an additional AD
converter and frequency translation elements (see Figlog. &fter that, the receiver
is verified using the signal generated by the transmitter.



85

||'___________';

antenna 1 1! .

AD P :

:

1

§F AD {5 DSP,

antenna " "r ———————————————— ﬁ i
1

filter W DA |4 :

: power 1 :

| amplifier LOn  Txu digital!

Figure 6.10: Loopback strategy (JARWALA, 1995; LUPEAQ2D

In (VOORAKARANAM, 2002) a method targeted to the test ¢f Bomponents
based on signature concept is developed. It uses twasixerder to apply signals to
a RF device, enabling the use of low frequency signalpricessing. The method may
not be suited for BIST implementation because of the additimsalurces needed,
however. Other authors have focused on testability asabysRF circuits in order to
reduce overall system cost (OZEV, 2002).

In (RYU, 2004) a technique targetted at low noise amplifiees weveloped.
However, analog area overhead is an issue in the pebBdSd method because of the
amount of additional analog circuitry.

Some approaches using alternate testing methodologies fdnaRRé also been
suggested recently. In (BHATTACHARYA, 2004-a) an aitjon is presented on how
to place a set of available sensors at the outputs of arsysiger test to get maximum
accuracy in prediction of a set of target specification$BHATTACHARYA, 2004-b)

a method to evaluate functional characteristics by exciting theirekit with periodic
bitsetreams is proposed. In (HALDER, 2005) optimized pasibitstreams are used in
a loopback configuration and functional parameters like He3eatimated. However,
the approach suffers from loopback reduced observability

Although suited for the production test, BIST techniques enemlly not able to be
used for on-line test. This is the case for BIST stratéhgasmodify the circuit topology
during the test or its input signal is being controlled by the teshamism. Thus, on-
line test of RF circuits requires the development of test siestehat continuously
evaluates the operation of the circuit during normal operation.

One strategy to enable concurrent testing is the use of deglich the circuit
(LUBASZEWSKI, 1995). In this scheme, a comparison raedm verifies the
similarity between the programmable reference block andlitek under test. The
application of this strategy for RF is challenging, as the gnadmparison will require
special routing of signals. Also, variable load may be oleseby the circuit under test,
which is undesirable in RF. For the case of fully differéntiacuits there is the
possibility of building analog checkers (LUBASZEWSKI, 2000)o the authors'
knowledge, no checkers able to cope with RF specificitsrbave been proposed.

6.3 Testing RF Signal Paths Using Spectral Analysis an8ubsampling

In this section a technique based on spectral analysisufsdmpling is developed.
It enables the partitioning of the RF signal path, making it etsiecate faulty stages.
A synchronization scheme is proposed in order to enabldirdet sampling of the high
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frequency signal, thus avoiding the use of an extra ang-@liar. Furthermore, as the
technique is done mainly digitally, it is suitable to be implemettgda common

external digital tester, or even in a BIST scheme for a &o@ronment. Theoretical
background and experimental results are provided in todevaluate the feasibility of
the method.

6.3.1 Sampling considerations

If one wants to observe the spectra in the RF signal paghshould include a high
speed AD converter and an adequate analog path and eswvitch the ADC.
Unfortunately, the frequencies involved are too high fing acquired by the system
ADC at the Nyquist rate.

One strategy used is subsampling, when the RF signal $raslhfrequency band,
centered in high frequency. As shown in Figure 6.1thassignal is band limited and
the spectrum outside its band is filtered, the effective sampiegneeded (FS) is very

small.

i »
T Lol

m finput f

" FS

—

Figure 6.11: Subsampling a high frequency band limitedab(INEGREIROS, 2003-f).

6.3.1.1 Aliasing

In general, the sampling operation will be able to representinpat signal
adequately if the input frequency is below FS/2. If the tirfigguency is higher than the
Nyquist rate, this frequency will be aliased. The aliased é&ecy is a function of the
input signal and the sampling frequencies.

Consider that an ideal ADC is sampling at FS. Nyquist fregues therefore
F=FS/2. In order to verify the aliased frequency, onalshabtain the ratio between the
input signal frequency ) and the Nyquist frequency (F),

p = integer_part_of (fF) (6.6a)
g = fractional_part_of (f/F) (6.6b)
The aliased frequency is given by
F ,If pi
Q= q |. p|§even 6.7)
(F-9F) ,if pisodd

Equations 6.6 and 6.7 can be verified using an examplesi@ering F=12.5 and
f1=10, one gets:fF=0.8, so p=0 and g=.8. The aliased frequencya8&12.5=10 (no
aliasing results). If the input is changed £e1f3, then §/F=1.04, so p=1 and g=.04. The
aliased frequency is now=412.5-.04*12.5)=12.0. Finally, ifs£26, &/F=2.08, so a=2
and g=0.08. The aliased frequency i5.@8*12.5=1.0. These transformations are
presented in Figure 6.12.
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Figure 6.12: Subsampling and aliasing (NEGREIROS, 2003-f).

From Equation 6.6, one should realize that if the input frecyues a multiple from
F, then it will appear at dc or F in the aliased spectraidfitiput signal has harmonics,
their effect will be combined at the mentioned extremes pointespectra.

6.3.2 A test strategy for the RF signal path

The basic idea in the proposed test methodology is showigureFs.13. In order to
observe and characterize the RF signal path, a two-torstggR& generator excites the
path. The system ADC is then used to acquire signals atedifféest points in the
signal path.

antenna

;Z mixer
LNA , RF I
filter 4>®
_p| ADC
two-tone LO hd
generator

Figure 6.13: Observing the mixer output (NEGREIRQOS, 2003-

After the IF filter the input signal spectra is limited, which sabke spectral analysis
of the acquired signal. The mixer output, on the other hamiht frequency limited, as
several harmonics of RF and LO signals will be present atiifsit.

If one desires to observe the spectral characteristics autpat of the mixer, one
should insert another analog filter in the route to the ADGrdier to avoid alias.

In this work no extra filter is inserted and the aliased spedtthe mixer output are
taken as signature of the mixer. In order to avoid thectsf of harmonics of the LO
signal, a frequency divider is used in order to provideADE sampling frequency.
This allows to isolate effects of the LO signal on the test.

6.3.3 Results

In order to evaluate the capabilities of the method, the setljigure 6.13was
simplified and simulated in Matlab. A two tone signal was apgliegttly to the mixer,
and the mixer output was sampled by an ADC converter.b&havioral mixer model
from (LEENAERTS, 2001) was used in order to providerenoealistic results
(including third order non-linear effects).

The two-tone RF signal had frequencies at 401 and 404 kitizthe LO signal was
a sinusoidal at 100MHz. Simulation considered an ideal AD@imgnat 10GS/s. The
output of the ADC is subsampled by a factor of 1000 irotd illustrate the reduction
in sampling frequency requirements (from 10GS/s to 10MS/s)
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The expected frequencies are the terms &l ®H301,304,501 and 504 MHz) and
the intermodulation products (298,307,498 and 507 MHz)eidtkequencies will occur
because of the non-linearities. When the output-referr8dofRhe mixer is changed
from 10 to 0 dBm, spectral analysis at the ADC output shbessesults in Figure 6.14.
One can see two clearly different spectra because othhage in the non-linear
behavior of the mixer.

I:I T T T T T T T T
ol % —— OIP3=10dBm
—&— OIP3=0dBm

ragnitude [dBm)]

0 0.5 1 1.5 2 25 3 35 4 4.5 ]

frequency [Hz] w10

Figure 6.14: Spectra after changing the non-linear behaktbe mixer (FS=10GHz)
(NEGREIROS, 2003-f).

In order to evaluate the aliased spectrum, one shoulddeoribe results presented
in section 6.3.1.1. Considering a subsampling factor o®010then F=5MHz
(FS=10MHz). The aliased components of terms atliRF(301,304,501 and 504 MHz)
and IM3 (298,307,498 and 507 MHz) are shown in Télie after using Equations 6.6
and 6.7.

Table 6.2: Frequencies expected in simulation.

terms frequencies

(RF£LO) 301 304 501 504
(RF£LO)/5 60.2 60.8 100.2 100.8
aliased RELO 1.0 4.0 1.0 4.0
IM3 298 307 498 507
IM3/5 59.6 61.4 99.6 101.4
aliased IM3 2.0 3.0 2.0 3.0

Source: NEGREIROS, 2003-f.

The spectral analysis for the mixer output, after reduciagsmpling rate using a
1:1000 factor is shown in Figure 6.15. The frequencieslarse expected from Table
6.2 and one can see clearly two different behaviorsuseoaf the change in IP3.
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Figure 6.15: Aliased spectra after changing the non-lindavoer of the mixer
(FS=10MHz) (NEGREIROS, 2003-f).

The presented reduction in sampling rate should be followeddareful estimation
of the spectra. In the simulation presented 1000 FFTs awaleiated and their mean
was presented.

6.3.3.1 Experimental results

An experimental setup was built in order to evaluate the teohnifjue circuit
presented in Figure 6.16 was prototyped using discoetganents, as an easy way to
introduce faults in the mixer. The mixer is a passive tyRAZAVI, 1998) with
differential output. The load was set toQLkwhich is a value encountered in real
applications (because most passive IF filters have input impedgdrom 500 to 100Q
(RAZAVI, 1998)).

= 1

[
S
F—i—e
|

.
LO( I ) Vbias T

Figure 6.16: Schematic of the passive mixer (NEGREIROG3-20

Figure 6.17 describes the equipment used and measursshgnt A two-tone signal
is applied by the arbitrary waveform generator at freqesn6DkHz and 63kHz. The
local oscillator signal is a square wave of 50kHz applied iother generator. Both
outputs of the mixer are sampled by an HP54645D digitallasmpe and 500k
samples (for each channel) are transferred to a P@nfalysis using Matlab. Data is
sampled at 25MHz.
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mixer
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HP33120A
Figure 6.17: Experimental setup and equipment used (NEGREIR003-f).
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Figure 6.18: Spectrum of mixer output:a) full bandwidth angdom to 120kHz
(NEGREIROS, 2003-f).

Figure 6.18 shows the spectral analysis of the mixer oudftet, acquisition using
the setup in Figure 6.17. One can observe clearly #guéncy components at the
output of the mixer, as shown in Figure 6.18b.

Two faults were injected in the passive mixer of Figure :6ob@ of the switches
was held opened first, and after it was held shorted. @peutalysis for the three
situations is shown in Figure 6.19, being acquired at 25MHZ00k points FFT was
evaluated and the frequency band up to 15kHz is showa.can observe the marked
regions were it is possible to separate the spectra forcaaeh



91

120
100°

—e— no fault
—©— opened sw.
1+ shorted sw.

.

magnitude [dB]
(2]
o

frequency [Hz]

Figure 6.19: Spectrum of faulty and fault-free mixer ufy3kHz
(NEGREIROS, 2003-f).
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Figure 6.20: Spectrum of faulty and fault-free mixer ufykHz
(NEGREIROS, 2003-f).

After subsampling the acquired data by a factor of 100@icfwmeans using 1
sample out of 1000 available - effective FS=25kHz), amdopming spectral analysis
using means of FFTs, data shown in Figure &2tbtained. One can see now that the
spectrum is less noisy than that in Figure 6.19, and nhead\cdistinguishable.

6.3.4 Analysis

The results presented in the previous section have dentedsthe feasibility of
applying subsampling in order to evaluate the spectrumFofsignals that are not
frequency limited, thus incurring in an alias spectrum. Dataiged in Figure 6.20
could be processed in order to verify the status of thennixhen subjected to the two-
tone input stimuli.

Synchronization in the preceding section was not neededds®cathe high quality
time-base of the generators and data acquisition systers.|tdal oscillator frequency
was deviated from 50kHz, several components could bedinted in the aliased
spectra because of the harmonics that would not end-up @ctRFT bin.

Noise can be a problem because the aliasing processscaliese of noise, thus
increasing the noise level from the one obtained at Nyquest @ the other hand, RF
systems have the minimum bandwidth needed, thus limiting néise, as the input
signal is generated by the test setup, its input level showdjbsted adequately.
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The analog bandwidth of the ADC will impact the capability ofrtiethod to detect
faults, as higher frequencies would be eliminated by a linbiéediwidth ADC. The use
of sample-and-hold circuits could help alleviate the problem.

Processing requirements of the technique are related toatmglua Fourier
transform of the acquired data. This could be evaluateshbghip resources in a SoC
environment, thus enabling a BIST scheme to be built. Aerexl digital tester could
be used if no resources are available, discarding thefoead expensive analog tester.

6.4 Low Cost Analog Testing of RF Signal Paths

In this section a low cost method for testing analog RF sigatis suitable for
BIST implementation in a SoC environment is described. Thtadeas based on the
use of a simple and low-cost one-bit digitizer that enablesetleerof processor and
memory resources available in the SoC, while incurring littléograrea overhead. The
proposed method also allows a constant load to be obsbwéie circuit, since no
switches or muxes are needed for digitizing specific taatgo0

6.4.1 Test Method

The proposed test method is based on the evaluation spéogrum at specific test
points in the analog signal path, as illustrated in Figure &/2ory and processing
resources from the SoC environment could be used inm tydmplement the test. As
the output of the sampler is a digital signal, it can be intedfatirectly to the digital
part of the system through a data bus.
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Figure 6.21: Generic transceiver system with testing capabilities
(NEGREIROS, 2004-a).

6.4.2 Test example using Matlab simulation

In order to illustrate the proposed approach, a simulatioa favo-tone test was run
in Matlab using a behavioral model for the mixer, which allthesfine-tuning of third-
order distortion. Two tests were executed with different wahfelP3, so one would
expect to observe different levels of distortion.

The simulations considered an input signal with two tonesaasmdusoidal signal at
the LO input. The spectrum of the IF signal was evaluagalg a single FFT of the
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entire signal. In Figure 6.22, the spectrum of the IF adigbserved through the
proposed sampler is also shown. One can observe thabigeefloor has significantly

raised, and completely hides the intermodulation productshbunain components are
clearly visible.

Signal and 55 FFT for OIP3=10dBm

magnitude [dE]

"T2s 2B 27 28 289 3 31 32 33 34 35

frequency [Hz] it

rnagnitude [dB] (35)

180 L L L L L L 1 L 1
248 26 27 2.8 29 3 31 3.2 33 3.4 34

frequency [Hz] w10

Figure 6.22: IF Spectrum with infinite resolution converter gimectrum obtained from
sampler (NEGREIRQOS, 2004-a).

If the OIP3 is decreased from 10dBm to -3dBm, while &meaining parameters are
held constant, the intermodulation products now become amshaoFigure 6.23. One
can see that the intermodulation terms are clearly visible ispiarum evaluated from
the sampler output.

Signal and S5 FFT for OIF3=-3dBm
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Figure 6.23: IF Spectrum with infinite resolution and spectrbtained from sampler
for a large distortion (NEGREIROS, 2004-a).

6.4.3 Experimental results

In this section we address implementation issues by protgtypisingle-balanced
active mixer in real hardware. The first implementation is atffequency and contains
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the mixer block and an active low pass filter. It illustratesinisertion of faults in the
filter and the variation of the bias voltage influencing the thider intermodulation
products. The second implementation addresses a relatigbljréquency.

6.4.3.1 Testing a mixer and filter

The setup in Figure 6.24 has been prototyped using d40CD device (for
implementing a single-balanced active mixer) and a prograternab pass filter. Two-
tone signals were applied at 60 and 63 kHz. The local oscifteguency was set to 50
kHz. Statistical samplers were used in each one of thedlitfal signals at the output
of the mixer and at the output of the filter.

mixer
Al(- Al(-) ,
Two-Tone LPF
Generato + ispPACS81 .AZ.(i)_>

f

Figure 6.24: Mixer and filter setup (NEGREIROS, 2004-a).

For a bias voltage of 3.3V one obtains the results showigure 6.25. In the lower
trace it is shown the spectra observed through the statistinplesa. The large tone at
50 kHz dominates the spectra. As the noise floor is relatdak tmaximum signal level,
the intermodulation tones of the demodulated mixer signal ahd7 1® kHz are
completely masked. In the upper trace it is shown thetrspatter low-pass filtering.
The 4" order filter has a cutoff frequency of 30.1 kHz. As &meplitude of the local
oscillator has been reduced, the intermodulation terms adycigsible and could be
used in order to estimate the third order distortion.

-20 ! ! ! ! ! ! ! !

=40

-B0

tnagnitude [dB)

a0+

-100
a 1 2 2 4 & B 7 g H 10

frequency (Hz)
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frequency (Hz)

Figure 6.25: Spectra at the mixer output (lower) and filteruayugpper)
(NEGREIROS, 2004-a).
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If one now changes the bias voltage of the mixer to 31@\ntermodulation terms
change, as it could be verified in the upper plot of Figugé. If one goes further and
changes the filter cutoff frequency to 35.6kHz the reshitsva in the lower trace of
Figure 6.26 indicate a significant increase in the local oscillatgnitude, as the filter
attenuation is greatly reduced at the oscillator frequency.

2 i ; ! ! !

-40
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-100
a 1 2 3 4 & 3] F g 2 10
frequency (Hz)

magnitude (dB)

a 1 2 3 4 = B 7 g = 10
frequency (Hz)

Figure 6.26: Spectra at the mixer output for 3.0V(uppet)fandifferent filter (lower)
(NEGREIROS, 2004-a).

6.4.3.2 Testing a mixer at 100MHz

In order to verify the applicability of the approach to meealistic circuits, a
prototype mixer and a local oscillator circuit running at 100MMzre built using
discrete RF components (see Figure 6.27). Fast voltagparators (2.5ns propagation
delay) (ANALOG DEVICES, 2001) were used to implement sketistical sampler,
allowing the observation of the signals at the output of the@emi logic analyzer was
connected to the comparators output in order to acquireesiudting bit stream (digital
data was sampled at 400MS/s). Data was transferred taadP@halyzed using Matlab.
The block diagram of the measurement setup is shown ineF&gR8.
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generator . - - - "=

Noise Logic
Generator Analyzer
HP33120A HP54645D

Figure 6.28: Block diagram of experimental setup.

After applying two tones at 101.00 MHz and 101.06 MHzebe harmonics are
expected at the output of the mixer. This is confirmed byotitput of the spectrum
analyzer(Anritsu, MS2711) in Figure 6.29.

Ref Level - M3: -20,88 dBm @ 300,822 MHz M4: -20,88 dBm @ 300,822 MHz
20,0 dBm
dB/Div:
7,0dB
AAAAL N DA A AN AN
M3
I \ |

99,99 199,98 299,97 399,96 499,95 599,94 699,93 799,92 899,91 999,90
Frequency (0,1 - 1000,0 MHz)

Figure 6.29: Spectral analysis of mixer output (NEGREIRZDB4-a).

As the local oscillator is running at 100MHz, the two-tones lshdie down-
converted to the 1.00MHz and 1.06MHz bands. The resttibserving this frequency
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band using the spectrum analyzer are presented in Figu6. The large
intermodulation distortion components were already present iarii@al input signal
to the mixer.

of Level : VIO, ~4£,044 UDII W 1,29 VI Iz IVIsH, =o£,04 UDIIT W 1,29 VI IZ
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Frequency (0,75 - 1,25 MHz)

Figure 6.30: Spectral analysis of mixer output (NEGREIRZIB4-a).

The same frequency band was analyzed using the ocofghte comparators and
produced the results shown in Figure 6.31. This figure sli®ws results after changing
the bias voltage of the active mixer, simulating a parametrit. f@me can clearly
distinguish the two traces in the figure, confirming that theofiske statistical sampler
to probe non-linear circuits is a valid test approach.
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Figure 6.31: Spectral analysis of mixer output (NEGREIRZDB4-a).

6.4.3.3 Analyzing higher frequencies

As the data acquisition system runs at 400MS/s, the maximodwixdth is around
200MHz. We have changed the local oscillator circuit fromMI@9 to 80MHz to allow
acquisitions at higher frequencies around 180MHz, usingsdinge input signals. An
analog fault was simulated by changing the bias voltage oftker. This could be
caused by any deviation in the bias circuit of a mixer (i fiaua resistor of the voltage
divider). The effects are different circuit behavior becao$elinearity and gain
characteristics. In Figure 6.32 the spectral analysi®meed using a spectral analyzer
is shown, and the same frequency range is analyzedstatistical sampler data in
Figure 6.33.



98

Spectrum Analyzer (dBm)
8

o ]
. w f\
-50 ¥
£ |
I I I
180,8 1809 181,0 1811 1812
Frequency (180,5 - 181,5 MHz)
CF:181,0 MHz SPAN: 1,0 MHz
RBW: 10 kHz VBW: 3 kHz Attenuation: 50 d

Figure 6.32: Spectral analyzer output around 181 MHz (REROS, 2004-b).
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Figure 6.33: Spectral analysis using sampler data (NEGRE&IR@D4-b).

6.4.4 Analysis

The insertion of low cost sampler in the RF path has kegrddges when compared
to a loopback approach: less reconfiguration, constant lpdolirthe analog circuit, an
increase in observation and circuit partitioning capabilities.

Simulation and practical results have shown that it is possibisetohe approach to
verify spectral dependent parameters like IP3. The use \ajltage comparator as a
1-bit sampler enables the construction of high speed acgumisyistems, making it
more realistic to sample signals at IF and RF. Another adyangathat sub-sampling
techniques can be used with this sampler, and could beimusedvay to provide a
signature for the mixer and other blocks (as shown intiosec 6.3
(NEGREIROS, 2003-f)).

The analog noise generator needed for the sampletseaaalized with little analog
overhead (FLORES, 2002; FLORES, 2004), as only geeerator is needed for all
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samplers. One issue is that the amplitude of the noise shegjckater than or equal to
the amplitude of the signal being measured, at each test point.

The application of the test signal has not been addresseahgethould be provided
by a stand-alone generator (like the one proposed IHLMEHTE, 1995)), or by
deviating the transmitter signal to the receiver using some Kitmbpback technique.
The main advantage of the proposed test technique ovpbdob is the increased
observation capability enabled by the use of the samples.approach would be able
to detect a faulty transmitter that outputs a tone at an owraf-frequency, for
example.

6.5 Low Cost On-Line Testing of RF Circuits

On line test strategies are generally not able to take advasftagstems resources,
since the circuit is in normal operation. This means that onlstectenes at an extra
price, the introduction of extra circuitry. As far as anabbxgervers are regarded, the
introduction of extra high speed analog to digital convertankldead to a great analog
area overhead and increased cost.

In this work, our goal is to allow online testing, but maintainettgment costs and
analog area overhead to a minimum. This can be achievedgththe use of the
statistical sampler, extending previous work from chapter 4héodomain of RF
circuits. Specifically, more in-depth discussion regardint) ¢@srhead and low cost
processing is presented, together with additional experimestalts. The use of a real
application illustrates the trade-off between test response tichevanhead, which can
be easily achieved with the proposed test strategy.

6.5.10n-line test approach

In chapter 4 an on-line test strategy for analog circuitsdbasespectral analysis
was presented. In Figure 6.34 the required power gppecensity estimates are shown.

X(s) Y(s)
—» DUT —»

H(s)

Figure 6.34: On-line PSD estimates (X(s), Y(s)) requirethbytest method.

For linear analog circuits, the PSD allows the on-line identifinadibthe transfer
function of the linear system represented by the analogitcifictie transfer function
H(s) can be obtained, over the bandwidth of the input kiggéahe ratio of the power
spectrum of the output and input to the system, as sholquation 6.8.

AC)
X(s)

The test strategy for linear analog circuits is basically thepeaodson of the
expected and estimated transfer functions. Under normahtape of the system, the
ratio of the PSDs for the circuit under test is estimated amgared to the signature of
the fault-free circuit. This ratio should be evaluated overbdwedwidth of the input
signal to the system, to assure that a suitable signal to atisésrachieved.

For RF analog circuits, however, non-linear behavior ipeeted from some
components like mixers and amplifiers, and should be wetéain limits. This way, a
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more generic test framework should be used, like a noarlimedel. The test strategy
is still PSD-based, as important characterization parameterghliiid-order intercept
point (IP3) and even noise figure can be evaluated uSgdata.

More specific strategies can be developed according tersyequirements. The
specific strategy depends on the component or analog bk tested. For example,
in the case of an oscillator, frequency and amplitude sHmuldithin a given tolerance
range. This can be evaluated analyzing directly the R&& &or an amplifier or filter,
the input and output should be evaluated over the requiqddncy bands, in order to
verify the functional behavior of the block, as long as @eptable margin for errors.
For a 3-port device like the mixer, monitoring of the logstillator and the expected
frequency bands will give indication of its behavior.

The use of the statistical sampler makes possible the anafyisiput and output
signals of an analog block in the system, and the verificafitts functional behavior.
This behavior could be validated by a functional model ofittedog block. The model
could be the transfer function (for linear analog blockse ik chapter 4) specific
characteristics of non-linear analog blocks (like secondtardiorder distortion).

6.5.2 Test scenarios

As the output of the statistical sampler is a completely digdgabs it can be easily
interfaced to the digital part of the System-on-Chip.

A general test scenario is shown in Figure 6.35, wheraralog core is shown,
together with other typical SoC components. The output os$tetestical sampler core
could be processed by local SoC resources. This wouttebstuation where sufficient
memory and processing resources are available (whidtd beuhe case for large time
intervals between test results or test parameter evaluation)narkdicated extra
processor or memory would be needed. This configuratimud also be used in the
implementation of off-line BIST.

In a general case, however, a test analyzer shoulacbgorated in the SoC. This
test analyzer comprises basically an FFT analyzer andomyefor the 1-bit data
acquisitions, FFT results and circuit signatures.

RF Analog Core SoC

Test
Processor

System

Test
Memory

Figure 6.35: General test scenario (NEGREIROS, 2005-c).

A possible test core implementation is shown in Figure 6.36revan analog noise
generator is connected to the reference levels of thg@lsen The output of each
sampler is connected directly to a data bus. Timing is alitedr by an acquisition
control block.
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Figure 6.36: Example test core (NEGREIROS, 2005-c).

The test itself is carried in the following way. Using the statistzathpler one
obtains data to compute the FFT of any point required in ithaitc This frequency
domain information is compared to a good one, previoushed as a signature in an
extra memory. The threshold defining whether a circuit isunatfoning or not must be
previously defined by simulations, taking into account prodeviation.

It is important to notice that the number of points of the FRdirisctly connected
with the required resolution when comparing to the previosislsed signature. As the
number of points increases, so increases the resolutibthelonger the test, as it will
be commented in the next section. Moreover, since wesamg a black box window,
the signature threshold must also take into account the windeffiect. This allows
one to acquire any number of points, without the needynchronous sampling data
using an integer number of periods, what would be difficudictueve in the field.

6.5.3RF test example

In order to illustrate the test approach, an experimental ssing a non-controlled
input signal was prepared. It consists of an upconverteermmth an AM modulated
signal as input. The input signal is built using a signal genendtioran audio signal as
input and a 500kHz sine wave as the carrier. The mixeuldhshift the frequency
contents of its input to 80MHz, as illustrated in Figure 6.37.

‘ RF IF
500kHz ; 80MHz

LO
8OMHz 79,5MHz  80,5MHz

Figure 6.37: Upconvertion example (NEGREIROS, 2005-c).

The equipment used and their connection is shown in Figu8 (for the
measurement at the output of the mixer). The prototypaddbcontains the mixer, the
local oscillator circuit and the high-speed voltage comparatar.additional noise
generator is needed. Also, for the data acquisition, adysignal scope with logic
analyzer was used. Digital data was sampled at 400MS/sarsierred to a computer.
Analysis was performed under Matlab. The schematic of niideer is shown in
Figure 6.39. In Figure 6.27 a photograph of the mixard was already presented.
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prototyped board

Voice _ |500kHz AM IF _RF pon
Input modulator analyzer
signal HP33120A LOrx

80 MHz HP54645D

AD96687

noise
generator

HP33120A

Figure 6.38: Diagram of experimental setup and equipmext us
(NEGREIROS, 2005-c).

Figure 6.39: Schematic circuit of prototyped mixer, showiegailas circuit that was
used in order to simulate an analog fault (NEGREIROS, 2005-

For the current example, total data acquired for eachnehamas 500e3 1-bit
samples. The FFT used 10e3 samples. For evaluation dP3le 50 FFTs were
performed and their mean was taken (HAYES, 1996).

By connecting the sampler to the input of the mixer, oneldhoe able to analyze
the spectra of the input signal. This was done in Figui& @:Here the input data signal
to the 500kHz modulator was removed in order to demdastina effects on the PSD.
One can notice the correct frequency and different amp#tdde each case. This
example is similar to monitoring an oscillator, as the signal msdcall compared to
the carrier frequency.
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Figure 6.40: Mixer input: AM signal, with and without modulatsignal
(NEGREIROS, 2005-c).

By using the connections shown in Figure 6.38, one shaoeildble to analyze the
spectra of the output of the mixer. If an analog fault isriedeén the mixer, one should
be able to observe it through the PSD. In order to simalatanalog fault, the bias

voltage of the mixer was changed (as in Figure 6.39kullRe are presented in
Figure 6.41.

Mixer Output, One channel, Signal On, Vbias: 0.92V to 1.12V

magnitude (dB)

frequency (Hz) 7

Figure 6.41: Mixer output: AM signal translated to 80 MHz,tfeo different biasing
voltages of the mixer - note amplitude variation of the mainezar
(NEGREIROS, 2005-c).

One should also be able to distinguish faults in the mixer tr@mPSD obtained
from different input signal levels. It should be noted that ¢herier level is not
influenced by the input signal, as shown in Figure 6.4Zrwlthe input signal levels
where changed. Likewise, changes in IIP3 and Noiseré&igill cause changes in the
frequency spectra, and can be detected by the teehniqu
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Mixer Output, One channel, Signal On and Off, Vbias: 1.10V

-55

magnitude (dB)

Figure 6.42: Mixer output: AM signal translated to 80 MHz,diffierent input signal
conditions: with and without a modulating signal. Note amplitude tiamiaf the side
bands (NEGREIROS, 2005-c).

6.5.4 Analysis of test overhead

In this section an analysis of the overhead caused bwygpkcation of the test
method is presented. Memory and processing overheadaralyzed, for a real
application in the instrumentation domain, using a DSP procpkst@wrm. This allows
one to focus the analysis, with real experimental data. dhasvn that the technique
allows the exploration of a design space in which there isde{ff between test
response time and application overhead.

6.5.4.1 Application resources

The application is an on-chip three-phase AC power analyaehas a RF interface
to an external device. A DSP-based power analyzer mewdormation for each phase
(voltage and current signals) in a three-phase system. ahlaé/zer enables the
measurement of harmonics in industry power systems (BRIAND, 1995). In the
example this information is obtained from spectral analysih@fvoltage and current
waveforms.

For a FFT-based analyzer, the main tasks are signalsdiwgqy Fourier analysis
using the FFT and evaluation of required parameters. ataameters include harmonic
content of each signal, total harmonic distortion (THD), roeamsquare (RMS) value,
power and power-factor. In a three-phase system, data & channels (voltage and
current of each phase) must be processed. The analyst be able to produce output
measurements in a time slot of 100ms.

The example uses a fixed-point DSP processor (ANALOIBES, 1995-b). In
order to evaluate the test overhead, one should be ablenbfydthe load of the
application itself. In Table 6.3 the memory usage for dadetsiled. The memory word
length is 16 bits and the FFT size is 1024 points. Theepsat usage is shown in
Table 6.4, and 28ms out of the 100ms available time slats@e One should note that
most overhead is because of the FFT evaluation, as detailatlle 6.5.
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Table 6.3: Memory (words) usage by the application.

Memory Usage length no. Total %
signal buffer 1,824 6 10,944 66
signal parameters 1616 966 6
phase parameters 2153 645 4
FFT data buffer 1,024 2 2,048 12
FFT coefficients 512 2 1,024 6
window coefficients 1,024 1 1,024 6
TOTAL - - 16,651100

Source: NEGREIROS, 2005-c.

Table 6.4: Processor usage (cycles and time) by tHeam in a time slot of 100ms
(Fclock=33MHz).

Routine cycles no. total cycles total time (us)
signal processing 152,771 6 916,626 27,777
phase processing 2,902 3 8,706 263
Total - - 925,332 28,040

Source: NEGREIROS, 2005-c.

Table 6.5: Detailed processor usage in the signal processitige (Fclock=33MHz).

Subroutine Cycles Time (us) %

window 2,063 625 1.4
scramble 2,060 62.4 1.4
init. FFT 3,096 93.8 20
FFT 88,408 2,679.0 57.9
Modulo 28,033 849.0 18.3
Phase 20,752 628.8 13.6
Peak detect 6,749 204.0 4.4
Peak Interp. 1,008 305 0.6
RMS, THD 602 182 04
Total 152,771  4,629.4 100

Source: NEGREIROS, 2005-c.

6.5.4.2 Test requirements

The overhead of the test will be the additional memory andepsing resources
required. As an estimate of the power spectrum densiggisred, signal processing for
each analog test input is as shown in Figure 6.43. Ingatiga length-M single bit
vector from the statistical sampler. The modulo of the FFTvaduated, and a mean
value is then obtained. After that, the test processor is allentpare the PSDs of the
observed test points.
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Figure 6.43: Data processing required by each test (NitGREIROS, 2005-c).

For on-line monitoring of an oscillator, a single input test wdagletnough. For a 2-
port device, two analog inputs would be required. In Tabl@ the memory
requirements for implementing the data processing schemeHigure 6.43 are shown.
The implementation of theeanblock was done using a simple accumulation approach,
like an IIR filter. It is interesting to observe that memory isdmeith the number of
test inputs.

Table 6.6: Memory (words) required by the test, for a Mk FFT and P test inputs.

Memory Usage length no. Total
input data M/16 P P*M/16
FFT data buffer M 2 2*M
FFT coefficients M2 2 M
Mean M2 P P*M/2
TOTAL - - M*(3+9*P/16)

Source: NEGREIROS, 2005-c.

Processing requirements from Figure 6.43 are related td=Eie and modulo
evaluation, as no windowing is required. Table 6.7 detailpitheessing requirements
per block, where K is the number of cycles needed éyntiplementation of the square
root function in the DSP processor. One can only proaidestimate of the number of
cycles, as it is very dependent on the DSP processateatane and algorithm used
(see Table 6.14).

Table 6.7: Test processing requirements for each inpuhehand M-length FFT.

Block Complexity
FFT O( M*log2(M) )
Modulo O(M/2*K)
Mean O(M/2)

Source: NEGREIROS, 2005-c.

6.5.4.3 Test overhead

In this section we analyze some possible test implementatiomargze and their
associated trade-offs, for the application described in se6ttn4.1.

In order to obtain some numeric data, let M=1024. The mgmweerhead can be
easily evaluated using Table 6.6. For the processor esgrand 1024 FFT size, one
can use data from Table 6.5 to evaluate the number tdscyd/e consider thmean
block overhead to be 1024 cycles. This way, the processieghead is given by
122,621*P cycles, where P is the number of test inputs. édaluation of the test
overhead for P=1, 2 and 3 is shown in Table 6.8.
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Table 6.8: Application load and analog test overhead in end @pplication time slot,
for P test inputs and M=1024

Case App.OverheadOverheadOverhead

load P=1 p=2 P=3
Memory 16,651 3,648 4,224 4,800
(words) 21.9% 25.4% 28.8%
Processor 925,332 122,621 245,242 367,863
(cycles) 13.2% 26.5% 39.7%
Time (Ms) 28.0 3.7 7.4 111
fc|k:33MHZ

Source: NEGREIROS, 2005-c.

Analyzing Table 6.8 one should note that the test processi@dnead can reach a
significant value for 2 and more input signals. Although tleeary overhead is also
significant, it grows slowly because of the single-bit nat@itbeinput signal.

For higher resolution spectral analysis (which requires eatgr M), the test
overhead will increase. One could use data from TabltoG@aluate memory usage of
the test. For the processing resources, Table 6.7 coulcdik but some correction
factor is needed in order to translate complexity to nurmobgrrocessor cycles. We
considered a factor of 2, as presented in Equation 6:8réAK=50 and P=2), and hence

Neycies2*P*M*(log 2(M)+ (K+1)/2) (6.9)

The estimated processor and memory overhead for thenmaptation of the on-line
test are shown in Table 6.9. The overhead for procemsd memory may reach
unacceptable levels for large M, the number of points inFRE, and this is directly
related to test quality. Some methods to alleviate this problentissamessed in the next
section.

Table 6.9: Analog test overhead for 2 analog test pointd @®ms application time slot
as a function of M.

Case M=4,096 M=8,192 M=16,384
Memory 16,896 33,792 67,584
(words) 101% 203% 406%
Processor 614,400 1,261,568 2,588,672
(cycles) 66% 136% 280%
Time (ms) 18.6 38.2 78.4
fc|k:33MHZ

Source: NEGREIROS, 2005-c.

6.5.4.4 Reducing the test overhead

One way to reduce the test processing overhead is to secteat latency. For
example, instead of having a test response at everysl@dma could wait 1s or even 10
seconds. This way, the test processing overhead inagaatitation time slot can be
reduced by a significant amount, as illustrated in Table @A8. strategy can be used
whenever an increase in test latency is acceptable.

The memory overhead is not directly affected by this giyatédowever, if
additional test time is available, a significant reduction in testanglsee Table 6.12)
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could be achieved by calculating the FFT coefficients orflghenstead of using a table
in memory (for faster execution).

Table 6.10: Test processing overhead in a 100ms appli¢atierslot, for increased test
response latency.

Latency Overhead (%)
(s) M=4,096 M=8,192 M=16,384
0.1 66 136 280
1 6.6 13.6 28.0
10 0.7 1.4 2.8

Source: NEGREIROS, 2005-c.

The use of optimized FFT algorithms should also be considasetheir complexity
in terms of real additions and products can be reducéitlysisated in Table 6.11. Also,
as DSP processors are able to evaluate multiplications alitibasl in a single cycle,
some efficient algorithms have been proposed in the literdBGRENSEN, 1990;
LI, 1986).

Table 6.11: Complexity of FFT algorithms in real operatigrd complex), for 1024

data points.
Operation radix-2 radix-4 split-radix
Multiplication 10,248 7,856 7,172
Addition 30,728 28,336 27,652

Source: LI, 2003.

A significant reduction in memory overhead can be achi®yethe evaluation of
the FFT for the real-data DFT, instead of the complex-D&t& (SMITH, 1997). This
way, one can evaluate an M-point FFT of real data uskg ¢f M/2 complex data-
points. If the FFT coefficients are evaluated on the flg,dterhead is further reduced,
as presented in Table 6.12.

Table 6.12: Memory overhead of the test as a functionedFBET algorithm (for
M=16384 and P=2)

FFT algorithm Memory Usage Overhead reduction
Complex FFT and twiddles in memory M*(3+9*P/16) 0%
Complex FFT and twiddles on-the-fly M*(2+9*P/16) 24%
Real FFT and twiddles in memory M*(3/2+9*P/16) 36%
Real FFT and twiddles on-the-fly M*(1+9*P/16) 48%

Source: NEGREIROS, 2005-c.

Another point that is worth noticing is that, for RF testing, imight be interested in
only a small portion of the spectrum, centered arouncedosguency and with a high
resolution. These requirements may lead to an increase muthber of FFT points,
and also in the test overhead.

One solution to this problem would be the evaluation of the &Ry for those
output points effectively needed. It turns out that there @mee salgorithms with this
goal, as in (SORENSEN, 1993), where the main target kas khe reduction of
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computational load. This way, one can use smaller FFTs deroto obtain
computational efficiency.

The minimal memory overhead seems to be achieved onlyhéyuse of the
extremely inefficient DFT (in terms of computational complgxitf the coefficients
are calculated on the fly, only the required numberutput bins is required. This is
shown in Table 6.13. For M=16384, P=2 analog test inpud\Ns=100 output bins, the
memory overhead would be 2248 16-bit words (or a 13%&shead, considering the
application load in Table 6.8). On the other hand, the psoagsomplexity is in the
order of O(2*100*16384) operations, disregarding the luateon of the DFT
coefficients. Other problems like round-off errors will impabe DFT method
(SMITH, 1997).

Table 6.13: Memory (words) required by the test, for N'bis and P test inputs.

Memory Usage length no. Total
input data M/16 P P*M/16
DFT output bins N 1 N
Mean N P P*N/2
TOTAL - - P*N/2+N+P*M/16

Source: NEGREIROS, 2005-c.

Another factor that can influence the overhead of the metbod given application
time slot, is the DSP processor architecture. This can impeagberformance of the
algorithms, and is best illustrated by the number of cycled irsdifferent benchmark
implementations of the 1024 points FFT, as shown in Tabk 6.bne considers that
current clock frequencies of DSP processors haveheel GHz, even a small increase
in test latency results in significant processing resources.

Table 6.14: 1024-points FFT (radix-4) in different DSP pssors.

Processor cycles
TI C6000 family, C62 13,237
AD ADSP 2187 34,625
TI TMS320C50 84,833
TI TMS320C25 113,467

Source: NEGREIROS, 2005-c.

6.5.5Analysis

The results shown in section 6.5 have illustrated the ideppdyiag the statistical
sampler to a RF test example. The effects of the analiitg fajected in the mixer (by
changing the bias voltage) could be the observed in thepeB8drmed using 1-bit data.
Furthermore, signal amplitude changes could also be ddtasing the same strategy.

In order to perform on-line test, the analysis has bedorpged at specific signal
bands. In the test strategy, one could also verify the RSDOits against previously
defined limits, or identify threshold settings based on the inSilt & the DUT and a
behavioral model of the DUT, which could run in the test gsesor.
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One should note that the statistical sampler enables the atiseref the PSD of
diverse test points. The specific on-line test strategy will betlgtdependent on the
application, as the AM modulation example presented.

As the test is based on spectral analysis, a Fourier tramefdhe statistical sampler
output is required. If one needs a higher spectral resolutisome frequency band, a
large size FFT is likely to be needed.

In order to analyze the compromises between test aridatpm resources, section
6.5.4 presented an example where an on-line test is implechan a DSP processor,
running a real life application. The trade-offs betweengssiog and memory resources
were shown to be related to the available time for test ouwaliaion, or test latency.
Also, other factors like specific DSP platforms, algorithms aptmizations were
addressed.

6.6 Conclusions

In this chapter we have applied the statistical sampler to theoftéeRF analog
circuits. The typical RF signal path has been studied. Adtezchnique that reuses the
ADC of the SoC in order to test the analogue interface &éas tdeveloped, being based
on subsampling. After that, the statistical sampler has bedie@gfgr BIST and on-line
test scenarios.

Practical results have demonstrated the feasibility of using-adst 1-bit converter
in test schemes for high frequency analog circuits, @h lon-line and BIST. The
proposed techniques are based on spectral analysisdiegtéhe method presented in
chapter 3.

In the next chapter we extend the capabilities of the propeeegbler in order to
measure noise levels, allowing the evaluation of noise figure.
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/7 NOISE FIGURE

Noise figure is a key parameter in the design of low noiggems, like
communication and instrumentation devices. For communicaysteras, the noise
figure is used in the characterizations of the entire syst&artjing from components
(like transistors) to complete functional blocks (like mixers amgblifiers). The noise
figure of the whole communication system can be determindteiindividual noise
figures from the system components are known. Also, thesitvity of the
communication system can be determined from the knowletiglee bandwidth and
noise figure (HEWLETT-PACKARD, 1983).

In this section we develop a measurement method for figise based on digital
signal processing, suitable to be implemented in the SoC emerdn as it reuses
processing and memory resources already available inotbe/ASone-bit digitizer that
is permanently connected to the desired analog test poinded, thus minimally
disturbing the circuit under test. Thanks to the simplicity ofchweverter, low analog
area overhead is obtained, and no impact is made owigefigure of the circuit being
tested, that is, the proposed BIST does not increase igelaeel to be measured.

The ultimate goal of this work is to show that, by using the IginBdST cell
presented in chapter 4, one can measure not only freguelated parameters of the
circuit under test, but rather one can obtain information tifero important
characteristics like noise figure.

The first section presents a technical review of conaegfarding noise in analog
circuits. Then, measurement techniques are presented a@nd sihtability for
implementation in the SoC environment is discussed. The Yrfastthod is then
discussed in more details, regarding practical implementatiorsissfter that a
measurement technique based on reusing an ADC alrgadgnp in the system is
discussed. The chapter finishes with the development eéaaumement technique based
on the statistical sampler, providing practical results that indicatperformance of the
method.

7.1 Noise in analog circuits

In this section some background information regarding noisgacterization in
analog circuits is provided. First noise figure is defined,thed measurement methods
are presented.

7.1.1 Definitions

A common parameter used to characterize the noise belwdvam analog electric
signal (such as the output of a sensor or amplifier) is the sigrabdise ratio (SNR). It
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is a ratio of the signal power to the noise power, expilasséB, as shown in Equation
7.1. In this equation, ¥is the signal RMS value, and,\6 the noise RMS value.

2
N

2
SNR= 10%910(\\;—5] dB (7.1)

Thermal Noise or Johnson Noise is the noise generatedefrea resistor at a given
temperature (MOTCHENBACHER, 1993). In Figure 7.1 it is illated the noise
model of a real resistor.

noise
generator

real noiseless
resistor resistor

Figure 7.1: Noise model of a real resistor.

The noise generated depends on several factors, as shdwguation 7.2. In this
equation, T is the temperature in Kelvin, R is the resistanice wva Ohms, B is the
bandwidth being analyzed and k is the Boltzmann’s Con§ladte-23). A 1R resistor

produces a noise voltage of 4nV rms when consideripgnawidth B of 1Hz and the
standard temperature of 290K (17°C).

E, = VALK [RB (7.2)

Noise Figure (NF) and noise factor (F) are parameta¥d to characterize the noise
behavior of alevice or circuit In Figure 7.2, the input signal to a device comes from a
real resistor with resistance; Rt temperature of 290K.

SNRlNIj:: . SNRoyr
=4

Figure 7.2: Noise characterization of a 2-port device.
The following is the definition of Noise Factor:

"Noise factor (F) of a two-port device is the raticthe available output noise
power per unit bandwidth to the noise caused byatieal source connected
to the input terminals of the device, measuredatstandard temperature of
290K" (HEWLETT-PACKARD,1983).

The expression for the Noise Factor is given by

F= SNR,
SNRyy+
The noise figure (NF) is defined as thenoise factor (F) in dB

(HEWLETT-PACKARD, 1983; MOTCHENBACHER, 1993). In (RAAVI, 1998) no
similar distinction is made.

(7.3)

NF =100og,,(F) dB (7.4)
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The IEEE standard definition (from (HEWLETT-PACKARD,1®8 is given by
Equation 7.3, whereN, is the noise added by systeriy is 290K (standard
temperature)B is the system bandwidtk,is the Boltzmann constant afdis the gain
of the system.

_ N, +KIT,[BIG

(7.5)
k[T, BIG

The definition of noise figure is based on the assumptian lwfear system. Some
extensions for non-linear systems have been proposednli¢{GEENS, 2001), but are
not going to be analyzed in this work.

Some usual noise figure values are illustrated in Table t@dether with the
corresponding noise factor. Note that the typical valueoide figure for an RF low
noise amplifier is 3dB. For an RF mixer, the value is abOuiB. A circuit that does
not add noise to its input would have a noise figure of O dB.

Table 7.1: Some reference values for noise figure aise fiactor.
NF(dB) F Example

0 1 noiseless analog circuit

3 2 RF low noise amplifier
10 10 RF mixer
Source: RAZAVI, 1998.

Another definition is thenoi se tenperature, which is the temperature of the
source resistance that generates thermal noise equal tovibe deise, as shown in

Figure 7.3.
N

T=0 Real
Amplifier

Same noise levels
Figure 7.3: Noise temperature of an amplifier.

Regarding a cascade of blocks, the noise figure woulndstly influenced by the
first block if the gain of this block is large, according to Emgs formula expressed in
Equation 7.6 and illustrated in Figure 7.4 (MOTCHENBACHER93).

rv— —s
H

T

stage1l  stage 2 stage 3
l[:""1-F1 GZ-FE GS'FZ!

Figure 7.4: Noise in cascaded stages.
F,-1 N F, -1
G GG,

Fios=F + (7.6)
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7.1.2 Measurement Techniques

Some methods have been developed in order to égalba noise figure of the
system under test. The methods are based on thieatjgm of a known signal (noise
and/or sinusoidal) and measurement of the outptiteo$ystem, as shown in Figure 7.5.

{ :J i DUT

generatar heter

Figure 7.5: General noise figure measurement setup.

7.1.2.1 Direct Noise Measurement Method

In this method the signal generator is not usetbadl is connected to the input of
the system, at a temperature of 290K. The metelingayives the output noise power of
the DUT (numerator of Equation 7.5). If one knows measurement bandwidth (B)
and the gain of the DUT (G), the denominator in &wn 7.5 can be determined and
the noise factor is evaluated directly (HEWLETT-R&&RD, 1983).

7.1.2.2 Signal Generator Twice Power Method

In this method a two-step process is requiredt, firee output power is measured
with a load connected to the input of the systena &&mperature of 290K. Then, a
signal generator is connected (as in Figure 7.8)isnoutput power is adjusted in order
to produce a 3dB increase in the output power ®DQWT. If one knows the generator
power level and measurement bandwidth, one carkEqgaation 7.7 to obtain the noise
figure, without knowledge of the DUT gain (HEWLETHACKARD, 1983).

Pgen
AT -
0

7.1.2.3 The Y-Factor Method

This method is based on the use of a calibratedensource, and is used in
commercial noise figure analyzers (HEWLETT-PACKARI®83). A calibrated noise
source is usually a reverse-biased diode noisecedifEWLETT-PACKARD, 1983).
The method is also a two-step process: with thesen@ource turned off (at a
temperature of 290K, or cold temperature), the Daditput power N, - is measured.
Then the noise generator is turned on, and thee mmigput power Ny - for the hot
temperature is recorded. The Y factor is the ratithese powers:

N

v= (7.8)

c

Knowing that the noise power at the output of théTDs simply the noise added by
the systemN,) plus the amplified input noise, one can write

N, =k T, BG+N, (7.9)
N, =k [T, BG+N, (7.10)

After applying Equations 7.9 and 7.10 to EquatioB8 @nd developing using
Equation 7.5, one obtains the Y-Factor formula (CANTES, 2002),
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teats
TO TO
F= (7.11)

Y-1

To is the reference temperature of 290K. If the neiz@rce cold temperature is not
290K, this provides a correction term. This equatan be rewritten in order to take
into account the noise powers, instead of temperst(GEENS, 2001), as shown in

Equation 7.12.
Ny gy Ne g
N0 N0
F= (7.12)

Y-1

7.1.3Noise Figure Techniques for BIST

The use of embedded noise sources for noise fipeasurements has already been
reported. In (BELAND, 1999) a thin-film resistorhaeen used as an on-wafer noise
source. Diode noise sources have been investigai@ANDA, 1999). To the authors'
knowledge no technique dedicated to BIST has beepoged. A production test
scheme based on signature testing has been proppé¢@ORAKARANAM, 2002),
where noise figure measurements have been inginacitie.

7.2 A NF BIST in the SoC environment

In this section the implementation of methods &timeating noise figure suitable for
BIST in a SoC environment are discussed.

7.2.1 Direct method

An implementation of the direct method would be sh®wn in Figure 7.6. A
nominal load Rmust be applied at the input at a temperature;e290K. The output
of the DUT must be amplified and routed to the ADCthe system for further

processing.
Rs
DUT AD
T || U ~>|>—>
G

Gau a
Figure 7.6: Direct method setup (NEGREIROS, 2005-a)

One practical disadvantage of this setup is relédedariations in the gain of the
amplifier (G). This gain multiplies both terms in Equation 7.b8t only the numerator
is measured. This way, any deviation in the anglifjain (from Gto G;) will cause
an error in the noise factor estimation. This iss@iexpected to occur because of
process variations that may affect the gain otimlifier.

F — (Na + kl:ro |:Bl:(I':"DUT)(-:"aI
k[:ro |:B|]3DUT |]33

(7.13)

7.2.2 Y-factor method

If one could embed a suitable noise generator,gbalrie to provide two known
noise levels, it would be feasible to implementogsa figure measuring system based
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on the Y-factor technique. The system level setippriesented in Figure 7.7. A
programmable attenuator provides the noise levedsled for the NF measurement. The
generator noise level can be measured throughalieay analog path to the ADC.

noise
generator [P] atenuator (»  DUT —>[>—> AD
G

Th,Te Gaut a
Figure 7.7: Y-factor setup (NEGREIROS, 2005-a).

This setup does not possess the same sensitivitiyaioges in the amplifier gain as
the direct method. Both numerator and denominatdtquation 7.14re measured, So
any deviations in the amplifier gain (from, ® G;) are corrected.

_ (N, +kIT, [BIGyr)G,'
(Na + k D_C ‘:B |:q‘;DUT)(BaI

(7.14)

In the next section an analysis of uncertainty eammercial noise sources is
provided, and it is shown that even large errdes 5% in the hot temperature can still
provide useful measurements for noise figure estimaif an error of+0.3dB is
acceptable (for noise figures of 3dB and 10dB). seherrors could be used as
guidelines in the design of the noise generatoradtahuator.

7.3 Practical issues in the Y-factor method

In this section some results regarding value ardracy of noise temperatures and
its impact on noise figure measurements are discuss

7.3.1 Noise temperature values

In Table 7.2 simulation results are presented ckggra unit gain amplifier with a
fixed 10dB noise figure. The simulation useg=I0000K and the Y factor method.
Evaluation of output power was made using 10000pszsnfrom the DUT output for
the given cold temperature.

By looking at the NF error presented in Table b8e can notice that the error
increases as the Y factor approaches unity. Ootter hand, noise figure errors of less
than 0.1 dB could be obtained using higher noiseptFatures for thecold
measurement.

Table 7.2: Noise figure measurements for a 10dBenfigure device and for different

values of T.
Te Y F NF NF Error (dB)
(dB)

(K) mean deviation
290 4.3 10.0210.0082 0.0284 0.0364
1000 3.49 9.98 9.9936 0.0280.0364
5000 1.66 9.99 9.9918 0.1408.1896

9000 1.08 10.599.8528 1.54972.0904
Source: NEGREIROS, 2004-c.
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7.3.2 Noise temperature accuracy

In this section we are interested in obtainingrtbise temperature accuracy from the
specifications of commercial noise sources (HEWLHIACKARD, 1989;
AGILENT, 2002). In Table 7.3 some noise sourcespaesented, with its ENR (excess
noise ratio) value and associated uncertainty.

The ENR is defined as shown in Equation 7.18sTassumed to be 290K {jTwhen
it is calibrated (HEWLETT-PACKARD, 1983).

ENRzloﬂbglo(T“_l__T°j dB (7.15a)

0

T
ENR=100og,,| — | dB (7.15Db)
T,-1

According to Equation 7.15b, if one knows the ENRa@iven noise source, then it
is easy to estimate the values of the noise tehpes As shown in Table 7.3, for a

15dB noise source the ENR is about 32, so thegmmperature is about 30 timeg For
a 3dB noise source the hot temperature is abaotes tT.

Table 7.3: Noise sources specifications and ENgesan

noise ENR  Uncertainty ENR values (linear)
source

(dB) (dB) min. nom. max.
N4001A 15 0.14 30.62 31.62 32.66
346B 15 0.24 29.92 31.62 33.42
N4000A 6 0.16 3.84 398 4.13
346A 6 0.25 3.76 3.98 422

Source: NEGREIROS, 2004-c.

If we assume that all uncertainty is associatedh®& hot temperature, we could
estimate a percent error in the hot temperatuedf ifor the commercial noise sources.
This is presented in Table 7.4. For example, a BNR noise source has a nomingl T
of 4.98T or 1444.2K (for T=To=290K). The +5% error means that the real temperatu
could be 1516.41K. Note that noise temperaturegisvalent to noise power (in the
context of Equation 7.12).

Table 7.4: Worst case percent uncertaintyyn T

noise source error (%)
N4001A +3
346B +5
N4000A +3
346A +5

Source: NEGREIRQOS, 2004-c.
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7.3.3 Effect of temperature uncertainty in noise figure evaluation

In this section we analyze the effects of uncetyain T, in the evaluation of two
different noise figure levels: a 3 dB device (daw noise amplifier) and 10dB device
(ex.: mixer).

Variations oft 5% have been used in,fustified by the results in Table 7.4. For a
3dB noise figure device (like a low noise amplifjeresults are shown in Figure 7.8.
The noise source has a 6dB ENR. Analysis of Figuereveals that the maximum

error in the noise figure estimation is abau®.3 dB, for a 3dB nominal noise figure
value.

Y=2.9947 Th=4.98*To Tc=To F=2 NF=3dB

Estimated F

3.4 T T T T T T T T

| | | | | | I I |

—_ | | | | | | | | |

832~ ‘

L | | | | | |
B 3F-——-—- B gy S IR —

= | | | | | |

£ | | | | |
Z 28 L _ - __ [T T T

if] | | | | | | | |

| | | | | | | | |

2.6 1 1 1 1 1 1 1 1 1
-5 -4 3 2 -1 0 1 2 3 4 5

Error (%)

Figure 7.8: Effect of Jvariation in noise factor (up) and noise figurewah) for a 3dB
nominal noise figure (NEGREIROS, 2004-c).

In Figure 7.9 a 10dB nominal noise figure devidke(la mixer) was simulated, and
the error obtained for the same temperature vanatis shown. The maximum error is
about+ 0.3 dB.

We conclude that even large errors like 5% in tbetemperature can still provide
useful measurements for noise figure estimatioaniérror ot 0.3 dB is acceptable.

Y=1.3980 Th=4.98*To Tc=To F=10 NF=10dB
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Figure 7.9: Effect of Jvariation in noise factor (up) and noise figurewah) for a 10dB
nominal noise figure (NEGREIROS, 2004-c).
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7.4 A method for noise figure BIST reusing the ADC of lhe system

In this section we discuss a method for estimatioige figure suitable for BIST in a
SoC environment. One can notice that current Sa@® Iplenty of processing and
memory resources. Also, digital to analog conver{&DC and DAC) are expected to
exist.

If one could embed a suitable noise generator,gballe to provide two known
noise levels (with bounded error levels of aboud S5%would be feasible to implement
a noise figure measuring system. The system letapss presented in Figure 7.10. A
programmable attenuator provides the noise levessled for the NF measurement. The
generator noise level is measured through an anxiknalog path to the ADC. This
setup provides a way to evaluate the ENR of theensource, as one is able to estimate
the error in the attenuators.

Programmable y
Attenuator Amplifier

Noise o - I
Generator | i " v DUT ADC

H H
DT T T T e T LT LT e LT T T T P P T PP T T T TP T LTI w

Figure 7.10: Noise figure BIST (NEGREIROS, 2004-c).

The power meter or spectrum analyzer can be bsiiguresources already available
in the SoC: analog to digital converter, memory a@mocessor. Observability of the
analog circuitry can be increased by the use of@swand analog routing to additional
analog test points.

The injection of the noise signal in a specificrgan the circuit is an issue. The use
of circuit reconfiguration is not recommended begaof the analog path degradation
introduced by muxes and switches. An ideal solutwonild be the insertion of the noise
only in a single point (at the input of the wholestem) and the observation of several
test points by the data acquisition system (throaghlogue routing to the AD, for
example).

As noise levels are expected to be quite low itagercases, signal conditioning will
be required in the general case. So, one might ageshalogue amplifier in order to
observe noise levels in initial sections of thenaigpath. This may impact the capability
of observing other test points.

On the other hand, the noise figure of the entiteley section can be determined
from the proposed approach. For some BIST problgmsscould be enough, as the
noise figure can be defined for the whole system.

7.4.1Low cost noise generator

As previously observed, an error of 5% in hot terapge knowledge had little
impact on the measured noise figure. This indicttas noise could be generated by a
low cost generator, as precision requirements@rewhat relaxed.

For low frequencies a low cost generator can bét lbsing a switch-controlled
resistive-capacitive circuit that will be randondgmpled, as illustrated in Figure 7.11.
This sampling process is clocked according to thigut of a Linear Feedback Shift
Register (LFSR). Then the output value of this wircwill change randomly.
Waveforms are as shown in Figure 7.12.



120

In order to address the needs of higher frequeircyits, the scheme proposed in
Figure 7.13 could be used. The noise is frequerarnstated to the measurement band
using an additional mixer. Then noise figure measents can be carried out at the
nominal frequency of the device being analyzed.

. .L_/ _NF\QA% S&H |—eoV,
Vdcl
= —E: Tsample

Figure 7.11: Noise generator (FLORES, 2002).
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Figure 7.12: Signal generation waveforms (FLORE® 2.
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Figure 7.13: Noise frequency translation for higlmequencies (NEGREIROS, 2004-c).

7.5 Noise Figure Evaluation Using Low Cost BIST

A technique for evaluating noise figure suitable BIST implementation is
described. It is based on a low cost single-bittidegy, which allows the simultaneous
evaluation of noise figure in several test poirftthe analog circuit. The method is also
able to benefit from SoC resources like memory@modessing power.

7.5.1Proposed method for NF measurement

Some problems are not addressed in the strateggniesl in Figure 7.10: the AD
converter of the system is used, so simultaneogsisiton is not possible. Also,
routing of analog signals to the ADC may be difficuThere is a need for a



121

multiplexing device at the input of the ADC, whightroduces non-linearity and
distortion in the signal.

If the ADC is replaced by a simple digitizer, like Figure 7.11, some advantages
like the possibility of simultaneous observabilgtigd no need for multiplexing devices
is achieved. Also, because of the simplicity of thgitizer, it can be permanently
connected to the analog test point, thus avoidimgtckes which degrade the
performance of the analog circuit under test.

amplifier

noise

generator [ attenuator = DUT = Digitizer

A

reference
waveform

Figure 7.14: Proposed NF setup using statisticapser (NEGREIROS, 2005-a).

As the Y-factor method requires the evaluation ofado of signal power, the
digitizer must be able to measure noise power ¢evel

In this work the digitizer uses a voltage comparatad a reference signal in order to
perform the data acquisition. The requirementfefreference signal are modest (in the
sense that only a small frequency band is usetiarcalibration process), allowing a
simple and low-cost signal generator to be used.

7.5.2 Evaluating power levels

In the following, a Matlab simulation illustratelset idea of measuring noise levels
using a reference waveform. In a real applicatiooise and reference waveforms
should be amplified in order to enable the use wdltage comparator.

If one applies a constant-amplitude square waveasiy the digitizer of Figure 7.15
as a reference signal, noise levels can be detednifim simple strategy is followed.

. comparator .
bty Mo LN 2
; ] D Q
Reference signal /
sampEb

Figure 7.15: Signals for noise level measurements.

Two noise levels were applied to the digitizer gsthe same square wave as
reference. Signals are as shown in Figure 7.16. $hoelld notice that noise levels
should be always greater than the reference levels.

5 5
o 1]
& 5
I I 1 I
al 100 140 &0 100 150

Figure 7.16: Noise and reference waveforms for(ledt) and cold (right) noise
temperatures.
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The power spectrum density evaluation of the b@ash at the output of the digitizer
is shown in Figure 7.17. One can notice that thisentevels remain similar, while
amplitude levels of the reference square waveaaget.

'dI:I T T T T T T
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Figure 7.17: Power spectrum density (NEGREIROS5280

As the reference level is constant, a simple nama@bn procedure can be used.
One can evaluate the maximum amplitude of bothtsp@nd apply a correction factor
to one of the power spectral density plots.

Spectrum is normalized using the same reference signal

40 -
/ Noise levels can be compared after normalization
2 30+
g
=3
Q) £ o}
g
10+
0= "“":*WAM*WKW ; — R e ANt Bl
0 220} 40 60 80 100 120
Frequency
256¢
2 L
g M
Zhap ™=~ o
b) = noise level hefore normalization
=l
=
------- 5
0.5 noise level after normalization
I:l 1 1
o5 5] E5

Fregquency

Figure 7.18: Power spectrum density after normabdnaa) full view and bxoomat
60 Hz.

Figure 7.18 shows different noise levels, obtaibefibre and after the normalization
procedure. One can observe that the noise levele wery close before the
normalization procedure. In order to make a numasiaparison, noise power ratio was
evaluated using three different methods: ratio eamsquare values (evaluated in time
domain), ratio of PSD data and ratio of PSD dabanfithe 1-bit digitizer. The values
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obtained are presented in Table 7.5. For the tldid, the reference waveform must be
excluded from the power ratio evaluation (the reiee is not part of the signal being
measured). If this is accomplished, about 2.5%renrthe power ratio was observed in
the simulation, as presented by the last line inld&.5.

Table 7.5: Noise power ratio evaluation and derpadhmeters for JF10000K and

T.=1000K.
Met hod Noi se power ratio F NF( dB)
Mean square ratio 3. 4866 10.03 10.01
PSD ratio 3. 4766 10.08 10.03
1-bit PSD ratio
excl udi ng
ref er ence 3.5620 9. 66 9.85

Source: NEGREIRQOS, 2005-a.

7.5.3Noise and reference levels

Simulations were carried out in order to evalulte dccuracy of noise power ratio
estimates as a function of the amplitude of therezfce waveform. Figure 7.19 shows
the error in power ratio estimates for gaussiaseol he reference waveform amplitude
level is related to the overall accuracy of the hodt for very small amplitude
references, a large error is expected because isé mevels disturbing the reference
amplitude. Very large references may lead to noedr distortion of the digitizer.
Amplitudes in the range of 10% to 40% of the ndeseel should give reasonable
results.

error in power ratio [%]

reference amplitude [Vref/Vnoise*100%]

Figure 7.19: Error in power ratio estimates vergafisrence amplitude (NEGREIROS,
2005-a).

7.5.4 Experimental results

In order to verify the approach a test setup wgdemented in order to measure the
noise figure of a non-inverting amplifier. The geadesetup is shown in Figure 7.20. In
order to change the value of the noise figure @f tircuit, a different operational
amplifier was used. As the equivalent noise volsagie provided by the data-sheets of
the components, one is able to calculate the eegewminal value of the noise figure
of the circuit, according to the opamp used (STEFFE96).
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Figure 7.20: Diagram of the experimental setup (REGROS, 2005-a).

The opamps used were the OP27, OP07, TLO81 and 4DA3he corresponding
expected noise figures where in the range of 3.7B.6.2dB. In order to avoid
interference pickup, the circuit was assembled nnaluminum case, being battery
powered, as shown in Figure 7.21.

Figure 7.21: Prototyped circuit (NEGREIROS, 2005-a)

External noise generator and sine wave generaton (8P33120A) were used. The
reference waveform was at 3kHz, while the noisesmesament bandwidth was at 1kHz,
as indicated in Figure 7.22. The output of the ttigr was acquired using a digital
scope (HP54645D). Data was processed using Mattathl acquisition length was 1e6
samples and the FFT size was 1e4 samples. Thdsredthined after processing are
presented in Table 7.éhcluding the expected noise figure values frons@caircuit
analysis (STEFFES, 1996).
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Figure 7.22: PSD plot for noise levels after notiraion (NEGREIROS, 2005-a).

Table 7.6: Noise figure results fog=F290K and T=2900K.
Opamp Expected Measured

oP27 3.7 3.69

OPO7 6.5 4.841
TLO81 10.1 9.698
CA3140 16.2 14.02

Source: NEGREIROS, 2005-a.

7.5.5 Analysis

The experimental results presented in the lastasetiave indicated the feasibility
of implementing the approach for practical circuitise figure measurements were
carried out with a 2 dB maximum absolute error.

The proposed strategy makes use of a referencealsignorder to perform the
normalization process. Even a low-cost generatoidcbe used, as the normalization
process would track the main frequency componergrggarding harmonics, for
example). This would enable the use of low quali#yerence waveforms, as the
harmonics are not used in the normalization procés® amplitude of the main
component, however, should be constant.

The need for analog signal conditioning, as a lggim amplifier, is related to the
signal levels that should be measured. In genanahmplifier will be required for noise
measurements (MOTCHENBACHER, 1993). This overheadldc be minimized by
observing that the noise figure of a cascade @festas mainly the noise figure of the
first stage as indicated by Friis (Equation 7.6).
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7.6 Conclusions

In this chapter techniques for the evaluation asadigure in a BIST environment
were discussed. As the techniques are based on &y .are able to benefit from
resources already available in the SoC environment.

A simple voltage comparator was used as digititers discarding the need for an
ADC. The technique also extends the capabilitiea sfmple and low cost BIST cell
presented in chapter 4, allowing one to performgdesncy and noise measurements.



127

8 FINAL REMARKS

Analog test in the SoC environment is still an opssue. The availability of
processing power and digital signal processing lwépes, large amounts of available
memory and programmable logic can be used in thvelolement of test strategies
targeted for BIST. However, the overhead of adddloADC and DAC converters may
be too costly for most systems, even for on-lirgt. te

In this work, a method that can enable BIST andirmm{est for analog and mixed-
signal cores in the SoC environment was developeé. of the main goals was to trade
analog area for digital area, to benefit from textbgy scaling. Also, to develop a test
technigue mainly digital, that could benefit fror®S resources.

In order to reach these goals, a simple and lowdiggizer was used instead of an
ADC. It has several unique characteristics like bovalog area overhead, simplicity and
low cost. Because of these characteristics, mal@plalog test points can be observed,
as the converter can be replicated and used inmaeest points.

As the digitizer is always connected to the andkxy point, it is not necessary to
include muxes and switches that would otherwiseategthe signal path or disturb the
analog circuit in an unacceptable way. This resallso in an increase in the
observability of the analog signal path, enablinthlon-line and BIST strategies.

The converter is able to reach higher frequenogeslise of its simplicity, enabling
the implementation of low cost RF test strateghesthe converter is always connected
to the test point, its input impedance can be takém account in the design of the
circuit, and no impedance change will occur whilégst mode.

The converter also allows one to perform frequesnoy noise measurements, being
intrinsically noise-immune, as it benefits from seicharacteristics.

The test strategy is based on a statistical sartipié¢ican be made transparent to the
statistics of the input signal, although the sigitaélf cannot be reconstructed. A
mathematical analysis of this statistical samplas been developed. The underlying
philosophy of the test method, with results foen and non-linear analog systems was
presented.

The proposed sampler also allows the use of ditgsters to perform the test of
analog and mixed signal circuits: as the outputhef statistical sampler is a digital
signal, it could be routed easily to an externgitdl tester.
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8.1 Contributions

In this section we analyze the main contributiohghts thesis. As the focus has
been analog test in the SoC environment, the dpredat of a simple and low cost
digitizer was essential. The proposed digitizer b the development of several
testing approaches that were discussed througittiiesis. We summarize these
contributions in the following.

The statistical sampler developed in chapter 4 lesathe observation of the
statistics of analog signals. In Table 8.1 it iassified as a new access method, along
with other works. The table is taken from chapter 2

Table 8.1: Access methods.

CLASS METHOD PROBLEM

Fully analog Analog scan needs digitizer
(WEY,1990)
Transparent blocks needs digitizer
(VAZQUEZ, 1996; RENOVELL, 1996-b)
Mixed-signal test bus needs digitizer
(IEEE, 2000)

Digital output Modified digital boundary scan low-frequency, not
(MILOR, 1998) flexible
Window comparator low-frequency
(VENUTO, 2001-a)
Periodic waveform digitizer periodic signals
(LOFSTROM, 1996; NOGUCHI,2005)
Statistical sampler only signal statistics
(NEGREIRQOS, 2003-c) are acquired

In chapter 3 a test method based on frequency doweas developed. This method
was successfully used with the proposed samplércdiualso be used with any ADC.
As a new test method, Table 8.2 lists the technajoleg with other works.
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Table 8.2: BIST methods.

CLASS METHOD PROBLEM
Vector-based Sinusoidal input input selection
(SLAMANI, 1992; HAMIDA, 1993)
General waveform input simulation time, input
(HUYNH, 1998) selection
DC-level dc only
(VENUTO, 2001-a; RENOVELL, 1996-a)
Pseudorandom signal generation, test
(OHLETZ, 1991; MARZOCCA, 2002) time
BIST framework periodic signals
(HAFED, 2002)
Analog random-noise analog noise generator
(NEGREIROS, 2003-a)
Vector-less  Oscillation-based may degrade circuit
(ARABI, 1997; HUERTAS, 2000) performance
Supply current based needs calibration,
(SILVA, 1996) specific

The statistical sampler developed in chapter 4be@s employed in the on-line test
scenario. We have classified it in Table 8.3.

Table 8.3: On-line test methods.

CLASS METHOD PROBLEM

Duplication Analog replication area overhead, specific
(LUBASZEWSKI, 1995)
Digital modeling area overhead,
(COTA, 2000-a; SOUZA, 2002) computational load

Checksum Continuous checksums specific, needs
(CHATTERJEE, 1993) digitizer for check

Checkers Analog checkers specific, needs
(LUBASZEWSKI, 2000; VELASCO- digitizer for check
MEDINA, 1998)

Digital monitor PSD-based analog noise
(NEGREIRQOS, 2003-c) generator

Besides general techniques, some research lines teoeived more attention,
namely pseudorandom testing, RF testing and ngjseefevaluation.

In the context of pseudorandom testing studiedhampter 5, this work verified the
use of single bit conversion for analog testingst-ithe use of a single bit noise
generator was proposed (NEGREIROS, 2003-d). Aftat the use of 1-bit conversion
was verified (NEGREIROS, 2003-b). Finally, a contlel-bit test system was
developed for pseudorandom testing (NEGREIROS, )03 he technique developed
in (NEGREIROS, 2003-e) presents the lowest costtarms of digitizers for
pseudorandom techniques. This line of researchesepted in Table 8.4.
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Table 8.4: Pseudorandom test.

METHOD

Analog random-noise (NEGREIROS, 2003-a)
digital noise (NEGREIROS, 2003-d)
1-bit ADC (NEGREIROS, 2003-b)

digital noise and 1-bit ADC (NEGREIROS, 2003-e)

The test of high speed analog circuits has beealde®d in chapter 6. Subsampling,
BIST and on-line techniques were addressed, asrsirolvable 8.5.

Table 8.5: RF test.

METHOD

Subsampling (NEGREIROS, 2003-f)
BIST (NEGREIROS, 2004-a)
On-line (NEGREIROS, 2005-c)

In order to allow the measurement of noise withdtatistical sampler, a technique
for noise figure measurement was developed in ehaptand this work is summarized
in Table 8.6.

Table 8.6: Noise figure measurement.

METHOD
Using the statistical sampler (NEGREIROS, 2005-a)
Using the system ADC (NEGREIRQOS, 2004-c)

The work presented here has been referenced by mkearch groups in some
publications, as indicated in Table 8.7.

Table 8.7: Citations in the literature.

CITATION WORK
AKBAY, 2004-a 2003-b, 2002-b
AKBAY, 2004-b 2003-e

BHATTACHARYA, 2004-a 2003-b, 2004-a
BHATTACHARYA, 2004-c 2003-b, 2004-a

HONG, 2004 2003-b
HSIEH, 2005 2004-a
SANAHUJA, 2005-a 2002-b
SANAHUJA, 2005-b 2002-b
SILVA, 2005 2004-a
SU, 2004 2002-b

8.2 Future works
Although much effort has been made in this workréhare still open issues.

In the application side, the effective use of thatistical sampler in practical
applications was restricted to prototyped circwigth discrete components. Its
application to an integrated circuit as a BIST omoaild add significant improvement to



131

this work, mainly for practical purposes. Methodsatlow fault insertion and validate
the methodology in silicon should be addressedlisidase.

The use of the statistical sampler has been resirio ac coupled circuits. The use

of dc-coupling could be addressed, using as stppimint the strategy presented in
(NOGUCHI, 2005).

For RF testing, pushing the limits of current hgpgeed voltage comparators is work
in progress and could not be included here. Futharacterization of the technique and
its application to other RF blocks like frequengynthesizers and to measure other
parameters like jitter could also enhance the wdhe implementation of RF checkers
with the statistical sampler is another possibkersion to this work.

Additional theory for low frequency signals (in cparison to noise frequency) has
been developed in a related work (SOUZA, 2004-alJ3Q, 2004-b). Other cases
should also be analyzed in order to effectivelytheetechnique.



132

REFERENCES

ABRAMOVICI, M. Digital systems testing and testable desigiNew York: IEEE,
1990.

ABRAHAM, J.A.; ABRAMOVICI, M.; IEVENDEL, I.; MOTTO, S.; NICOLAIDIS,
M.; ZORIAN, Y. Roundtable: Online TedEEE Design & Test of Computers [S.1.],
v.16, n.1, p.80-86, Jan.-March 1999.

AGILENT. N4000A, N4001A, N4002A SNS Series Noise Sources 10 MHz to 26.5
GHz - Agilent Product Overview.[S.l.], 2002.

AKBAY, S.S. et al. Low-Cost Test of Embedded RF/hg@Mixed-Signal Circuits in
SOPs.IEEE Transactions on Advanced Packaging[S.l.], v.27, n.2, p.352-363,
May 2004-a.

AKBAY, S.S; CHATTERJEE, A. Feature Extraction Badedilt-In Alternate Test of
RF Components Using a Noise Reference. In: IEEEIVIESST SYMPOSIUM, 2004.
Proceedings. . Los Alamitos: IEEE Computer Society, 2004-b. p.273-.

ANALOG DEVICES.AD831-Low Distortion Mixer Data Sheet.[S.l.], 1995-a.
ANALOG DEVICES.ADSP-2100 Family User's Manual[S.l.], 1995-b.
ANALOG DEVICES.AD96685-Ultrafast Comparator Data Sheet[S.l.], 2001.

ANDO, B.; GRAZIANI, S. Adding noise to improve memement. IEEE
Instrumentation & Measurement Magazing [S.l.], v.4, n.1, p.24-31, March 2001.

ANDREWS, L. C. Analysis of a cross correlator with clipper in one channel
(Corresp.)IEEE Transactions on Information Theory, [S.l.], v.IT-26, p.743-746,
Nov. 1980.

ARABI, K.; KAMINSKA, B. Testing analog and mixedgal integrated circuits using
oscillation-test method.IEEE Transactions on Computer-Aided Design of
Integrated Circuits and Systems|[S.l.], v.16, n.7, p.745-753, July 1997.

BELAND, P. et al. An enhanced on-wafer millimeteawe noise parameter
measurement systenEEE Transactions on Instrumentation and Measurement
New York, v.48, p.825-829, Aug. 1999.

BENDAT, J. S.; PIERSOL, A. GRandom Data: Analysis and Measurement
Procedures. New York : John Wiley, 1986.



133

BHATTACHARYA, S.; CHATTERJEE, A. A Built-In Loopbdc Test Methodology
for RF Transceiver Circuits using Embedded Senswcu@s. In: ASIAN TEST
SYMPOSIUM, 2004 Proceedings. . . Los Alamitos: IEEE Computer Society, 2004-a.
p.68-73.

BHATTACHARYA, S. et al. System-level testing of Rifansmitter specifications
using optimized periodic bitstreams. In: IEEE VLIEST SYMPOSIUM, 2004.
Proceedings. . Los Alamitos: IEEE Computer Society, 2004-b. p.-224.

BHATTACHARYA, S.; CHATTERJEE, A. Use of Embedded riSers for Built-In-
Test of RF Circuits. In: INTERNATIONAL TEST CONFEREE, 2004.
Proceedings. . Los Alamitos: IEEE Computer Society, 2004-c. p-80D.

CASTANIE, F.; HOFFMANN, J. C.; LACAZE, B. On the germance of a random
reference correlatorlEEE Transactions on Information Theory, [S.l.], v.IT-20,
p.266-269, March 1974.

CHATTERJEE, A. Concurrent error detection and faolérance in linear analog
circuits using continuous checksum&EE Transactions on Very Large Scale
Integration (VLSI) Systems, [S.l.], v.1, n.2, p.138-150, June 1993.

CHATTERJEE, A; KIM, B. C.; NAGI, N. DC built-in sékest for linear analog
circuits.IEEE Design & Test of Computers [S.l.], v.13, n.2, p.26-33, Summer 1996.

COLLANTES, J.M.; POLLARD, R.D.; SAYED, M. Effectsf®UT mismatch on the
noise figure characterization: a comparative amalgbtwo Y-factor techniquesEEE
Transactions on Instrumentation and MeasurementNew York, v.51, p.1150-1156,
Dec. 2002.

COTA, E. et al. A New Adaptive Analog test and Diagis System.[EEE
Transactions on Instrumentation and MeasurementNew York, v.49, n.2, p.223-
227, April 2000-a.

COTA, E. et al. Reuse of Existing Resources forldgd@IST of a Switch Capacitor
Filter. In: DESIGN, AUTOMATION AND TEST IN EUROPE2000.Proceedings. . .
Los Alamitos: IEEE Computer Society, 2000-b. p.238-

FLORES, M. G. et al. A Noise Generator for Analoggtigital Converter Testing. In:
SYMPOSIUM ON INTEGRATED CIRCUITS AND SYSTEMS DESIGRO002, Porto
Alegre, Brazil. Proceedings. . .Los Alamitos: IEEE Computer Society, 2002.
p.135-140.

FLORES, M. G. et al. A Noise Generator for Embed@aduits TestingJournal Of
Integrated Circuits And Systems Porto Alegre, v. 1, n. 1, p. 38-43, 2004.

GEENS, A.; ROLAIN, Y. Noise figure measurements mmonlinear deviceslEEE
Transactions on Instrumentation and Measurement New York, v.50, n.4,
p.971-975, Aug. 2001.

GODIVIER, X.; ROJAS-VARELA, J.; CHAPEAU-BLONDEAU, FNoise-assisted
signal transmission via stochastic resonance iln@ednonlinearityEletronic Letters,
[S.1], v.33, n.20, p.1666-1668, Sept. 1997.



134

HAFED, M. M.; ABASKHAROUN, N.; ROBERTS, G.W. A 4-GHeffective sample
rate integrated test core for analog and mixedasigimcuits. [EEE Journal of Solid-
State Circuits, [S.l.], v.37, n.4, p.499-514, Apr. 2002.

HAFED, M. M.; ROBERTS, G.W. Techniques for High-Eteency Integrated Test and
MeasurementlEEE Transactions on Instrumentation and Measurement New
York, v.52, n.6, p.1780-1786, Dec. 2003.

HALDER, A. et al. A System-Level Alternate Test Appch for Specification Test of
RF Transceivers in Loopback Mode. In: INTERNATIONAIONFERENCE ON VLSI
DESIGN, 18., 2005Proceedings. . [S.l.: s.n.], 2005. p.289-294.

HAMIDA, N. B.; KAMINSKA, B. Analog circuit testing based on sensitivity
computation and new circuit modeling. In: INTERNAINAL TEST CONFERENCE,
1993.Proceedings. . Los Alamitos: IEEE Computer Society, 1993. p.6%2-6

HAYES, H. M. Statistical Digital Signal Processing and ModelingNew York : John
Wiley, 1996.

HEWLETT-PACKARD. Fundamentals of RF and microwave noise figure
measurementsPalo Alto, CA, July 1983 (Hewlett-Packard Applicat Note 57-1).

HEWLETT-PACKARD. Noise Sources Model 346A/B/JS.l.], 1989.

HONG, H.C.; WU, C. W.; CHENG, K.T. A-A Modulation Based Analog BIST
System with a Wide Bandwidth Fifth-Order Analog Rasse Extractor for Diagnosis
Purpose. In: ASIAN TEST SYMPOSIUM, 200Rroceedings. . Los Alamitos: IEEE
Computer Society, 2004. p.62-67.

HSIEH, H.H.; LU, L.H. Built-in Sensors and Testiiigchnique for RF Amplifiers. In:
INTERNATIONAL MIXED-SIGNALS TESTING WORKSHOP, 11., 2005.
Proceedings. . [S.l.: s.n.], 2005. p.193-197.

HUERTAS, G. et al. Testing mixed-signal cores: pcat oscillation-based test in an
analog macrocellin: ASIAN TEST SYMPOSIUM, 2000Proceedings. . [S.l.: s.n.],
2000. p.31-38.

HUYNH, S. et al. Dynamic test set generation fomlag circuits and systems. In:
ASIAN TEST SYMPOSIUM, 1998Proceedings. . [S.l.: s.n.], 1998. p.360-365.

IEEE STANDARDS BOARD.IEEE 1149.1 IEEE Standard Test Access Port and
Boundary Scan Architecture. New York, 1990.

IEEE STANDARDS BOARD.IEEE 1149.4 |IEEE Standard for a Mixed-Signal Test
Bus. New York, 2000.

IEEE STANDARDS BOARDIEEE 1500: Standard Testability Method for Embedded
Core-based Integrated Circuits. New York, 2005.

INTEL. Moore's Law. Available at:
<http://www.intel.com/research/silicon/mooreslawsited on July 18, 2005.



135

JARWALA, M.; LE D.; HEUTMAKER, M. S. End-to-End TesStrategy for Wireless
Systems. In: INTERNATIONAL TEST CONFERENCE, 199%roceedings. . .Los
Alamitos: IEEE Computer Society, 1995. p.940-946.

KAMINSKA, B. et al. Analog and Mixed-Signal BenchrkaCircuits - First Release.
In: INTERNATIONAL TEST CONFERENCE, 1997roceedings. . Los Alamitos:
IEEE Computer Society, 1997. p.183-190.

KAY, S. M.; MARPLE Jr, S.L. Spectrum analysis - Aodern perspective.
Proceedings of the IEEE [S.|.], v.69, n.11, p.1380-1419, Nov. 1981.

KOLLAR, |. Statistical Theory of Quantization: Réisu and Limits. Periodica
Polytechnica Ser. Electrical Engineering[S.l.], v.28, n.2-3, p.173-189, 1984.

LAWSON, J.L.; UHLENBECK, G.EThreshold signals.Lexington: Boston Technical
Publishers, 1964.

LEENAERTS, D.; TANG, J. V. D.; VAUCHER, CJCircuit Design for RF
Transceivers Boston : Kluwer Academic Publishers, 2001.

LI, Z.; SORENSEN, H.; BURRUS, C. FFT and convolatialgorithms on DSP
microprocessors. In: IEEE INTERNATIONAL CONFERENCEON ACOUSTICS,
SPEECH, AND SIGNAL PROCESSING, 198Broceedings. . [S.l.: s.n.], 1986. v.11,
p.289-292.

LI, W. Studies on Implementation of low Power FFT Processor2003. Thesis No.
1030, Linkoping University, Linkoping, Sweden. Aladile at:

<http://www.es.isy.liu.se/publications/theses/Li@KFLic-2003-23-W_Li.pdf>. Visited
on July 18, 2005.

LOFSTROM, K. Early capture for boundary scan timimgeasurements. In:
INTERNATIONAL TEST CONFERENCE, 199@roceedings. . Los Alamitos: IEEE
Computer Society, 1996. p.417-422.

LUBASZEWSKI, M. et al. Concurrent error detection analog and mixed-signal
integrated circuitsin: MIDWEST SYMPOSIUM ON CIRCUITS AND SYSTEMS,
38., 1995Proceedings. . [S.l.], v.2, 1995. p.1151-1156.

LUBASZEWSKI, M. et al. Design of self-checking fulldifferential circuits and
boardsIEEE Transactions on Very Large Scale Integration (VLSI) Systes, [S.1],
v.8, n.2, p.113-128, April 2000.

LUPEA, D.; PURSCHE ,U.; JENTSCHEL, H.J. RF-BIST: dpback Spectral
Signature Analysis. In: DESIGN, AUTOMATION AND TESIN EUROPE, 2003.
Proceedings. . Los Alamitos: IEEE Computer Society, 2003. p.473-48

MARINISSEN, E. J.; KAPUR, R.; LOUSBERG, M.; MCLAURI, T.; RICCHETTI,
M.; ZORIAN, Y. On IEEE P1500’s Standard for Embedd@ore TestJournal of
Electronic Testing: Theory and Applications The Netherlands, v.18, n.4, p.365-383,
Aug. 2002.



136

MARZOCCA, C.; CORSI, F. Mixed-Signal Circuit ClaBsation in a Pseudo-Random
Testing SchemeJournal of Electronic Testing: Theory and Applications The
Netherlands, v.18, n.3, p.333-342, 2002.

MATHWORKS. MATLAB : the Language of Technical Computing. Natick, USA,
1997.

MILOR, L. S. A tutorial introduction to research @malog and mixed-signal circuit
testing.IEEE Transactions on Circuits and Systems Il: Analog and Digil Signal
Processing[S.l.], v.45, n.10, p.1389-1407, Oct. 1998.

MOTCHENBACHER, C. D.; CONNELLY, J. ALow-Noise Electronic System
Design.New York : John Wiley, 1993.

NOGUCHI, K.; NAGATA, M. On-Chip Multi-Channel Wavefm Monitoring for
Diagnostics of Mixed-Signal VLSI Circuits. In: DESN, AUTOMATION AND TEST

IN EUROPE, 2005Proceedings. . .Los Alamitos: IEEE Computer Society, 2005.
p.146-151.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. A Statistic&ampler for Increasing
Analog Circuits Observability. In: SYMPOSIUM ON INEIGRATED CIRCUITS AND

SYSTEMS DESIGN, 2002, Porto Alegre, Bra®koceedings. . Los Alamitos: IEEE

Computer Society, 2002-a. p. 141-145.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. A Statisticaampler for a New On-line
Analog Test Method. In: IEEE INTERNATIONAL ON-LINE TESTING
WORKSHOP, 8., 2002Proceedings. . Los Alamitos: IEEE Computer Society Press,
2002-b. v. 1, p. 79-83.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. Testing aoglcircuits using spectral
analysisMicroelectronics Journal, [S.1.], p.937-944, Oct. 2003-a.

NEGREIROS, M. ; CARRO, L.; SUSIN, A. A. Ultra LowdSt Analog BIST using
Spectral Analysis. In: IEEE VLSI TEST SYMPOSIUM, @& Proceedings. . Los
Alamitos: IEEE Computer Society, 2003-b. v.1, p8Z7-

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. A Statisticgampler for a New On-Line
Analog Test MethodJournal of Electronic Testing: Theory and Applications The
Netherlands, v.19, n.5, p.585-595, 2003-c.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. Low Cost Aog BIST using binary
noise. In: IEEE LATIN AMERICAN TEST WORKSHOP, 4.,0@3. Digest of
Papers. . [S.l.: s.n.], 2003-d. p.229-233.

NEGREIROS, M. ; CARRO, L.; SUSIN, A. A. Ultimate woCost Analog BIST. In:
ACM/IEEE DESIGN AUTOMATION CONFERENCE, 200®roceedings. . .New
York: ACM, 2003-e. v.1, p.570-573.

NEGREIROS, M.; SCHULER, E.; CARRO, L.; SUSIN, A. Aesting RF signal paths
using spectral analysis and subsampling. In: SYMR®S ON INTEGRATED
CIRCUITS AND SYSTEMS DESIGN, 2003, Sao Paulo, BraRroceedings. . Los
Alamitos: IEEE Computer Society, 2003-f. p.329-334.



137

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. Low Cost Apng Testing of RF Signal
Paths. In: DESIGN, AUTOMATION AND TEST IN EUROPEQ®4. Proceedings. . .
Los Alamitos: IEEE Computer Society, 2004-a. v.292-297.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. Low Cost Qune Testing of RF
Circuits. In: IEEE INTERNATIONL ON-LINE TESTING SYNMOSIUM, 10., 2004.
Proceedings. . [S.l.: s.n.], 2004-b. p.73-78.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. Towards a1 Technique for Noise
Figure Evaluation. In: EUROPEAN TEST SYMPOSIUM, 20(Proceedings. . .
[S.l.: s.n.], 2004-c. p.122-126.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. Noise FiguEevaluation Using Low
Cost BIST. In: DESIGN, AUTOMATION AND TEST IN EURGE 2005.
Proceedings. . Los Alamitos: IEEE Computer Society, 2005-a. p.1,58-163.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. Low Resoloii AD Converters Applied
to Analog Testing. In: IEEE LATIN AMERICAN TEST WORSHOP, 6., 2005.
Digest of Papers. . [S.l.: s.n.], 2005-b. p.258-262.

NEGREIROS, M.; CARRO, L.; SUSIN, A. A. Low Cost Qure Testing Strategy for
RF Circuits. Accept for publication at Journal ofe&ronic Testing: Theory and
Applications.

OHLETZ, M. J. Hybrid built-in self test (HBIST) fanixed analogue/digital integrated
circuits. In: EUROPEAN TEST CONFERENCE, 19%roceedings. . [S.l.: s.nl],
1991. p.307-316.

OPPENHEIM, A. V.; SCHAFER, R. WDiscrete-Time Signal Processingenglewood
Cliffs, N.J.: Prentice Hall, 1989.

OZEV, S.; ORAILOGLU, A.; OLGAARD, C. V. Multileveltestability analysis and
solutions for integrated Bluetooth transceivdEEEE Design & Test of Computers
[S.1.], v.19, n.5, p.82-91, Sept./Oct. 2002.

PAN, C. Y.; CHENG, K. T. Pseudorandom testing foixed-signal circuits.[EEE
Transactions on Computer Aided Design of Integrated Circug and Systems[S.1.],
v.16, n.10, p.1173-1185, Oct. 1997.

PAPOULIS, A.Probability, Random Variables and Stochastic Processes3rd ed.
Singapore : McGraw-Hill, 1991.

RANDA, J.; BILLINGER, R. L.; RICE, J. L. On-Wafer &asurements of Noise
TemperaturelEEE Transactions on Instrumentation and Measurement New York,
v.48, p.1259-1269, Dec. 1999.

RAZAVI, B. RF Microelectronics. Upper Saddle River, NJ : Prentice Hall, 1998.

RENOVELL, M.; AZAIS, F.; BERTRAND, Y. On-chip sigrare analyser for analogue
circuit testing Electronic Letters, [S.l.], v.32, n.24, p.2185-2186, Nov. 1996-a.

RENOVELL, M.; AZAIS, F.; BERTRAND, Y. The multi-cdiguration: A DFT
technique for analog circuits): IEEE VLSI TEST SYMPOSIUM, 199@roceedings.
.. Los Alamitos: IEEE Computer Society, 1996-b. p.®4-5



138

RENOVELL, M.; AZAIS, F.; BERTRAND, Y. Optimized Inlpmentations of the
Multi-Configuration DFT Technique for Analog Cirdsi In: DESIGN,
AUTOMATION AND TEST IN EUROPE, 1998Proceedings. . Los Alamitos: IEEE
Computer Society, 1998. p.815-821.

ROBERTS, G. W. Metrics, Techniques and Recent [geénts in Mixed-Signal
Testing In: IEEE/ACM INTERNATIONAL CONFERENCE ON Q@PUTER-AIDED
DESIGN, 1996Proceedings. . [S.l.: s.n.], 1996. p.514-521.

ROBERTS, G. WDFT Techniques for Mixed-Signal Integrated Circuits. Available
at: <http://www.macs.ece.mcgill.ca/~roberts/ROBERTIBLICATIONS/BOOK_CH
APTERS/DFT_97.pdf >. Visited on July 18, 2005.

RYU, J. Y.; KIM, B.C.; SYLLA, I. A new BIST schemi®r 5GHz low noise amplifiers.
In. EUROPEAN TEST SYMPOSIUM, 2004Proceedings. . .[S.l.: s.n.], 2004.
p.127-132.

SAHU, B.; CHATTERJEE, A.; Automatic test generatifor analog circuits using
compact test transfer function models. In: ASIAN SIE SYMPOSIUM, 2001.
Proceedings. . [S.l.: s.n.], 2001. p. 396-401.

SANAHUJA, R.; BARCONS, V.; BALADO, L.; FIGUERAS, Jesting Biquad Filters
under Parametric Shifts Using X-Y Zoningpurnal of Electronic Testing: Theory
and Applications, The Netherlands, v.21, n.3, p.257-265, 2005-a.

SANAHUJA, R.; BARCONS, V.; BALADO, L.; FIGUERAS, Floating Gate Monitor
for Mixed-Signal Lissajous Based BIST. In: INTERNKONAL MIXED-SIGNALS
TESTING WORKSHOP, 11., 200Proceedings. . [S.l.: s.n.], 2005-b. p.349-354.

SASHO, S.; SHIBATA, M. Multi-output one-digitizer @asurement. In:
INTERNATIONAL TEST CONFERENCE, 1998, Washington, AlSProceedings. . .
Los Alamitos: IEEE Computer Society, 1998. p.25&-26

SIA. The International Technology Roadmap for Semiconductors (ITRS) 2004
Update: Test and Test Equipment. [S.l.], 2004.

SILVA, J. M. D.; MATOS, J. S. Evaluation of iDD/vOUCross-Correlation for Mixed
Current/Voltage Testing of Analogue and Mixed-Sig@ircuits. In: EUROPEAN
DESIGN AND TEST CONFERENCE, 199@roceedings. . .[S.l.: s.n.], 1996.
p.264-268.

SILVA, J. M. Low-Power In-Circuit Testing of a LNAIn: INTERNATIONAL
MIXED-SIGNALS TESTING WORKSHOP, 11., 200%roceedings. . .[S.l.: s.n.],
2005. p.206-210.

SLAMANI, M.; KAMINSKA, B. Analog circuit fault diagnosis based on sensitivity
computation and functional testinEEE Design & Test of Computers [S.1.], v.9,
n.1, p.30-39, March 1992.

SLAMANI, M.; KAMINSKA, B. Multifrequency analysis bfaults in analog circuits.
IEEE Design & Test of Computers [S.l.], v.12, n.2, p.70-80, Summer 1995.

SMITH, S. W. The Scientist and Engineer's Guide to Digital Signal Praessing.
Available at: <http://www.dspguide.com/dspguidexzip'isited on July 18, 2005.



139

SOUZA Jr., A. A. et al. Complex Adaptive Signal Beesing for Analog Testing. In:
IEEE LATIN AMERICAN TEST WORKSHOP, 3., 200Digest of Papers. . .
[S.l.: s.n.], 2002. p.166-173.

SOUZA Jr., A. A.; CARRO, L. Robust low-cost analsignal acquisition with self-test
capabilities. In: IEEE INTERNATIONAL SYMPOSIUM ON BFECT AND FAULT
TOLERANCE IN VLSI SYSTEMS, 19., 2004roceedings. . [S.l.: s.n.], 2004-a.
p.239-247.

SOUZA Jr., A. A.; CARRO, L. Highly digital, low-cosdesign of statistic signal
acquisition in SoCs. In: DESIGN, AUTOMATION AND THSIN EUROPE, 2004.
Proceedings. . Los Alamitos: IEEE Computer Society, 2004-b. v.3,3315.

SORENSEN, H.V.; KATZ, C. A.; BURRUS, C. S. EfficeRFT algorithms for DSP
processors using tensor product decompositions. IFEEE INTERNATIONAL
CONFERENCE ON ACOUSTICS, SPEECH, AND SIGNAL PROCHSS,
Proceedings. . [S.l.: s.n.], 1990. v.3, p.1507-1510.

SORENSEN, H. V.; BURRUS, C. S. Efficient computatiof the DFT with only a
subset of input or output poini&€EEE Transactions on Signal ProcessingS.l.], v.41,
n.3, p.1184-1200, March 1993.

STEFFES, M. Noise Analysis for High Speed Op Amparr-Brown Application
Bulletin AB-103, Oct. 1996.

SU, C.C. et al. Dynamic Analog Testing via ATE DadiTest Channels. In: ASIAN
TEST SYMPOSIUM, 2004Proceedings. . Los Alamitos: IEEE Computer Society,
2004. p.308-312.

SUTHERLAND, P. E. Harmonic Measurement in IndustiPawer SystemslEEE
Transactions on Industry Applications, [S.l.], v.31, n.1, p.175-183, Jan.-Feb. 1995.

TOFTE, J. A et al. Characterization of a Pseudo-d@anTesting Technique for Analog
and Mixed-Signal Built-In—-Self-Test. In: IEEE VLIIEST SYMPOSIUM, 2000.
Proceedings. . Los Alamitos: IEEE Computer Society, 2000. p.235.24

VAZQUEZ, D.; HUERTAS, J. L.; RUEDA, A. Reducing thenpact of DFT on the
Performance of Analog Integrated Circuits: Improv&d-Op Amp Design. In: IEEE
VLSI TEST SYMPOSIUM, 1996 Proceedings. . .Los Alamitos: IEEE Computer
Society, 1996. p.42-47.

VEILLETTE, B.R.; ROBERTS, G. W. A built-in self-tesstrategy for wireless
communication systems. In: INTERNATIONAL TEST CONRENCE, 1995.
Proceedings. . Los Alamitos: IEEE Computer Society, 1995. p.933:9

VELASCO-MEDINA, J.; NICOLAIDIS, M.; LUBASZEWSKI, M.An approach to the
on-line testing of operational amplifiers. In: ANVATEST SYMPOSIUM, 1998.
Proceedings. . [S.l.: s.n.], 1998. p. 290-295.

VENUTO, D. D.; OHLETZ, M. J. On-Chip Test for Mixesignal ASICs using Two-
Mode Comparators with Bias-Programmable Referencaltages. Journal of
Electronic Testing: Theory and Applications The Netherlands, v.17, n.3-4,
p.243-253, June 2001.



140

VENUTO, D. D.; OHLETZ, M. J.; RICCO, B. On-chip sigl level evaluation for
mixed-signal 1Cs using digital window comparators. EUROPEAN TEST
WORKSHOP, 2001Digest of Papers. . [S.l.: s.n.], 2001. p.68-72.

VLECK, J. H. V.; MIDDLETON, D. The spectrum of clyed noiseProceedings of
the IEEE, [S.l.], v.54, n.1, p.2-19, Jan. 1966.

VOORAKARANAM, R.; CHERUBAL, S.; CHATTERJEE, A. A gnature test
framework for rapid production testing of RF cirtsuiln: DESIGN, AUTOMATION

AND TEST IN EUROPE, 2002Proceedings. . .Los Alamitos: IEEE Computer
Society, 2002. p.186-191.

WALDEN, R.H. Analog-to-Digital Converter Survey ardalysis.IEEE Journal on
Selected Areas in CommunicationgS.l.], v.17, n. 4, p.539-550, Apr. 1999.

WANNAMAKER, R. A. et al. A Theory of Nonsubtractivgither. IEEE Transactions
on Signal Processing[S.l.], v. 48, n.2, p.499-516, Feb. 2000.

WEY, C. L. Built-In Self-Test (BIST) Structure foknalog Circuit Fault Diagnosis.
IEEE Transactions on Instrumentation and Measurement New York, v.39, n.3,
p.517-521, June 1990.

WIDROW, B. A study of rough amplitude quantizatiby means of Nyquist sampling
theory.IRE Transactions on Circuit Theory, [S.l.], v.3, n.4, p. 266-276, 1956.

WIDROW, B. Statistical Analysis of amplitude quamtl sampled data systems,
Transactions of the American Institute of Electrical Enginers. Part 2.
Applications and Industry. [S.l.], v.79, p.555-568, 1960.

ZORIAN, Y.; MARINISSEN, E. J. System Chip Test - Wowill It Impact Your
Design. In: ACM/IEEE DESIGN AUTOMATION CONFERENCE,2000.
Proceedings. . New York: ACM, 2000. p.136-141.

ZORIAN, Y.; DEY, S.; RODGERS, M. Test of Future $ym-on-Chips. In:
IEEE/ACM INTERNATIONAL CONFERENCE ON COMPUTER-AIDEMESIGN,
2000. Proceedings. . . [S... s.n], 2000. p. 392-398. Available at:
<http://www.gigascale.org/pubs/97/08d_1.pdf>. \&dibn July 18, 2005.



141

APPENDIX TECNICAS DE TESTE EMBARCADO DE
BAIXO CUSTO PARA CIRCUITOS ANALOGICOS
LINEARES E NAO-LINEARES

Com a crescente demanda por produtos eletrOnicoscaisumo de alta
complexidade, o mercado necessita de um rapido dildesenvolvimento de produto
com baixo custo. Uma estratégia utilizada atualm@atra resolver esse problema é o
projeto de equipamentos eletrénicos baseado no desadcleos de propriedade
intelectual, ou simplesmente IPs, do ingRscores(ZORIAN; MARINISSEN, 2000).
Estes nucleos sé@o blocos funcionais previamentgetpdms e que podem ser
adicionados a um projeto eletronico integrado niip.cEssa metodologia de projeto
proporciona flexibilidade e velocidade de desenwmadénto dos chamados sistemas num
chip, ou SoCs, do inglés/stem-on-chipEntretanto, embora o uso de nudcleos facilite o
projeto do sistema, o teste de SoCs é dificultamladd ao limitado acesso externo aos
blocos funcionais internos.

Os custos do teste de SoCs podem alcancar um peksignificativo do valor
total de producdo, principalmente no caso de seterontendo IPs analdgicos ou de
sinais mistos (ROBERTS, 1997; ZORIAN; DEY; RODGER®00). Esse valor se
explica devido ao alto custo dos testadores deitirintegrado necessarios no caso de
sistemas analdgicos ou de sinais mistos. Outrag fata dificuldade de testar varios
sistemas em paralelo, devido ao limitado nUmerpaldeiras de teste analégicas no
testador.

Técnicas de teste embarcado e projeto para tes®T (B DFT) para circuitos
analégicos, embora potencialmente capazes de masmind problema, apresentam
limitacbes que restringem seu emprego a casos ifispec Algumas técnicas sao
dependentes do circuito, necessitando reconfigardgacircuito sob teste, e ndo sao,
em geral, utilizaveis em RF. No ambiente de SoGsiocrecursos de processamento e
memoria geralmente estdo disponiveis, eles podesgamtilizados durante o teste. No
entanto, a sobrecarga de adicionar conversores BR pode ser muito onerosa para a
maior parte dos sistemas, e o roteamento anal@giscsinais pode ndo ser possivel,
além de poder introduzir distor¢des nos sinaigensavaliados.

No capitulo 2 deste trabalho é feita uma revisdwesdiversas técnicas de teste
analdgico apresentadas na literatura. Sado apressmactodos que buscam aumentar a
observabilidade de pontos internos dos circuit@déaicos através de estratégias como
registradores de deslocamento analégico e blocakginos transparentes. Também
sdo0 mostradas técnicas que possuem uma interfagtal dde saida, como a
implementacdo de comparadores de janela com pditisas e o uso de um
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comparador analégico como conversor analdgicoaigfiara sinais analdgicos
periodicos.

Métodos para teste embarcado (BIST) também sasapeslos. Algumas técnicas
gue utilizam um gerador de sinais embarcado, erpa#E classificadas de acordo com
o tipo de sinal gerado (sendide, rampa, e outirs).geral, o custo de integracdo de
geradores de alta qualidade é alto, sendo umarmtagesn desses métodos. Uma outra
abordagem mostrada é o uso da técnica de oscilggéalispensa o uso de um gerador
de sinais. Entretanto, essa técnica possui apbicligitada a filtros. Também sao
apresentadas técnicas para teste de circuito ac@légb funcionamentw(-ling), ja
que estratégias de teste em geral ndo requerend quiEuito esteja em operacao
normal.

Com a evolugcao da tecnologia de fabricacdo de itocuntegrados, nota-se o
aumento da capacidade de integracdo de l6gicaldiyib entanto, a implementacao de
circuitos analogicos sob tecnologia digital aprésetiversas dificuldades que tornam
dificil a tecnologia analégica seguir a mesma tan@éde integracdo que 0s circuitos
digitais (WALDEN 1999). Por essa razao, para quedistema possa aproveitar ao
méaximo a diminuicdo de &rea total do circuito progete das novas tecnologias, €
interessante minimizar o uso de area analégicammegie isso signifique aumentar a
area do circuito digital.

Considerando-se a necessidade de acréscimo déuestrde teste para circuitos
analdgicos e mistos, € desejavel que esse acrésejma@apenas de area digital, ou que
apenas o minimo possivel de area analdgica seggcarntada. Desse modo, 0 custo
adicional da area devido as estruturas de testerdegytendéncia de circuitos digitais,
sendo capaz de se beneficiar com as novas tecasldgiintegracdo. Além desse fator,
a inclusdo de circuitos analégicos adicionais iogptambém em métodos e estruturas
adicionais para o teste desses circuitos.

O ambiente de SoCs pode prover recursos para anmpktacio de estratégias de
teste a um custo minimo, uma vez que esses regarestio incluidos no sistema. Para
0 caso de circuitos analégicos e mistos, seriasséc@ a inclusdo de digitalizadores
para implementacdo dos métodos de teste. No entaetmo para o caso de SoCs a
inclusdo de diversos conversores analdgico-digitAld) e digital-analdgicos seria
onerosa demais. Desse modo, existe uma necessiiaddesenvolvimento de
conversores de baixo custo com minimo acréscimareke analdgica para possibilitar a
implementacédo de estratégias de teste analogisesmsstemas.

Essa motivacdo leva ao desenvolvimento, no cap8ulde um método de teste
analdgico capaz de reaproveitar 0s recursos jduiiepis em SoCs, como memoria e
processadores. A técnica proposta é baseada pagdalide ruido para a caracterizagcéo
do circuito analdgico sendo testado, sendo que @ ds ruido possibilita a
implementacdo de um gerador com menor custo (FLORBS2). O método utiliza
como assinatura a densidade espectral de pot@8)(do sinal de saida do circuito
analdgico sob teste. Sdo apresentados diversdtackmide simulacdo e envolvendo a
injecdo de falhas em circuitos analdgicos protdigeacom componentes discretos, onde
se verificou a capacidade de deteccdo das falfetadas através do método proposto.

Esse capitulo também apresenta resultados do usanelersores analdgico-digitais
de baixa resolucéo para o teste de circuitos aicaligonde se conclui que para dadas
especificacdes de teste e relacdo sinal-ruidoeenista escolha 6tima da resolucédo de
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um conversor AD, relacionada a trocas entre custblucdo) do conversor e tempo e
sensibilidade do teste.

O capitulo 4 apresenta um novo digitalizador, cltlomamostrador estatistico
(statistical sampler que utiliza um comparador possuindo ruido conmalsde
referéncia. Embora esse digitalizador ndo sejazcdpaeproduzir o sinal analégico de
sua entrada (salvo sob condi¢cdes especiais), etgdz de adquirir as estatisticas do
sinal de entrada (em especial, a autocorrelacdonoCa densidade espectral de
poténcia (PSD) é a transformada de Fourier da aulacdo, este conversor pode ser
usado para a implementacao pratica do método tepegposto no capitulo 3.

Diversos resultados praticos foram obtidos paraementacéo de teste on-line de
filtros utilizando o amostrador estatistico e o odét de teste baseado em PSD. A
técnica propde a estimacdo on-line da funcdo desfereéncia do circuito sob teste,
através da razdo entre a PSD na saida do cirelad?$D da sua entrada. A estimativa
assim obtida é comparada com a funcédo de transfar@e referéncia previamente
obtida e armazenada. Como todo o processamenitoé&fgitalmente, essa técnica é
perfeitamente adequada ao uso em SoCs, ja quetpesmeuso de processadores e
memodrias ja existentes.

A utilizacdo do amostrador estatistico no contedéoteste com sinais pseudo-
aleatorios (ruido) é aprofundado no capitulo 5. Wardgagem desse contexto € o uso de
uma referéncia fixa, ao invés de ruido (uma vez queoprio sinal de entrada ja €
ruido), dispensando um gerador de ruido analégictiomal para os amostradores. A
maior vantagem dessa abordagem é possibilitar#ust de teste mais barata possivel,
contendo conversores DA e AD de apenas 1 bit. Giatopdo processamento de 1-bit
na implementacao de métodos de teste baseado na B&iliado para o conversor DA
e depois para o conversor AD. Finalmente, um exemplteste demonstrando o uso de
conversores AD e DA de 1-bit € apresentado.

Com a disseminacdo de dispositivos eletrbnicosapmst atualmente, o uso de
transceptores para comunicacdes sem fio é comurBa@s. Estes transceptores em
geral fazem uso de circuitos analdgicos que trabalem frequéncias elevadas, na
ordem de centenas de megahertz ou mesmo algureegigaO teste dessas interfaces
apresenta dificuldades adicionais em relacdo awsittis analégicos convencionais,
principalmente porque os circuitos de teste devgmray nas mesmas frequéncias
elevadas.

Técnicas para o teste dessa classe de circuitodis@atidos no capitulo 6. Uma
abordagem usando a técnica de sub-amostragem c@rsores AD de alta frequéncia
€ apresentada. No entanto, devido ao elevado clestees conversores, 0 emprego
dessa técnica é deixado a casos especificos.

A aplicacdo do amostrador estatistico do capitubm4este de circuitos de RF é
apresentada, incluindo o caso de teste sob operagéwl do circuito dn-line. S&o
apresentados diversos resultados sinais analdgieodaixa de uma centena de
megahertz. Os resultados demonstram a capacidadendstrador em realizar
aquisicoes de sinais de alta frequéncia e posaitiiteste dessas interfaces. O emprego
do amostrador para o teste de circuitos analogidodineares também é exemplificado.

Neste capitulo também se discute a sobrecarga tlmwlonde teste, no contexto de
uma aplicacdo baseada em DSP para medicdo de jpoténéeita uma andlise da
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sobrecarga e impacto do teste sobre o processadem@ria, bem como sao avaliados
fatores como tempo de resposta do teste na sobaedarsistema.

No capitulo 7 é apresentada uma metodologia paisoalo amostrador estatistico
na medicao de niveis de ruido, empregada na medg&dgura de Ruido. Este é um
parametro importante na caracterizagdo de sist@makgicos de baixo ruido e de
sistemas de comunicacdo. Nesse capitulo discuteméedos que poderiam ser
utilizados para a medi¢cdo embarcada da figuraide r& também proposto um método
de medicdo de figura de ruido usando o amostrastatigtico e um gerador de ruido
analdgico. Sdo apresentados resultados praticadosbtom diversos amplificadores
operacionais discretos demonstrando a capacidanetbalo.

O método proposto € capaz de melhorar a testatididie projetos que utilizam
circuitos de sinais mistos, sendo adequado ao asanmbiente de SoCs usado em
muitos produtos atualmente.

Como principais contribuicbes desse trabalho, sedeitar:

» 0 desenvolvimento de um método de acesso a ciscaital6gicos com saida
digital, onde apenas a estatistica do sinal é adguicom minima area
analdgica e capacidade de atingir freqliéncias @éésvéna faixa de centenas
de megahertz ou mais);

* um método de teste de circuitos analégicos basead®SD, que pode ser
aplicado para teste embarcado (BIST) e para test®peracdo normal do
circuito ("on-line");

* uma célula de teste (amostrador estatistico) quie per empregada na
automacdao de estratégias de teste analdgico;

Embora muito esfor¢co tenha sido dispendido no dede@mento desse trabalho,
alguns pontos ainda precisam de desenvolvimentoofut

» a aplicacdo do amostrador estatistico em circuitegrados, ao invés de
circuitos prototipados em bancada (nesse caso,do®tpara insercao de
falhas e validacdo devem também ser desenvolvidos);

» utilizacdo do amostrador estatistico em transceptoperando em gigahertz;

» aplicacdo do amostrador estatistico para o testarcgitos especificos em
RF, bem com a avaliacao jikter;

e aspectos tedricos adicionais sdo apresentados pro otrabalho
desenvolvido pelo grupo (SOUZA, 2004-a; SOUZA, 2004Para o caso de
teste em RF com ruido de banda limitada inferiosinal de interesse, ainda
€ necessario mais desenvolvimento tedrico.



