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Abstract—On-chip integrated network, the so-called network-
on-chip (NoC), is becoming a promising communication paradigm
for the next-generation embedded core-based system chips. The
reuse of the on-chip network as test access mechanism has been
recently proposed to handle the growing complexity of testing
NoC-based systems. However, the NoC reuse is limited by the
on-chip routing resources and various constraints. Therefore,
efficient test-scheduling methods are required to deliver feasible
test time while meeting all the constraints. In this paper, the
authors propose a comprehensive approach to test scheduling
in NoC-based systems. The proposed scheduling algorithm is
based on the use of dedicated routing path that is suitable for
nonpreemptive test. The algorithm is improved by incorporat-
ing both preemptive and nonpreemptive tests. In addition, BIST,
precedence, and power constraints were taken into consideration.
Experimental results for the ITC’02 system-on-chip benchmarks
show that the nonpreemptive scheduling based on dedicated path
can efficiently reduce test application time compared to previous
work, and the improved method provides a practical solution to
the real-world NoC-based-system testing with both preemptive
and nonpreemptive cores. It is also shown that various constraints
can be incorporated to deliver a comprehensive test solution.

Index Terms—Network-on-chip (NoC), system-on-chip (SoC)
testing, test access mechanism (TAM), test scheduling.

I. INTRODUCTION

SYSTEM-ON-CHIP (SoC) has become a successful very
large-scale integration (VLSI) design paradigm. The reuse

of predesigned embedded cores has significantly reduced over-
all design period and cost. However, as the number of em-
bedded cores in the system increases, the implementation of
an efficient and effective communication architecture among
cores is becoming the new bottleneck of SoC performance.
Traditional broadcasting or shared-bus architecture has been
shown unable to supply the new-generation SoC systems with
both sufficient bandwidth and low latency under a stringent
power-consumption limitation [8], [12], [23], [26].
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As an alternative, integrated on-chip networks have been pro-
posed as the communication platform for complex core-based
system, the so-called network-on-chip (NoC) [7], [8], [12],
[23], [26], [28]. This new paradigm relies on an on-chip
network, e.g., packet switching, to provide high-performance
interconnection to embedded cores. It has been shown that
NoC is superior to other traditional architectures, especially
for systems containing a large number of cores with intensive
communications load [23]. In view of the increasing complexity
of the new designs, NoC can potentially become the preferred
interconnection scheme for the next-generation SoCs. In fact,
industrial NoCs have started to appear in literature [26], [28].

For the rest of this paper, we use the term “NoC” to denote
an on-chip interconnection network (in this paper, a packet-
switching network) consisting of routers, channels, and other
network components. We use the term “NoC-based system”
to denote the entire SoC system consisting of NoC and the
functional embedded cores.

As in other core-based systems, testing of embedded cores
remains a challenge in NoC-based systems. In traditional SoCs,
test data are transported through a dedicated test access mech-
anism (TAM). In an NoC-based system, however, the imple-
mentation of network components (routers, channels, etc.) has
already imposed a considerable amount of area overhead to the
system. Therefore, testing of cores in an NoC-based system
should rely on the reuse of the existing resources without
introducing new overhead.

Previous work [5], [13] has attempted to reuse the functional
interconnections as TAM. However, this leads to additional
hardware overhead. Reusing the on-chip network as TAM, on
the other hand, does not require extra hardware, hence, it pro-
vides a cost-efficient solution to the NoC-based system testing.

The reuse of on-chip network as TAM in NoC has been
first proposed in [24] and further improved in [29]. Through
the reuse method, testing time can be significantly reduced,
while other cost factors such as pin count and area overhead
are strongly optimized. Previous work has explored the use
of network to maximize the test parallelism, i.e., the available
communication resources (channels, I/O ports) are utilized to
maximize the test data throughput. In an NoC-based system,
test data are organized into test packets, which are routed
through the network. One test packet contains one test vector
or one test response. Packets are scheduled to maximize the
network usage and to reduce the system test application time.
The impact of core placement in the network and other design
characteristics has also been studied [29].

Previous work [24], [29] has assumed that core testing is
preemptive, where test packets can be scheduled individually
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and core-testing pipeline can be interrupted. In practice, how-
ever, testing of some cores may be nonpreemptive, particularly
for BIST and sequential core test [19]. Therefore, a practical
test plan should be able to schedule both preemptive and
nonpreemptive of tests in a way that the overall testing time
is minimized. In addition, previous work has only studied
the scheduling under power constraints. A comprehensive test
solution should consider a more complex scenario where more
constraints and test schemes are incorporated.

In this paper, a comprehensive test-scheduling approach for
NoC-based systems is proposed. The contributions of this paper
are as follows.

1) We present a scheduling method based on the use of
a dedicated routing path for the test of each core. Test
pipeline is maintained, and preemption is not required.
We proved that both the packet-based scheduling and the
dedicated-path scheduling are NP-complete problems.

2) We improve the current scheduling methods by incorpo-
rating both preemptive and nonpreemptive tests to handle
the NoC-based systems consisting of both types of cores.

3) We incorporate the support for BISTed cores. The BIST
engines can be either dedicated to each core or shared by
several cores.

4) We include power constraints as well as precedence
constraints in the scheduling method.

5) We obtain optimized test application time of the NoC-
based system under the above conditions.

Note that this paper does not describe the test of the NoC
(channels and routers) itself; we, instead, focus on the test of the
functional cores, and we assume that the network components
have already been tested a priori as fault free. Testing the NoC
itself has been studied in [10] and [26].

This paper is organized as follows. In Section II, we review
some prior work. Section III presents some basics of NoC.
In Section IV, we briefly explain the concepts and notations
of the reuse techniques proposed in [24] and [29]. Section V
introduces the scheduling method for nonpreemptive test using
dedicated routing path. Then, in Section VI, we present a
method that allows both nonpreemptive and preemptive tests,
and includes BISTed core tests, power, and precedence con-
straints into the schedule. Finally, experimental results for the
ITC’02 SoC Test Benchmarks are presented in Section VII.
Section VIII concludes the paper.

II. PRIOR WORK

Efficient test scheduling has been the focus of many early
studies in core-based system testing. A number of scheduling
algorithms have been proposed in literature [6], [17], [20], [21],
[25], [31] assuming a dedicated TAM. The implementation of
a cost-effective test bus is proposed in [15] and [16], where
power, area, and system constraints are considered in addition
to the testing-time minimization. Other works propose the
approaches of using switching architectures to optimize the
usage of test bandwidth and test control [11], [14].

Previous works [5], [13] have also attempted to reuse the
functional interconnections as TAM for traditional SoCs. How-
ever, this leads to additional hardware, e.g., large number of

multiplexers and special test registers, which are needed to
implement extra functions required for reuse. Moreover, they
are inflexible because any change on cores can lead to partial or
overall redesign of the TAM.

Test of embedded cores through a packet-switching archi-
tecture has been proposed in [9] and [10]. Aktouf proposes in
[10] a test strategy for an on-chip homogeneous multiprocessor
architecture, where the processors are interconnected through
an on-chip switching network. Nahvi and Ivanov propose in [9]
the use of a packet-switching communication-based TAM for
SoC. The proposed TAM model, the so-called NIMA, is defined
to allow modularity, generality, and configurability for the test
architecture. Such an architecture is very similar to a functional
NoC, but it is specifically designed for testing. Hence, routing
and addressing strategies are designed and optimized for test
mode instead of mission mode. The NIMA network is further
developed and presented in [30].

Industrial NoC-based systems have been introduced through
several implementations. Vermeulen et al. present an NoC-
based system in [26] and suggest some options for cores and
on-chip network components to be tested and verified. It is
shown that the NoC architecture can facilitate the access to
the network components and the embedded cores during both
manufacturing test and system verification. In [28], a methodol-
ogy for automatically generating energy models for a versatile
and parametric on-chip communication architecture (STBus) is
presented. A software simulator is developed and applied to a
real-world NoC-based multiprocessor system.

Reusing the on-chip network as TAM in NoC does not
require extra hardware, since the functional cores are already
adapted to the network by network interfaces. Therefore, the
reuse approach provides a cost-efficient solution to the NoC-
based system testing.

Recently, an NoC-based test method by reusing the on-chip
network was proposed in [24]. In this paper, test patterns and
corresponding test responses for each core are organized into
sets of packets. Cores are sorted in decreasing order of test
data size, and access paths to cores using the existing network
channels are sorted in increasing order of path length. The
algorithm schedules the packets using the available network
resources (channels, I/O ports) such that the overall test applica-
tion time is minimized. Since scheduling is performed on every
single packet, the test pipeline for a core can be interrupted,
and test preemption is allowed. This scheduling algorithm is
further augmented in [29] by increasing the parallelism of test
data transportation and including power constraints. However,
the algorithm is not directly applicable to cores for which test
preemption is either impossible or undesirable [19].

III. BACKGROUND: NOC

NoCs typically use the message-passing communication
model. Cores attached to the network communicate by sending
request and receiving response messages. To be routed by
the network, a message is typically composed by a header, a
payload, and a trailer. The header and the trailer frame the
packet, and the payload carries the data being transferred. The
header also carries the information needed to establish the path
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Fig. 1. System d695 implemented in grid SoCIN NoC [27].

between the sender and the receiver. Depending on the network
implementation, messages can be split into smaller structures,
the so-called packets, which can be individually routed. Packet-
based networks present a better resource utilization, since pack-
ets are shorter and reserve a smaller number of channels during
transportation compared to a whole piece of message.

Besides its topology, an NoC can be described by the ap-
proaches used to implement the mechanisms for flow control,
routing, arbitration, switching, and buffering [3]. Flow control
deals with data traffic on the channels and inside the routers.
Routing is the mechanism that defines the path a message
takes from a sender to a receiver. The arbitration establishes
priority rules when two or more messages request the same
resource. Switching is the mechanism that accepts an incoming
message of a router and sends it to an output port of the router.
Finally, buffering is the strategy used to store messages when
a requested output channel is busy. Current cores usually need
to use wrappers to adapt their interfaces and protocols to the
on-chip network.

In this paper, we base our analysis on a packet-switching
network model, so-called SoCIN, introduced in [27]. It is
implemented in a two-dimensional mesh topology. Fig. 1 shows
the implementation of the system d695 from the ITC’02 SoC
Test benchmarks suite [22] in this topology. The communica-
tion channels between two adjacent routers are defined to be
32-bit wide. Each router in the SoCIN network is composed
of five input and five output ports, as shown in Fig. 2(a).
One pair of input/output ports is dedicated to the connection
between the router and the core, while the remaining four pairs
connect the router with the four adjacent routers, as depicted in
Fig. 2(b). An SoCIN router is implemented using from 3000 to
6000 gates, depending on the bitwidth of the network channel
and depth of the input buffers [27]. For simplicity of router
implementation, the channel between a router and its associated
core is similarly defined. The network uses credit-based flow-

Fig. 2. Basic structure of SoCIN router: (a) interface and (b) architecture.

control and XY routing, where a packet is first routed on
the X-direction and then on the Y -direction before reaching
its destination. Switching is based on the wormhole approach,
where a packet is broken up into multiple flits (flow-control
units). Flit is the smallest unit over which the flow control is
performed, and its size equals the channel width.

IV. REUSING NOC AS TAM

In order to reuse the on-chip network as the TAM for the
embedded cores, the test vectors and test responses of each core
must be expressed as a set of packets to be transported through
the network. In addition, the wrapper that adapts the core to
the network must be modified to correctly send/receive the test
data to/from the test interface of the core (scan controls, scan
data pins, functional pins).

NoC-based system requires additional functionalities on core
wrapper besides the original P1500 compliant architecture. In
order to impose a minimum effect on the original design to
reduce the cost, the test packets are designed in such a way that
each flit arriving from the network is unpacked in one cycle.
That is, each bit in a packet flit fills exactly one bit of the
wrapper scan chains of the core. Functional inputs and outputs
of the core, as well as the internal scan chains, are concatenated
into wrapper scan chains of similar length, such that the channel
width is adequate for transporting one bit to each scan chain.
Fig. 3(a) and (b) depicts a wrapper configuration during normal
operation and during test, respectively. The area overhead due
to the implementation of the test mode in the wrapper is com-
parable to the overhead of a basic P1500 compliant wrapper,
and the number of wrapper scan chains is determined by the
algorithm proposed in [18]. The new control signals of the NoC
wrapper are included in the input and output control of the basic
P1500 wrapper. Two additional registers are required to store
the address of the destination for test response and the delivery
time of the response packets, respectively.

Control information, such as scan shift and response capture
signals, is also delivered in packets, either in the test header
(to be interpreted by the wrapper) or as specific bits in the
payload (for direct connection to the target pins). In Fig. 3(b),
the latter approach is assumed. In both cases, a test enable signal
in the packet header indicates that a test configuration will take
place in the wrapper. The original buffer structure of the router,
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Fig. 3. Wrapper configurations: (a) normal mode and (b) test mode.

which is designed based on the mission-mode requirements, is
reused as is to reduce the area overhead.

In this paper, we consider the scenario where an external
tester is connected to the functional interface of the system. The
input and the output ports of the network can be reused for the
transmission of test packets (test vectors and responses) to/from
all cores. Note that although testing the network components
(routers and channels) concurrently with testing the embedded
cores is possible, it is not addressed in this paper. We assume
here the on-chip network has been tested a priori as fault-
free by additional test process, hence, the network is in normal
mode while cores are in test mode. The same protocol used for
functional communication can be reused during test.

V. TEST SCHEDULING USING DEDICATED ROUTING PATH

If a core allows preemptive testing, each test vector or the
corresponding response for this core can be delivered as an
individual packet using any available path. In this packet-based
routing, test pipeline may be interrupted, as shown in [24] and
[29]. However, if the core does not allow preemptive testing,
e.g., BISTed cores, all the test vectors must be delivered as
a consecutive series of packets without being interrupted. We
discuss in this section the nonpreemptive test scheduling based
on the use of dedicated routing path.

A. Dedicated Routing Path

As discussed earlier, the test-scheduling algorithms proposed
in [24] and [29] assume that tests for the cores in NoC-based
systems are preemptive, hence, provide a high level of flexi-
bility to scheduling. However, preemptive testing is not always
possible in practice, especially for BIST and sequential core
test [19]. In addition, it is always desirable that the test pipeline
of the core is not interrupted, i.e., the nth test vector will be
shifted into the scan chains as the (n− 1)th test response is
shifted out. However, in case of preemption, the test pipeline
has to be halted if either the test vector or test response cannot
be scheduled due to the unavailability of test resources, i.e.,
channels and input/output ports. This may not only increase the
complexity of wrapper control but also cause potential increase
on test time.

The adverse effect on the test time can be explained by the
following example. Let core 1 has higher priority over core 2 in
the scheduler of [24], and test vector 1 of core 1 is first sched-

uled on an input port. We assume that the test vector 1 of core
2 cannot be scheduled because all inputs are now being used.
We also assume a case that after vector 1 of core 1 is scheduled,
vector 2 of core 1 cannot be scheduled on this input immedi-
ately because the test response of vector 1 cannot be scheduled
on any output port due to resource conflict. At this point, test
vector 1 of core 2 can be scheduled on this free input. However,
it is possible that immediately after this point, the output is
available for scheduling the test response of core 1, which is
ready. However, the next vector for core 1 cannot be scheduled
because the available input is being used by core 2. Hence, the
pipeline of core 1 is halted. It is easy to see that in the worst
case, the test of core 1 can always be interrupted by core 2,
which increases the test time of core 1. If this occurs on several
cores, the network parallelism may not overcome the individual
test-time increase, and the total test time is not well optimized.

Another disadvantage of preemptive scheduling is on its
complexity. The flexibility of handling every single packet leads
to a vast solution space for test-scheduling algorithms. In an
acceptable amount of simulation time, only a small portion of
the solution space can be explored. Therefore, highly optimized
solution may not be found, and test time may be compromised.

On the other hand, if the test pipeline is maintained, the
preemption is not required. Moreover, the test wrapper can
remain unchanged, and the test time can be potentially reduced.
Therefore, a nonpreemptive scheduling for NoC-based system
can be applied. In this approach, the scheduler will assign each
core a routing path, including an input port, an output port, and
the corresponding channels that transport test vectors from the
input to the core, and the test response from the core to the out-
put. Once the core is scheduled on this path, all resources (input,
output, channels) on the path will be reserved for the test of this
core until the entire test set is completed. Test vectors will be
routed to the core, and test responses to the output in a pipelined
fashion. Therefore, in this dedicated-path approach, the test of a
core is identical to a normal test, and the flow control becomes
similar to circuit switching. Fig. 4 shows the dedicated routing
path of the system in Fig. 1 using XY routing for core 10 and
core 8, respectively, using two input/output ports.

Note that compared to the preemptive scheduling, the
dedicated-path approach handles a whole test set instead of
every single packet, hence, creates a much smaller solution
space for test-scheduling algorithms. As a result, a significantly
larger portion of the solution space can be explored by the
algorithm, and the result can be better optimized.
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Fig. 4. NoC-based d695 with two routing paths scheduled.

B. Problem Formulation

It can be seen that in this dedicated-path approach, the
problem of NoC-based scheduling is how to efficiently assign
input/output pairs to cores without resource conflicting, such
that the overall test time is minimized. It can be formally stated
as follows.

In an NoC-based system using dedicated routing path for
testing, given Nc cores, Ni inputs, No outputs, routing
algorithm, and the network topology, determine an assign-
ment of cores to input/output pairs such that the total test
time is minimized.

Note that this problem is equivalent to the well-known
resource-constraint multiprocessor scheduling problem. The
decision version of the resource-constraint multiprocessor
scheduling problem can be stated as follows.

Instance: Set T of tasks, each having length l(t), num-
ber m ∈ Z+ of processors, number r ∈ Z+ of resources, re-
source bounds Bi, 1 ≤ i ≤ r, resource requirement Ri(t), 0 ≤
Ri(t) ≤ Bi, for each task t and resource i, and an overall
deadline D ∈ Z+.

Question: Is there an m-processor schedule σ for T that
meets the overall deadline D and obeys the resource con-
straints, i.e., such that for all u ≥ 0, if S(u) is the set of all
t ∈ T for which σ(t) ≤ u < σ(t) + l(t), then for each resource
i, the sum of Ri(t) over all t ∈ S(u) is at most Bi?

It can be easily proved using restriction that for m ≥ 2, the
above general resource-constraints problem is NP-complete
[1], [2]. The equivalence between a decision version of
NoC-based scheduling problem and the resource-constraint
multiprocessor scheduling problem can be easily established by
observing the correspondence between processors and input/
output pairs, between tasks and test sets, and between resources
and routing resources including channels, input, and output
ports. The resource bounds in NoC-based scheduling are
Bi = 1, and the deadline D corresponds to the overall test
application time.

It can be easily proved that the packet-based preemptive
scheduling can be reduced to dedicated-path scheduling and,
hence, is also NP-complete using the method of restriction [2].
We apply two restrictions on the packet-based preemptive
scheduling as follows. 1) For each core, its test-vector packets
must be sent continuously in order without being interrupted
by packets of other cores. This also implies that the response
packets will be sent in the same manner. This restriction corre-
sponds to a set of precedence constraints applied to the packets
of all cores. 2) For each core, all test-vector packets must use
the same input port, and all response packets must use the same
output port. This restriction also implies that the input and
output routing paths are deterministic for each core, given an
input/output pair. Under these strong restrictions, the packet-
based preemptive scheduling is reduced to the dedicated-path
scheduling and, hence, is NP-complete [2]. The latter is, in fact,
a special case of the former under restriction.

We have developed an integer linear-programming model to
solve the dedicated-path-scheduling problem exactly for NoC-
based systems of small size. (We have omitted the detailed
results in this paper.) However, the computation time of the
integer linear programming (ILP) solution is prohibitively long
due to the large number of constraints. We have observed in the
experiments on a Sun Blade2000 workstation that even a fairly
small instance of NoC-based system takes hours of CPU time
to solve. Although the computation time can be significantly
reduced by using enumeration [19], the ILP method can only
be used for small NoC-based instances. We have observed that
if the number of cores is larger than seven, the computation
time becomes unacceptable. This is in part due to the numerous
constraints representing the possible conflicting routing paths.
Since an NoC-based system usually contains a large number of
cores, efficient heuristic scheduling algorithms are necessary in
practice instead of ILP.

C. Efficient Scheduling Heuristic

Here, we present an efficient heuristic scheduling algorithm
based on the use of dedicated routing path. The algorithm is
similar to the one proposed in [29] in that it also sorts the cores
in decreasing order of test time. However, we do not try to
allocate the shortest path to the largest core as in [29]. This
is because in a dedicated-path approach, all tests are applied
with full pipeline, and the distance from I/O ports to cores
becomes less important. Instead, we assign larger cores to
the first available I/O pair, hoping that by finishing the larger
tests earlier, resources can be released, and more effectively
utilized by smaller cores. The algorithm maintains a time tag
on every resource (channels, input, and output ports) indicating
its availability. Once a routing path for a core is determined and
allocated, all related resources are reserved for the core, and the
time tags are updated.

The pseudo-code of the algorithm is sketched in Fig. 5. The
heuristic starts by creating an ordered core list as well as an
I/O-pair list (Lines 1 and 2). The orders of I/O pairs in the
list are permuted, and every permutation is attempted. Different
permutations represent different priorities of the I/O pairs when
more than one I/O pairs are free to be assigned to a core. For
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Fig. 5. Pseudo code of heuristic scheduling algorithm.

Fig. 6. Scheduling result of d695 using dedicated-path heuristic.

each permutation, we attempt to assign the core on top of the list
to the first available I/O pair (Line 6). The availability of I/Os is
examined by checking their time tags. If no I/O is available, the
current time has to be updated by the next most recent time tag
(Line 8), and the cores will be attempted once again; otherwise,
a routing path is created, and the algorithm will check if it
is blocked by other paths currently being used (Line 10), i.e.,
resources (channels, input, or output ports) conflict. If there
exist one or more conflicts, either the next core is attempted
(Line 15), or all unscheduled cores have to be attempted again
(Line 13). Otherwise, the core is scheduled on the I/O, and the
corresponding resources will be updated with new time tags
(Line 17). The core is then removed from the list, and the next
core is attempted for schedule. The whole procedure is repeated
for different permutations of the core list, and this number is
defined by the user.

The execution of this heuristic requires only a few millisec-
onds of CPU time even for the largest system. The complexity
of the algorithm is O(M !Nc), where Nc is the number of cores
in the system, and M is the number of input/output ports. In
order to explore a larger portion of the solution space, we can
further apply a permutation on the order of cores on top of
the above pseudocode. In this paper, we limit the number of
such permutations to 200, and the execution takes only a few
seconds.

In Fig. 6, we illustrate the result given by the above algorithm
for benchmark d695 with three inputs and three outputs. Each
test requires a set of channels and a pair of I/Os, which are
denoted by IO1, IO2, and IO3. We show the cores that are
scheduled on the I/Os and the corresponding start times (not
drawn to scale). The shaded areas represent idle time. It can be
seen that the algorithm has successfully moved the idle time to
the end of the test procedure on each I/O, by which the test time
is optimized.

VI. SCHEDULING OF BOTH PREEMPTIVE AND

NONPREEMPTIVE TESTS UNDER CONSTRAINTS

Although the dedicated-path approach maintains test
pipeline, it suffers from the lack of flexibility, i.e., the minimum
manageable unit in test scheduling is the full test application
time of a core. In practice, however, it is more feasible to
assume that some cores require nonpreemptive scheduling for
maintaining test pipelines, while others can be tested preemp-
tively. This is important for a comprehensive test-scheduling
algorithm. One of the examples is that during test application,
excessive power dissipation and bad heat transfer can cause
some cores to be significantly hotter than others, the so-called
hot spots [32], [33]. Applying the entire test suite continuously
can lead to dangerous temperature on these cores and cause
damage. In this case, the test suite can be split into several
test sessions (or even single test vector in the extreme case)
that can be scheduled individually. We allow sufficient time
between test sessions so that the core can be cooled down via
heat conduction and convection.

It can be seen from the previous example that the nonpre-
emptive scheduling is not suitable for this case because it will
occupy the routing path during the entire test application of the
core, and extra time between test sessions will leave the path
idle without being used by other cores. However, preemptive
scheduling can easily handle this situation in nature [29].

Therefore, a more practical method should be able to handle
both types of cores in the same schedule. In this section, we first
discuss the inclusion of some practical factors such as multiple
test sets and constraints. We also introduce the calculation of
power dissipation when power constraint is considered. We then
present a new scheduling method that can handle both preemp-
tive and nonpreemptive tests simultaneously in the presence of
multiple test sets and constraints. It can be easily proved using
the method of restriction, the same as shown in Section V-B,
that this combined scheduling is also NP-complete.

A. Multiple Test Sets and Constraints

The algorithm presented in Section V-C is focused on ex-
ternal tests. In practice, multiple test sets are often needed to
test complex cores, e.g., cores are tested by both BIST and
external test sessions. In addition, some precedence constraints
may be required to impose a partial order among the tests
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for various reasons [19]. For example, since BIST test can be
applied at a much higher speed than external test, it is com-
mon to first apply BIST to target the random-detectable faults
and then use external test to target the random-resistant faults. It
may also be desirable to test the memory cores earlier because
they can then be used to test logic cores. Moreover, since cores
that occupy larger chip area are more likely to have defects
caused by processing, it may be more desirable to test these
large cores first [19]. Therefore, including BISTs and vari-
ous precedence constraints can make the scheduling algorithm
more practical and potentially increase the efficiency of the
entire test procedure.

Another important consideration is power constraint.
Scheduling algorithm has to guarantee that the power dissipa-
tion at any particular time is under a predefined limit of safety.
We show the calculation of power dissipation in NoC-based
systems in the next section.

B. Calculation of Power Consumption

In the proposed NoC architecture, we consider power con-
sumption from four sources: cores, wrappers, routers, and
communication channels.

Equations (1) and (2) give the consumption per cycle of a
network router and a communication channel, respectively, for
the transmission of a single packet. CL, T , and σ represent
the load capacitance (technology-dependent constant), clock
period, and the switching factor, respectively. Variables nbff ,
nbgt, σff , and σgt represent the number of active components
(either flip–flops or logic gates) and their corresponding switch-
ing factors in the router, respectively, when one packet is being
routed. Note that for the flip flops, there is a constant switching
factor caused by the clock in addition to the switching of the
flip–flop itself

Prouter =CL ∗ V dd2 ∗ 1
T

∗ [(σff + 1) ∗ nbff + σgt ∗ nbgt]

(1)

Pchannel =CL ∗ V dd2 ∗ 1
T

∗ σw ∗ (chl ∗ wirew ∗ chw). (2)

In (2), the load capacitance of the channel is given by the
product of the number of wires in the channel (chw), the length
of the channel (chl), and the width of the wire (wirew). Variable
σw is the switching factor for the wire. In our approach, all
channels are assumed to have the same length, although this
may not be the case in real world. Since the power consumption
is calculated per cycle, the size of the packet is less important.

The total power consumed by transmitting a packet is calcu-
lated according to the path established in the network for the
packet. That is, for each router and each channel active in the
path, their corresponding power consumptions are summed up,
as shown in (3), where nbrouters is the number of routers, and
nbchannels is the number of channels in the path.

Ppacket = nbrouters ∗ Prouter + nbchannels ∗ Pchannel. (3)

The power consumption of a core during test depends on core
design, test vectors, and the order of test vectors. In this paper,

we do not present any power-consumption model for cores.
Rather, we assume that the power consumption of each core
during test is provided by the core designer. Moreover, since
wrapper is usually developed for a specific core, we assume
that the wrapper power consumption is known as well.

Also, in this paper, we consider the peak power consumption
during test application for each core and its wrapper. In addi-
tion, the calculation of power can be performed on every cycle,
so that it becomes independent of the test clock frequency. We
note that if there is enough information for each core, a more
accurate power profile can be used in the proposed method.

C. Improved Scheduling With Both Preemptive and
Nonpreemptive Tests

We now present a scheduling algorithm that can handle both
preemptive and nonpreemptive tests. The algorithm is based on
the combination of packet-based and dedicated-path routing.
For practical purpose, we also take into account multiple test
sets, as well as precedence and power constraints, as discussed.

Let the input of the scheduling heuristic be the following.
1) A set C = {i, 1 ≤ i ≤ Nc} of cores in an NoC-based

system.
2) A set T = {Tji , 1 ≤ j ≤ Nti , 1 ≤ i ≤ Nc} of test ses-

sions defined for all cores in C. Each core i may have
a total of Nti test sessions. Each test session Tji can rep-
resent a BISTed, external, preemptive, or nonpreemptive
test for core i.

3) A set of six tuples I = {(wc, cl, p, pwr, preemp,
payload)k, 1 ≤ k ≤ |T|}, representing the number of
wrapper scan chains, maximum length of the scan chains,
number of test patterns, power consumption during
test, type of testing (preemptive or nonpreemptive), and
payload size of the test packet, respectively, for each test
session k in T.

4) A set Prec = {(p1, . . . , pn)k, 1 ≤ n, k ≤ |T|} of prece-
dence constraints for each test session k. The precedence
list indicates which test sessions must be finished before
test session k is scheduled.

5) A graph G = (V,E) with the set of vertices V repre-
senting the routers and the set of arcs E that connect
two vertices representing the communication channels of
the network. Each vertex has a list of associated cores,
representing the cores connected to the router. Note that
more than one core can be associated with a router,
indicating either a mega core or a cluster of cores. In
this case, each core can be tested independently, but all
of them are accessible through the same router. On the
other hand, a router can have no associated core when the
network has more routers than cores.

6) A list of I/O ports corresponding to some vertices in graph
G, indicating that these cores can be used as I/O ports
during testing.

As in the dedicated-path-based scheduling, each channel in
the network is assigned a time tag, indicating the time when the
channel is free for use. However, since preemptive scheduling is
allowed here, the scheduler has to be able to handle each single
packet and the corresponding latency. Equation (4) defines the
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Fig. 7. Scheduling process considering power constraints [29].

time required to transmit a packet through a path. Trouter,
Nbrouters, Theaders, and payload represent the number of cycles
spent by the packet header in each router to establish the path,
the number of routers in the path, the clock cycles required to
pack and unpack the header, and the number of flits carrying
test data in the packet, respectively. In SoCIN network, we use
Trouter = 3 and Theader = 1, and a test header is assumed in
addition to the packet header

Tpacket = Theaders + Trouter ∗Nbrouters + payload. (4)

For each packet, two extra cycles are added to (4) during
which the test vector can be applied to the core, and the wrapper
is ready to pack and deliver the response packet. Packets
belonging to the preemptive test sessions have a payload with
the number of flits equal to the length of the longest wrapper
scan chain of the core under test. Payload of packets of nonpre-
emptive tests, on the other hand, have the size corresponding to
the sum of the flits of all test vectors defined in the test session.

The new test scheduling is an improved version of the list-
scheduling algorithm [4]. The main idea is to process the
available time instant in an increasing order (starting at zero)
and schedule as many packets as possible at a certain instant
before moving to the next. The ready list Lt contains the
packets that can be scheduled at a given instant of time, and
the algorithm will associate each packet with an available path
for a certain amount of time. Initially, Lt contains the packets
corresponding to the first test vector of each core, with the
consideration of precedence constraints and different types of
test sets allowed.

The schedule is defined as a set of time slots of different
sizes, as shown in Fig. 7 [29]. Each time slot contains a set
of packets being transmitted (each one associated to a core),
and the size of a slot is measured by the number of clock cycles
needed to apply the test vectors in the packets. Pi represents the
power dissipation caused by the packets scheduled in the corre-
sponding slot. The end of a slot indicates either the completion
of a packet or the beginning of a new packet. The transmission
of one packet may be distributed over several slots, and slots can
be modified as the schedule proceeds (one slot can be broken
up into two new slots, such that a new transmission can be
scheduled to start or finish in the middle of the original slot).
The schedule is initialized by a single time slot starting at cycle
zero, with ending time being infinite. For example, the schedule
depicted in Fig. 7 was generated as follows.

1) Packet t associated to core 5 is allocated in the single
slot of the initial schedule. The duration of this packet,
calculated by (4), is 160 clock cycles. Thus, the original
single slot [0, . . . ,∞] is divided in two: Slot 1 is now

[0, . . . , 160], and slot 2 is [161, . . . ,∞]. Next, the power
consumption of packet t is added to slot 1.

2) Then, packet u associated to core 3 is scheduled with its
duration of 50 clock cycles. The total power consumption
of packets t and u is within the specified power limit
(Pmax in Fig. 7), and packet u can be scheduled in the
same slot of packet t. However, since the duration of
packet u is smaller than the duration of slot 1, this slot
is again divided in two, creating a new slot 2 from cycle
51 to cycle 160. Power consumption of packet u is added
to the new slot 1.

3) Finally, packet ν of core 6 is selected with its duration of
85 cycles. Its power consumption is added to that of slots
1 and 2. Therefore, packet ν is scheduled to slots 1 and 2.
The ending time of slot 2 is modified to cycle 85, and a
third slot from cycle 86 to 160 is created.

In the proposed approach, we use t to represent one time slot
rather than a single clock cycle. Thus, t corresponds to a range
[ti, . . . , tj ] of test cycles, and Lt contains all packets that can be
delivered at time t′ ≥ ti.

Fig. 8 depicts the proposed test-scheduling heuristic. The al-
gorithm starts by setting the number of packets for each test ses-
sion and creating an ordered list of test sessions (Lines 1 and 2).
A list of I/O pairs is then defined (Line 3). The I/O pairs
will be used to create the routing paths for the nonpreemptive
tests. Similarly, for each core, a list of possible access paths is
created (Line 5), sorted by the number of routers on each path.
The list is used to find a path for packets in preemptive test
sessions. Lines 6–8 explore the solutions space, which will be
explained later.

The scheduling procedure starts at Line 9, the list Lt of
packets that can be delivered is created (Line 10), and a packet p
(associated to core i) in list Lt is selected (Line 11). A packet in
a test session with precedence constraint can only be included in
Lt if all precedent test sessions have been completed (Line 10).
Since the duration of each packet in the NoC is deterministic,
a flag can be set when the last packet of a test session is
scheduled. In addition, we give BIST sessions higher priority
over all other test sessions.

Note that the packet selected in Line 11 has a delivery time
td ∈ t. There are three possibilities for this packet.

1) If this packet belongs to a nonpreemptive test, the first
available I/O pair m that can be used by this packet is
selected (Line 13). The I/O pair availability implies that
all channels between the input and the core, and between
the core and the output are free to be used. If there is no
available I/O pair for packet p, a packet of another core
in Lt is selected, and the delivery time td of packet p is
set to the time when the first I/O pair in the list becomes
available (Line 15). Otherwise, if I/O pairs and routing
paths are available, the duration Tpacket of packet p in
this nonpreemptive session is determined based on (4)
(Line 20). Notice that this “super” packet now includes
all the flits of all test vectors in this test session. Next,
power consumption of this packet is calculated using (3)
(Line 21). If the addition of this packet in the current
time slot does not exceed the system power limit, the



COTA AND LIU: CONSTRAINT-DRIVEN TEST SCHEDULING FOR NoC-BASED SYSTEMS 2473

Fig. 8. Pseudo code of heuristic scheduling algorithm with both preemptive and nonpreemptive tests.

packet is scheduled (Line 23). In this case, all network
channels in the routing path determined by I/O pair m
are set to be unavailable during the transmission time of
this packet, i.e., between cycles td + Theaders + payload
and td + Tpacket (Line 24). The corresponding response
packet is then automatically scheduled and removed from
the list of unscheduled packets (Lines 26 and 27).

2) If packet p belongs to a preemptive test, the shortest
available path k that can be used by this packet is selected
(Line 17), and the transmission duration Tpacket of this
packet is determined according to (4) (Line 20). If there is
no available path for packet p, a packet of another core in
Lt is selected, and the delivery time td of packet p is set to
be the time when the first path in the list of possible paths
for the core becomes available (Line 19). Otherwise, if a
path is available, the power consumption of this packet is
calculated in Line 21. If the power limit is satisfied, the
packet is scheduled (Line 23), and all network channels
on path k are set to be unavailable during the transmission
time of this packet, i.e., between cycles td + Theaders +
payload and td + Tpacket (Line 24). If packet p carries
a test vector, the corresponding test response packet is
set to be ready at time td + Tpacket − 1 (Line 29), as
the wrapper takes one cycle to unpack the header of the
packet. If packet p carries a response vector, on the other
hand, the latency l of the shortest path from input to
the core is calculated as Theaders + Trouter ∗Nbrouters.
The packet carrying the next test vector of core i is set
to be ready at time td − l (Line 29), ensuring that the
new vector will not arrive before the previous vector is

processed. In both cases, the next packet of core i is
inserted in Lt (Line 30).

3) Finally, if packet p refers to an autonomous BIST test
session, a single flit containing the BIST enable signal
and other required information for BIST [e.g., reconfig-
uration values for programmable linear feedback shift
registers (LFSRs)] must be sent to the core. That is, we
assume that the payload of this packet contains only one
flit, and the test application time of each BIST session
is known. The real number of flits may vary in practice.
Under these assumptions, two cases are possible for
BIST-engine utilization. First, if each BISTed core has its
own BIST engine, the transmission of packet p is similar
to that of a preemptive test. The first available input path
is selected to deliver packet p (Line 17), and the chosen
path is occupied only for the transmission of a single
flit. If there is no available path for packet p, a packet
of another core in Lt is selected, and the delivery td of
packet p is set to be the time when the first path in the list
of possible paths for core i becomes available (Line 19).
Similar to the previous cases, packet p has a delivery time
td. The corresponding response packet (compacted signa-
ture) is set to be ready at time td + test_time (Line 29),
where test_time is the number of cycles required by the
BIST session. Second, if several BIST engines are shared
among all BISTed cores, the BIST sessions are scheduled
as nonpreemptive tests with precedence constraints.

The power consumption per cycle is taken into account
by assigning power information to each time slot. During
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the scheduling of each slot, the total power consumption is
calculated based on (5), where n is the number of packets being
transmitted, and c is the number of cores being tested during
this time slot

Totalpower =
∑

1≤j≤n

Ppacket(j) +
∑

1≤i≤c

Pcore(i). (5)

The system power limit must be evaluated at each time
slot s, i.e., totalpower(s) ≤ Pmax, where Pmax is the maximum
power consumption allowed for the system. Therefore, before
the scheduling of any packet, the total power required for the
transmission of this packet is calculated (Line 22 in Fig. 8).
If the total power consumed in the slot does not exceed Pmax,
the packet can be scheduled (Line 23). Otherwise, the packet is
postponed to be scheduled later (Line 32).

Finally, when no packets could be scheduled in the current
time slot, the current time is updated by the time slot cor-
responding to the shortest delivery time of all unscheduled
packets (Line 34), and the process is repeated until all packets
are scheduled.

D. Exploration of Solution Space

The initial order of the lists UBP and UEP of unscheduled
packets (see Fig. 8) determines the priority of packets to be
scheduled. Unscheduled packet on the top of the list is first
attempted. As a result, different order of the packets leads to
different usage of the network channels, hence, different test
application times. The order of I/O pairs being attempted for
nonpreemptive tests impacts the scheduling in the same manner.

Therefore, a better exploration of the solution space of test
scheduling can be achieved by varying the orders of packets
and I/O pairs in the lists. In the proposed algorithm, we perform
a permutation on a small number of packets in Lines 6, 7,
and all the I/O pairs in Line 8. This is because the number of
packets are several orders larger than the number of I/O pairs. A
complete permutation on all packets is apparently impractical.
As shown in Section V-C, a complete permutation on I/O pairs
is possible.

The complexity of the proposed heuristic is O(M !Np),
where Np is the number of packets, and M is the number of
I/O pairs. The permutation on packets is not counted because
it is independent of the number of packets. Compared to the
dedicated-path approach, the routing of individual packet has
increased the complexity of the scheduling.

VII. EXPERIMENTAL RESULTS

A. Experimental Setup

In this section, we present simulation results on some
ITC’02 SoC Test Benchmarks [22] using the heuristic
algorithms presented in Sections V and VI. The simulation is
performed on a PC with a 1.8-GHz processor and 512M RAM.
In [29], several network configurations (distinct associations
between cores and routers, different NoC topologies, etc.) were
considered. For the sake of comparison, we defined an arbitrary
but single network configuration (network topology, core

assignment to grid, inputs/outputs, etc.) for each benchmark to
be used in this paper. Then, the original scheduling algorithm
proposed in [29], as well as the algorithms proposed in this
paper was performed over this single system configuration. For
the heuristic algorithms, we perform the exhaustive I/O order
permutations and a number of permutations, from 50 to 200,
on the order of cores. For all the simulations, the algorithms
can be concluded in less than 20 min. We note that the original
scheduling does not support permutation of the cores, and
allowing permutation on more cores in the improved heuristics
can lead to better solutions.

The power consumption of the cores during test is not
included in the ITC’02 benchmarks. Therefore, hypothetic data
are used in simulation. The power profile of each core is defined
as a function of the number of scan flip–flops, inputs, and
outputs and is evaluated using (1), with nbff and nbgt replaced
by the estimated number of flip–flops and gates of the module,
respectively. Moreover, the core and wrapper power consump-
tion is considered as the peak value among all vectors. BIST and
nonpreemptive test sessions imply higher power consumption
of the core under test.

The power-consumption limit for the system is defined as
a percentage of the total power consumption of all cores under
test. For example, a power limit of 50% indicates that the power
limit equals to half of the sum of the power consumption of all
cores in test mode. Note that in practice, the power constraint
should be set by the designer. Moreover, in this paper, we do not
assume any specific type of test-set manipulation for reducing
the power consumption, which can be easily performed by
modifying the order of the test sessions and including addi-
tional precedence constraints. We also assume that the power
consumption of the network routers and channels is one order
of magnitude smaller than that of the cores.

B. Results for ITC’02 SoC Test Benchmarks

For each benchmark, we present results for different numbers
of interfaces with the tester, different configurations of test
sessions, with BIST and precedence rules, and for different
power constraints. For the sake of succinctness, we refer to
the packet-based preemptive test scheduling in [29] as the
base-case algorithm. We refer to the dedicated-path routing
for nonpreemptive test scheduling and the improved heuristic
for both preemptive and nonpreemptive tests scheduling as
Algorithms 1 and 2, respectively.

Tables I–III present the results for the original benchmarks,
with and without power constraints, for different numbers of
test interfaces (I/O ports). Column 1 gives the number of
I/O ports. Columns 2 and 3 give the results of the base-case
algorithm reported in [29], where only preemptive tests are
allowed. In Column 2, no power limit is assumed for the test,
whereas in Column 3, a power limit of 50% is considered.
Columns 4 and 5 show the results of Algorithm 1 using the
dedicated-path approach presented in Section V, where only
nonpreemptive tests are allowed. Columns 6 and 7 show the test
application time when both nonpreemptive and preemptive tests
exist, using Algorithm 2, i.e., the improved heuristic proposed
in Section VI-C. Preemptive and nonpreemptive test sessions
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TABLE I
TEST-SCHEDULING RESULT FOR d695 WITH POWER CONSTRAINTS

TABLE II
TEST-SCHEDULING RESULT FOR p22810 WITH POWER CONSTRAINTS

TABLE III
TEST-SCHEDULING RESULT FOR p93791 WITH POWER CONSTRAINTS

are chosen arbitrarily. In addition, Columns 4–7 present the
corresponding test-time reduction in percentage compared to
Columns 2 to 3, respectively.

It can be observed, from Columns 2 to 5, that Algorithm 1 is
more efficient than the base-case algorithm using packet-based
routing. A test-time reduction from 3% to 30% is achieved even
under power constraints. This can be explained from the aspects
of both resource conflict and solution space, as discussed in
Section V-A. However, we note that if more computational
power is available or more simulation time is allowed, the
base case can search a larger portion of the solution space and
may possibly yield shorter test time. This is because the base-

TABLE IV
TEST-SCHEDULING RESULT FOR d695 WITH VARIOUS

CONSTRAINTS USING ALGORITHM 1

TABLE V
TEST-SCHEDULING RESULT FOR p22810 WITH VARIOUS

CONSTRAINTS USING ALGORITHM 1

TABLE VI
TEST-SCHEDULING RESULT FOR p93791 WITH VARIOUS

CONSTRAINTS USING ALGORITHM 1

case algorithm provides a higher level of flexibility on packet
scheduling than Algorithm 1, which cannot handle individual
packet. We also note that there is a permutation on I/O pairs
in Algorithms 1 and 2, which is not available in the base
case. This permutation also makes a significant contribution
to the exploration of solutions space, since we have found in
experiments that varying the assignments of packets to I/O pairs
can cause dramatic change on the test time.

For systems with both preemptive and nonpreemptive tests,
we expect that Algorithm 2 using the proposed improved
heuristic can lead to test application time between those given
by the base case and Algorithm 1. This is intuitive because the
improved heuristic is a combination of the packet-based routing
and dedicated-path routing. The expectation is corroborated by
the results shown in Columns 6 and 7. We observe that in all the
cases, Algorithm 2 yields a shorter test application time than
the base case. In most cases, the time is slightly longer than that
given by Algorithm 1. However, in some cases, it yields even
further reduction on test application time than Algorithm 1,
indicating that a better solution could be potentially reached due
to the higher flexibility offered by Algorithm 2.

It can also be observed that adding a power constraint can
generally cause the increase on test application time. If the
constraint is loose, however, test time may not be affected, as
shown in some of the cases in the tables.

Tables IV–VI present the results when BISTed sessions,
precedence rules, and power constraints are considered in
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TABLE VII
TEST-SCHEDULING RESULT FOR d695 WITH VARIOUS

CONSTRAINTS USING ALGORITHM 2

TABLE VIII
TEST-SCHEDULING RESULT FOR p22810 WITH VARIOUS

CONSTRAINTS USING ALGORITHM 2

TABLE IX
TEST-SCHEDULING RESULT FOR p93791 WITH VARIOUS

CONSTRAINTS USING ALGORITHM 2

Algorithm 1. Tables VII–IX present the results when BISTed
sessions, precedence rules, and power constraints are consid-
ered in Algorithm 2. For d695, we assume that less than 1 k
random test vectors are generated for BIST sessions. While for
other larger benchmarks, we assume that each BIST session
consists of 128 k random vectors. Column 1 gives the number
of I/O ports. Column 2 gives the test application time using
Algorithm 2 for both preemptive and nonpreemptive tests
without any constraint, as listed in Column 6 of Tables I–III.
Column 3 shows the results when some BISTed sessions with
shared BIST engines are arbitrarily added to the test. The
results in Column 4 show the impact of adding precedence
rules among test sessions, and Column 5 presents the results
when a 50% power limit is added on top of BIST sessions and
precedence constraints.

When these constraints are considered, it can be seen that
test application time is in most cases increased. For p22810 and
p93791, the increase on test time is primarily caused by the long
BIST sessions, which are dominant compared to the external
test sessions. The inclusion of precedence and power con-
straints usually causes an increase on the test time. However,
in some cases, they have indeed led to a test-time reduction.
This is because imposing the precedence and power constraints
can cause changes on schedule, e.g., different selection of cores,
interfaces or test patterns, etc., which could potentially yield a
better solution. Also, note that in many cases, the inclusion of

precedence constraints has led to less power dissipation, and the
power constraints are automatically met, hence, adding power
constraints has not impact on the results.

Finally, we examine the performance of the two algorithms
under a more accurate power model to further explore and
explain the flexibility provided by Algorithm 2. Therefore, far
in the experiments, we assume that a core consumes the same
amount of power under either preemptive or nonpreemptive
testing. However, a more realistic model should consider that
the nonpreemptive testing actually consumes more power than
the preemptive testing, since the latter spreads over a longer
period of time than the former while the total energy of testing
a core is fixed.

We take this into account in the experiments presented in
Table X. As shown in the previous tables, the “base case” is
still the preemptive algorithm where all cores in the system
are preemptive, hence, we omit those results in this table. We
also assume the same system power limit. Since Algorithm 1
uses nonpreemptive testing for all cores, the corresponding
power consumption will increase compared to the base case.
For Algorithm 2, only the cores with nonpreemptive tests have
an increase in the power consumption. In Table X, we show the
scheduling results with only power constraints (Columns 3, 5),
and with power, BIST, and precedence constraints (Columns 4,
6) for the two algorithms, respectively.

For d695, we assume an increase of 20% on the power
consumption of nonpreemptive cores. It can be observed that
Algorithm 2 generates better results in two cases out of three,
with only power constraint. This is because out of the ten cores
in this system, five are using preemptive tests that yield less
power consumption compared to the Algorithm 1 where all ten
cores use nonpreemptive testing. When BIST and precedence
constraints are added, however, Algorithm 2 is outperformed
in two cases. This is due to the fact that BIST tests are
nonpreemptive, which make the nonpreemptive tests dominant
in the system. Thus, the advantage of less power consumption
from preemptive cores using Algorithm 2 is less noticeable.

For systems p22810 and p93791, we assume an increase of
40% on the power consumption of the nonpreemptive cores
over the preemptive cores, to account for the higher level of pre-
emption of the larger cores, compared to d695. Similar results
can be observed: Algorithm 2 leads to shorter test time when
only power constraint is considered, but Algorithm 1 does better
when BIST tests are added. Note that both systems contain
“parent” cores, which consist of lower level “child” cores, and
all these cores are assumed to be nonpreemptive. Therefore, in
these two systems, the nonpreemptive cores dominate.

Note that the above results indicate that Algorithm 2 is more
flexible than Algorithm 1. It allows the designer to determine
the test of each core, either preemptive or nonpreemptive, based
on its power consumption and other constraints, to yield a more
optimized test. This flexibility can lead to a less test time in
many cases, as shown in the experimental results.

VIII. CONCLUSION

This paper has proposed a comprehensive test-scheduling ap-
proach for embedded core-based systems in a NoC architecture.
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TABLE X
RESULTS WITH CONSTRAINTS USING NEW POWER MODEL

A dedicated-path approach was first proposed to target the cores
that do not allow preemptive testing. The problem of optimal
test scheduling using the dedicated-path approach was proved
as NP-complete, and a heuristic was presented. The scheduling
approach was then improved by incorporating both preemptive
and nonpreemptive tests to handle the real-world problems.
Finally, BIST test session, precedence, and power constraints
were included in scheduling to deliver a comprehensive and
practical test solution for NoC-based system. Experimental
results on ITC’02 benchmarks have shown the effectiveness of
the proposed solution.
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