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A B S T R A C T   

This paper addresses the lack of consideration of short time scales, below one hour, such as sub-15-min and sub- 
1-hr, in grid codes for frequency quality analysis. These time scales are becoming increasingly important due to 
the flexible market-based operation of power systems as well as the rising penetration of renewable energy 
sources and battery energy storage systems. For this, firstly, a set of frequency-quality indices is considered, 
complementing established statistical indices commonly used in power-quality standards. These indices provide 
valuable insights for quantifying variations, events, fluctuations, and outliers specific to the discussed time 
scales. Among all the implemented indices, the proposed indices are based on over/under frequency events (6 
indices), fast frequency rise/drop events (6 indices), and summation of positive and negative peaks (1 index), of 
which the 5 with the lowest thresholds are identified as the most dominant. Secondly, k-means and k-medoids 
clustering methods in a learning scheme are employed to identify typical patterns within the discussed time 
windows, in which the number of clusters is determined based on prior knowledge linked to reality. In order to 
clarify the frequency variations and patterns, three frequency case studies are analyzed: case 1 (sub-15-min scale, 
10-s values, 6 months), case 2 (sub-1-hr scale, 10-s values, 6 months), and case 3 (sub-1-hr, 3-min values, the 
year 2021). Results obtained from the indices and learning methods demonstrate a full picture of the information 
within the windows. The maximum value of the highest frequency value minus the lowest one over the windows 
is about 0.35 Hz for cases 1 and 2 and 0.25 Hz for case 3. Over-frequency values (with a typical 0.1% threshold) 
slightly dominates under-frequency values in cases 1 and 2, while the opposite is observed in case 3. Medium 
fluctuations occur in 35% of windows for cases 1 and 2 and 41% for case 3. Outlier values are detected using the 
quartile method in 70% of windows for case 2, surpassing the other two cases. About six or seven typical patterns 
are also extracted using the presented learning scheme, revealing the frequency trends within the short time 
windows. The proposed approaches offer a simpler alternative than tracking frequency single values and also 
capture more comprehensive information than existing approaches that analyze the aggregated frequency values 
at the end of the specific time windows without considering the frequency trends. In this way, the network 
operators have the possibility to monitor the frequency quality and trends within short time scales using the most 
dominant indices and typical patterns.   

1. Introduction 

1.1. Problem description and literature review 

Frequency is a measure of power system balance; hence, it should be 
controlled. Different control levels are applied in different time frames, 
traditionally divided into 10–30 s for the primary, 10–20 min for the 
secondary, and 20 min-1 h for the tertiary control level [1]. The response 

time of converter-interfaced control units is much faster, i.e., in a time 
frame of 2 s or less [2]. Frequency is supposed to be within a target range 
around a nominal value, typically 50 Hz or 60 Hz, which is crucial for 
the power system’s reliability. In cases of large and fast frequency var
iations, not only frequency variation should be limited, but also the Rate 
of Change of Frequency (RoCoF) to prevent equipment failure, cascaded 
tripping of power plants, and possibly loss of service [3–5]. As a stan
dard method, the power system frequency measurement refers to the 
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reiteration rate of the voltage signal in a particular location, where a 
zero-crossing method is commonly used, as explained in IEC 
61000–4–30 [6]. Within interconnected systems such as the Nordic 
synchronous area (including Norway, Finland, Sweden, and the eastern 
part of Denmark), the frequency measurement values at multiple loca
tions are very similar in normal conditions (less than a few mHz apart) 
with possible time shifts due to clock differences on the measuring de
vices. However, the time lag is also resolved using the phase measure
ment units (PMUs) [7,8], which are capable of reporting frequency and 
RoCoF synchronously with a high resolution of 20 ms in 50 Hz systems. 
According to the frequency evaluation in the Nordic area, using the data 
collected with PMUs [9], the maximum absolute RoCoF exceeds 
0.1 Hz/s for 20% of recorded disturbances. 

The quality of "power system frequency" or "voltage frequency" can 
be explained by two definitions: (a) variation of frequency from its rated 
value and (b) the power grid’s capability to maintain a balance between 
generation and consumption. Frequency quality can be quantified based 
on both definitions by considering frequency quality indices for a pre- 
defined period [10]. Frequency variations are typically not a concern 
for the end-user customers and their grid-connected equipment; how
ever, the frequency deviations are addressed as part of the “power-
quality” standards IEC 61000–4–30 [6] and EN 50160 [11]. According 
to [11], the 10-s time resolutions should be used for frequency mea
surements, and the average frequency value for interconnected systems 
must be within the range of 49.5–50.5 Hz for 99.5% of the time (a year). 
Furthermore, the Nordic grid code [12] and the European Commission 
Regulation for the Nordic synchronous area [1] require that frequency 
must be within the standard range of 49.9 and 50.1 Hz during normal 
conditions. Considering different thresholds for higher and lower fre
quency values, over- and under-frequency events can occur in a given 
period of time, such as one year [13]. In 2021, 221 incident classifica
tion scale (ICS) events with scales 0–3 were reported in the Nordic 
synchronous area, of which 214 were events with a scale 0, and seven 
events were with a scale 1 [14]. The North American reliability council 
(NERC) also keeps statistics on the 60 Hz frequency quality in the four 
interconnected systems in North America [15]. Steady-state frequency 
variations can be quantified by indices such as the average or standard 
deviation over one year. A threshold can also be considered to detect the 
number of times the steady-state frequency exceeds it. In the 
power-quality field, the steady-state disturbances (such as 
harmonics/inter-harmonics [16–19]) and sudden events (such as 
voltage dips [20–23]) are distinguished and different indices are 
defined. Similarly, the frequency events due to the sudden imbalance 
between generation and consumption can be distinguished from 
steady-state frequency disturbances (variations) [24]. However, a min
imum threshold must be assigned to conclude a frequency quality index. 

The frequency quality indices are typically only considered over a 
specific period (time window), such as one year or monthly. For 
instance, [8] reports the frequency quality indices and disturbances in 
the Nordic system during 2021 using a time resolution of 0.1 seconds or 
aggregated over 1 second. Furthermore, electricity power markets 
typically use 15-min intervals for recording frequency measurements, 
but they are beginning to switch to 1-hour intervals [25–27]. Grid codes 
[1,15] also use frequency values with time resolutions of 1, 10, or 
15-min, where aggregated, i.e., averaged frequency values, are used to 
determine frequency quality and control performance indices over a 
large time scale (time window) of 1-year or 1-month. However, there is a 
lack of literature quantifying frequency quality regarding variations, 
fluctuations, and events for specific time windows such as sub-5-min, 
sub-15-min, sub-30-min, and/or sub-1-hr. Many variations, events, 
fluctuations, out-of-range values, and detectable trends occur below the 
15-min or 1-hr time scales for several reasons, such as the unbalance 
between generation and demand, which may result from load dis
connecting, generator and/or line tripping. A review of the detection of 
frequency events in power systems is done in [28], highlighting the 
importance of small-time scales. Moreover, power system operation is 

becoming increasingly flexible due to market-based activities and the 
fast operation of converted-interfaced units. Therefore, aggregated fre
quency values at fixed times of 15-min or 1-hr may filter out important 
information on frequency quality and trends over a monthly or yearly 
time scale. Consequently, there is a lack of knowledge and information 
regarding the short-time scales and a need to shorten the time scales 
from monthly/yearly, including the time resolutions with aggregated 
values over 15-min or 1-hr, to short time scales as sub-15-min or 
sub-1-hr with higher real-time resolutions in second or few minutes. 
Therefore, there is a need to introduce indices that can quantify varia
tions, events, fluctuations, and typical patterns that may exist in 15-min 
or 1-hr time windows. Article 131, “Frequency quality evaluation 
criteria” in [1], shows that the current indices are as: the mean value, the 
standard deviation, single percentiles as 1, 5, 10, 90, 95, and 99th and 
few more. Hence, introducing more proper indices within short time 
scales is important to give a better picture of frequency changes and 
trends. Moreover, researchers in this field should also investigate how 
the operation of different types of control units, balancing processes and 
electricity markets is reflected through the frequency indices and typical 
patterns within the considered short time scales. 

Quantifying fast variations in root mean square (rms) [29] and 
harmonic [30] voltages have been studied in sub-10-min time scales. 
The importance of this time scale has been discussed, and some statis
tical indices were proposed. However, there is no literature regarding 
quantifying frequency variations for time scales such as sub-15-min or 
sub-1-hr. Since recording the frequency measurements for high resolu
tions such as 20 ms, 1 s, or 10 s, even for specific windows, generates a 
huge amount of data, "big data" [31–34], introducing frequency-quality 
statistical indices can also avoid the need to save all high-resolution 
frequency values. Instead of saving all high-resolution frequency 
values, the proposed indices can be calculated and saved using the on
line high-resolution values within the windows. 

Time series clustering, or so-called "pattern extraction", is investi
gated in several kinds of literature. Examples include big data clustering 
[32], shape-based clustering [35], clustering using Distance Time 
Wrapping [36], k-means and k-medoids clustering methods [37], and an 
improved version of k-means in [38]. However, the application of the 
clustering methods is limited, especially for power-quality data. The 
studies in the literature include a time series clustering to extract 
knowledge existing in energy consumption data [39], X-means clus
tering, rival penalized expectation maximization used as part of detec
tion and clustering of unknown classes of voltage transients [40], and 
detecting voltage dips and spikes using clustering large applications’ 
algorithms [41]. A review of artificial intelligence applications 
regarding different aspects of harmonic analysis, including data clus
tering, has been reported in [42]. In addition, detecting abnormalities 
and events and clustering of harmonic data and events have been 
comprehensively studied in [43]. Very few studies have paid attention to 
the short-time scales. The typical “sub-10-min” patterns of rms voltages 
were extracted using an unsupervised learning method, which used 
kernel principal component analysis (KPCA), tracked by a k-mean 
clustering applied to the data regarding a location in northern Sweden 
[44] and multiple location data worldwide [45]. The study in [46] 
identified potential patterns of the occurrence of power system distur
bances over two years. Previous works, such as [47,48], have focused on 
unsupervised learning methods for classifying electrical customer load 
patterns. Recently, a study [49] reviewed the power system frequency 
analysis (not patterns) using deep learning methods. However, there 
have been no reports on identifying patterns in frequency measurements 
for both long-time and short-time scales, such as sub-15-min or sub-1-hr. 
Extraction of frequency patterns using unsupervised machine learning 
methods, such as [44,45,50], can also seek the trend of frequency var
iations within the windows. However, finding the number of clusters 
(groups) over data is an issue that requires some pre-knowledge on the 
frequency values within the windows. 
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1.2. Contribution, input cases, and organization of the paper 

Given the research and practical gaps highlighted in the previous 
section, the main contributions of this paper are listed as follows: 

• Laying a solid foundation for a new standardization in defining fre
quency quality and extracting frequency patterns, focusing on short 
time scales and including higher time resolutions of frequency 
values.  

• Quantifying frequency quality in terms of variations, fluctuations, 
events, and outliers that can occur in frequency values within short 
time scales, exceeding the existing indices in the grid codes. 

• Utilizing 23 established statistical indices and proposing 13 fre
quency quality indices applicable for short time scales (a total of 36 
indices).  

• Showing the independence of the statistical indices concerning the 
lengths of short time scale windows (5 min, 10 min, 15 min, 1 hour, 
etc.) and time resolutions.  

• Proposing the most dominant frequency quality indices out of the 36 
considered indices.  

• Implementing an unsupervised learning scheme using k-means and 
k-medoids clustering methods to short time scale windows to extract 
existing typical patterns. The number of clusters is determined based 
on prior knowledge related to the physical reality of frequency values 
within the windows, as well as the reasonable separation of clusters 
visualized in a 2D space.  

• Compressing and converting frequency windows using the statistical 
indices and extracted patterns to avoid storing each individual high- 
resolution frequency sample in a big data space. 

To better clarify the frequency variations and trends, three input case 
studies are analyzed in this paper; the first and second use 10-s recorded 
measurements for the short time scale such as sub-15-min and sub-1-hr 
windows, respectively, while the third case study uses 3-min resolution 
data available on the Finnish grid company website (Fingrid) for sub-1- 
hr windows. Besides quantifying the frequency quality and extracting 
typical patterns using the statistical indices and clustering methods, 10 
of the 23 existing indices and 5 of the 13 proposed indices have been 
selected as the most dominant ones (a total of 15 out of 36). Six typical 
patterns (for input cases 1 and 2) and seven (for case 3) are also 
extracted to show the trend of frequency values within the windows. 

The rest of the paper is organized as follows: 2 presents the approach 
of the study in terms of quantifying variations, fluctuations, events, and 
outliers using statistical indices proposed by us or selected from existing 
literature and extraction of frequency patterns using an unsupervised 
learning schema, all within short time scales. 3 introduces the employed 
datasets and three extracted input cases under our studies with sub-15- 
min (10-s time resolution) and sub-1-hr (10-s and 3-min resolution) 
windows. This section also shows some examples of frequency variations 
among the input cases. In 4 the results are shown for both statistical 
indices and pattern extraction. A comprehensive discussion of the sta
tistical indices and learning results as well as recommendations for 
future studies, are made in 5, and finally, 6 concludes the paper. 

2. The approach of the study 

When considering frequency records within short time windows, it 
becomes necessary to define certain indices to quantify frequency 
quality and develop an approach to extract the possible typical pattern 
of variations. The following sections, 2.1 and 2.2, outline the method
ologies employed to achieve these objectives. It is important to note that 
the statistical indices discussed/proposed in the subsequent sections are 
independent of specific short window lengths and time resolutions 
because of their statistical nature. However, this is distinct from the 
process of selecting threshold values, which entails careful consideration 
and often involves a thorough examination of the values within the 

specific window lengths over an extended period. The same holds for 
selecting the number of clusters in a data-driven manner, which could be 
dependent on the frequency data within specific window lengths over a 
certain period, such as weekly, monthly, every six months, or yearly. 
However, the framework for extracting the typical patterns is the same 
for any window length or time resolution of frequency instants. In our 
study, we have selected sub-15-min and sub-1-hr windows as well as 10- 
s and 3-min frequency samples (which will be explained in 5.3). How
ever, some of the indices from [29], which utilized a 10-min window 
length and 1-s resolution, can be readily applied in our study for 
different window lengths and time resolutions. 

2.1. Quantifying the frequency quality within the short time windows 

2.1.1. Indices to quantify the variations as a range in values 
The indices considered and suggested for this category include the 

following:  

• Mean, maximum, and minimum of the values for frequency (f) and 
the RoCoF1 = df/dt within the windows.  

• Difference between two percentiles within the windows (“R100, 
R98, R90, R80”. The references [29] and ([45], Table A1) explain the 
indices that were applied on “sub-10-min” rms voltage variations).  

• “Over-deviations” from the frequency rms value within the windows 
(“P100, P99, P95, P90” [29] and ([45], Table A1). 

• “Under-deviations” from the frequency rms value within the win
dows (“P0, P1, P5, P10” [29] and ([45], Table A1).  

• Standard deviations (Std) as non-sliding-window rms on frequency 
samples’ “very short variations”. This index shows the deviation of 
frequency samples from the mean value of the current window. 

2.1.2. Indices to quantify the events 
The indices suggested for this category require some triggering 

mechanisms. Note that the events here consider steady-state variations 
and the sudden drops/rises exceeding a high/low threshold. The indices 
are as follows:  

• The number of over-frequencies (OF) exceeding a high threshold as 
nominal frequency plus 0.1%, 0.2%, and 0.3% of nominal frequency 
within the windows, i.e., the values more than 50 Hz + 0.1%/0.2%/ 
0.3% (NOF1, NOF2, NOF3).  

• The number of under-frequencies (UF) exceeding a low threshold as 
nominal frequency minus 0.1%, 0.2%, and 0.3% of nominal fre
quency within the windows, i.e., the values less than 50 Hz - 0.1%/ 
0.2%/0.3% (NUF1, NUF2, NUF3).  

• The number of fast frequency rises (FFR) exceeding a high threshold 
for RoCoF. The thresholds can be selected based on existing time 
resolutions as well as the RoCoF values. Sudden frequency events as 
rises are quantified by this index.  

• The number of fast frequency drops (FFD) exceeding a low threshold 
for the RoCoF, with the same thresholds assigned for the FFR in 
negative sign (NFFD1, NFFD2, NFFD3). Sudden frequency events as 
drops are quantified by this index.  

• Short timescale very short variations (VSV [51]), specific to the short 
time windows, as sliding-window rms on frequency samples’ very 
short variations. 

The thresholds for NOF/NUF have been selected based on the 
operation limits regarding the over- and under-frequency events defined 
in NERC [15]. The thresholds for NFFR/NFFD need to be chosen 

1 RoCoF is better to be calculated from high-resolution frequency samples, 
however, the goal in this study is to show how the RoCoF value with the 
existing time-resolutions can be employed as frequency-quality indices within 
specified window length. 
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according to the RoCoF values for each input case to cover a meaningful 
range of sudden events within the selected windows. Both sudden events 
(drop/rise) and steady-state variations (constant/upward/downward) 
with a trigger mechanism can be quantified by the NOF/NUF index. VSV 
can also be used as an index to quantify events since it shows that fre
quency samples deviate more than a certain from the mean over the last 
window corresponding to that frequency value. This index integrates all 
the specific windows defined for an input case. 

2.1.3. Indices to quantify the fluctuations 
The index suggested for this category is a summation of the following 

criteria:  

1. The number of positive peaks of frequency values (f (t)) that exceed 
their immediate neighboring values (f (t-1), f (t+1)) within the 
windows by at least a high threshold.2 These positive peaks are 
detectable as shown in Eq. (1): 

[f (t) > f (t − 1)&f (t) > f (t+ 1)&|f (t) − f (t − 1) | > Thr&|f (t) − f (t + 1) |

> Thr ]
(1)    

2. The number of negative peaks of frequency values (f (t)) that exceed 
their immediate neighboring values (f(t-1), f(t+1)) within the win
dows by at least a low threshold (equal to the high threshold). These 
negative peaks are detectable, as shown in Eq. (2): 

[f (t) < f (t − 1)&f (t) < f (t+ 1)&|f (t) − f (t − 1) | > Thr&|f (t) − f (t + 1) |

> Thr ]
(2) 

Three levels of fluctuations are assigned to each window according to 
the summation of a number of positive and negative peaks (SNPNP) as 
low, medium, and high fluctuation, as shown in Eq. (3). The coefficients 
a and b correspond to different percentages to show the fluctuation 
levels, and it is recommended to be chosen based on the time resolutions 
existing in the input cases. 

2.1.4. Indices to quantify the outliers 
Outliers are considered as the values that stand out in the overall 

pattern of the values within the windows, according to the statistics. 
Although some of the values, such as FFRs/FFDs, may not be considered 
outliers in reality, we are trying to show some out-of-range values within 
the windows apart from the other values to show the frequency varia
tions. Three methods have been considered to quantify the number of 
outliers within the windows [52].  

• Median method: The number of values out of the median of window ±
3 × scaled medium absolute deviation (MAD) (Noutlier1). 

Scaled MAD = − 1
/ ̅̅̅

2
√

Cmedian (|fi − median(fi) | ) (4)  

In which efi is the inverse complementary error function and by the 
function erfcinv in MATLAB, C = efi(3/2) = − 0.4769.  

• Mean method: The number of values out of mean of window ± 3 ×
Std of a window (Noutlier2).  

• Quartiles method: The number of values out of 
[Q1 − 1.5IQR Q3+1.5IQR] (Noutlier3). 

In which Q1 and Q3 are 25th and 75th percentiles, and IQR is Q3₋Q1. 

2.2. Extracting the frequency patterns within the short time windows 

In order to extract the frequency variation patterns within the short 
time windows, a framework is presented as shown in Fig. 1. To make an 
equal contribution to each n feature in the input matrix X, a Z-score 
normalization is applied as [(xi − μ(xi) )/σ(xi) ] to each x element of 
matrix X over whole m samples, whereas μ, and σ are the mean and 
standard deviation of each row of X. Since each row of matrix X is as a 
time series, row normalization [53] has been used in which the more 
real patterns were extracted finally. Normalization can improve the 
generalization of the learning in comparison with no-normalized data. 
To cluster frequency datasets shaped in a matrix X, two well-known 
clustering methods, k-means, and k-medoids [54–56], are used to 
label each row of matrix X as 1, 2, …, K. 

The implementation steps of the two methods are as follows: 

The k-means++ and k-medoids++ initialization techniques [57] find 
out K initial cluster centers, i.e., centroids in k-means (Ctdj)/medoids 
in k-medoids (Mddj), in an effective way. 
Each input sample xi(i = 1,…,m)is assigned to a cluster (ωij) with the 
shortest ’distance’ (dij) to one of the (j = 1,…,K)centroids/medoids 
with n dimension, Eq. (5). 

ωij =

{
1, if j = argmin

j
dij

0, otherwise
(5)   

The k-means/k-medoids minimize Eq. (6) the summation of the 
distances of each xi to its Ctdj/Mddj. 

min
∑K

j=1

∑m

i=1
ωijdij (6)   

Centroids in k-means (Ctdj) as a mean of all samples (which may 
not be a real sample) within a cluster are then updated once all 
vectors xi are assigned, Eq. (7). 

Ctdj =

∑m

i=1
ωijxi

∑m

i=1
ωij

, j = 1, 2,…,K (7)   

Medoids in k-medoids (Mddj ∈ xi) are a representative sample 
within a cluster rather than the mean in k-means. For each 

⎧
⎨

⎩

Low fluct., SNPNP < a × window len.
Medium fluct., a × window len. < SNPNP < b × window len.

High fluct., SNPNP > b × window len.
0 < a, b < 1, a < b (3)   

2 This tthreshold refers height difference between a peak and its neighbors. 
Althought the frequency control has a certain dead-band, it is however needs to 
be selected based on the available time resolutions in the input cases in order to 
show the fluctuations clearer. 
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representative Mddj and each xi which is not a medoid, the 
Mddj and xi are swapped. Then, steps 2 and 3 are repeated. If 
Eq. (6) is more than that in the previous iteration, the swap is 
then ignored. 

Steps 2, 3, and 4.1 for k-means and 2, 3, and 4.2 for k-medoids are 
repeated until convergence (i.e., no new cluster centers or reaching 
maximum iteration). 

The distance used dij in the k-means/k-medoids is the squared 

Euclidean 
⃦
⃦xi − Ctdj

⃦
⃦2

2 / 
⃦
⃦xi − Mddj

⃦
⃦2

2. A t-Distributed Stochastic 
Neighbor Embedding (t-SNE) function [58] plus a scatter plot is applied 
for visualizing the clustered n-dimensional samples (xnD

i ) and Ctdj/Mddj 

into two dimensions. 
In the next step, to extract the patterns, the obtained labels for the 

samples on the output of the clustering blocks (from 1 to K), along with 
the medoid’s sample numbers, are picked up and assigned to the samples 
in the input space. Then, centroids are obtained by averaging input 
samples within clusters (P1

kmn, …, PK
kmn), and medoids are defined in 

input space by using the existing medoid’s sample numbers (P1
kmd, …, 

PK
kmd). The number of selected clusters (will be explained in 4.2) are 6, 6, 

and 7 for cases 1, 2, and 3, respectively, as written in Fig. 1. 

3. Employed frequency datasets, prepared input cases, and 
examples of variations 

3.1. Employed frequency datasets 

This study uses two different frequency measurement datasets as 
time series of 10 s and 3 min values. The first dataset (10-s values) is 
extracted from the six-month measurements recorded in an apartment in 
northern Sweden for December 2021, January-March 2022, and June- 
July 2022. A Metrum PQsmart portable monitor (the same one used in 
our previous works [44,45]) connected to a wall outlet at 220 V and 
50 Hz was used for the measurements in which the best frequency res
olution is 10 s. 10 s also comes from European voltage characteristics 
and is also somewhat arbitrary. In fact, the frequency events due to the 

loss of a large production unit will take place at a shorter time scale. All 
measurements follow IEC 61000–4–30 Class A3 and the requirements 
defined in [1]. The second dataset (3 min values) is obtained from the 
measurements reported on the Finnish grid company website [59] for 
the entire year 2021; however, one may use diverse time resolutions. 
The first and second datasets are plotted in Fig. 2, and it is clear that the 
10-s measurements (Fig. 1a and b) can be used to quantify the frequency 
variations. A frequency value of 48.97 Hz was also recorded on 
08–05–2022, 06:33:10 am, as marked by a red circle in Fig. 2a. More
over, about 42% of frequency 10-s values (Fig. 2b) and 70% of 3 min 
values (Fig. 2d) are below 50 Hz. 

Sections 3.2 and 3.3 give prepared input cases and random examples 
of variations happening within short-time windows, all obtained from 
the employed datasets explained in 3.1. From this point forward in this 
paper, the term ’short time scales/windows’ will refer to time windows 
of sub-15-min and sub-1-hr. More explanation regarding the selection of 
window lengths, time resolutions, and preparation of these three input 
cases are assessable in 5.3. 

3.2. Arranged input cases 

A pre-processing was done on the datasets, and missing values were 
replaced with the average values of their previous and further values. 
Dividing the first dataset into 15-min and 1-hr windows, as well as the 
second dataset into 1 hr windows, generate a matrix Xm×n =

[x1, x2,…, xm]
T with m rows showing the number of samples (windows) 

as xi = [xi1, xi2,…, xin],i = 1,…,m, including n features (dimensions) for 
three different input cases as follows:  

• Input case 1, Time resolution =10 s, Window length=15 min, 
m=17568, n=90.  

• Input case 2, Time resolution =10 s, Window length=1 hr, m=4392, 
n=360. 

Fig. 1. Process of the clustering techniques for extracting typical patterns of frequency variations within short time windows.  

3 A low pass filter as well as a “flagging” concept is used in this device so that 
the frequency measurements are in an acceptable range of 1 mHz. 
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• Input case 3, Time resolution =3 min, Window length=1 hr, 
m=8760,4 n=20. 

Input cases 1 and 2 are candidates to discover the variations, events, 
fluctuations, outliers and typical patterns that can happen for higher- 
resolution frequency values in sub-15-min and sub-1-hr intervals of 
selected months. Input case 3 is also a representative to demonstrate 
which kind of variations and/or patterns are expected for the frequency 
values in sub-1-hr intervals for the entire year 2021. 

3.3. Examples of variations in sub-15-min and sub-1-hr windows 

Three random samples of variations in frequency values within the 
sub-15-min and sub-1-hr windows are shown in Fig. 3. 

The examples correspond to the input cases 1 (1 s values in Figs. a, d, 
and g), 2 (1 s values in Figs. b, e and h), and 3 (3 min values in Figs. c, f, 
and i). By looking at all frequency recordings within the windows 
regarding the three input cases, which three random examples among all 
the windows are shown in Fig. 3, there are some visible observations 
such as sudden drops or rises in frequency values (more seen in 10 s 
values than 3 min values), slow drift of frequency towards a high value 
or a low value, fluctuations in frequency values, exceeding the frequency 
values from some possible thresholds, some outlier values (values that 
stand out from the overall pattern of the values in the windows) and 
some existing patterns (Table 6) of frequency values within the sub-15- 
min and sub-1-hr windows. Hence, the next section presents (a) 
frequency-quality indices to quantify the frequency variations, events, 
fluctuations, and outliers and (b) pattern extraction analysis by clus
tering methods to quantify the possible frequency patterns in sub-15- 
min and sub-1-hr windows. In general, all these observations show 

that first, the variations within the windows should not be neglected in 
terms of variations, events, fluctuations, and typical patterns. Second, 
some physical and electrical events, such as connecting/disconnecting 
the loads, may occur within these time windows. 

4. Results 

4.1. Results of statistical frequency-quality indices 

The results of statistical frequency-quality indices introduced in 2 are 
given in this section for the three input cases to bring more knowledge 
regarding the frequency variations, events, and fluctuations happening 
in sub-15-min (10-s resolutions) and sub-1-hr windows (10 s and 3 min 
resolutions). According to the Nordic grid code [12], in which the 
Swedish and Norwegian TSOs have the task of maintaining the fre
quency and time deviation within set limits, the allowable variations in 
the frequency values during the "normal conditions" is between 49.9 and 
50.1 Hz, i.e., the frequency values deviate as 0 to ±0.1 Hz (maximum 
0.2 Hz variation’s range within a specified window) from the nominal 
frequency. This is also mentioned in the European Commission report 
for the Nordic area [1]. The box plots for the windows defined in the 
input cases 1, 2, and 3 in Fig. 4 show that the maximum/minimum 
frequency values in the input cases exceed the allowable standard 
ranges. Fig. 5 shows the mean, maximum, and minimum of the RoCoF 
values for the input cases. The results for input cases 1 and 2 are similar 
(a maximum of +34.9 mHz/s and − 28.4 mHz/s is observed), and input 
case 3 shows different results (a maximum of about +54.33 mHz/min 
and minimum of − 64 mHz/min). The results obtained from Fig. 5 will be 
used for the thresholds needed in the FFD and FFR indices introduced in 
2.1.2. 

The average values for the windows as well as the highest RoCoF for 
the samples shown in Fig. 3 are given in Table 1. Table 2 provides the 
thresholds used in this study for the indices introduced in 2.1. In the 
following, the results of the indices over all windows in the input cases 1, 
2, and 3 are given in the form of histograms, probability density 

Fig. 2. Frequency measurements in terms of (a, b) 1-s time series and cumulative distribution functions (CDF) for the first dataset; (c, d) 3 min time series and CDF 
for the second dataset. 

4 For the pattern extraction (4.2.3), some of the windows with constant 
values are removed from this dataset, hence, a dataset with m = 8680 windows 
are used there. 
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functions (PDFs), and cumulative distribution functions (CDFs) curves. 
To fit a distribution to the histogram5 data regarding the indices quan
tifying variations as a range in values and VSV, in the input cases 1, 2, 
and 3, a non-parametric kernel PDF is used for the distribution of the 
indices; hence, the median and average of the indices is not the same, as 
seen in Figs. 6, 10, and 14. 

4.1.1. Input case 1 
First, the results for the sample indices R100, P100, P0, and VSV, 

regarding the examples shown in Fig. 3 are given in Table 1. Then, the 
histograms fitted by a kernel PDF for the indices quantifying variations 
as a range in values and VSV within the windows in input case 1 are 
shown in Fig. 6. Fig. 6a shows that the frequency deviates by 0.05 Hz to 
0.25 Hz within the sub-15-min windows with 10-s resolution, in which a 
range 0.2 Hz is allowable for the normal conditions designed for the 
Nordic area [1,12]. Almost 12%,6 10%, 8%, and 9% of the windows 
have values around the median for R100 (0.12 Hz), R98 (0.11 Hz), R90 
(0.08 Hz), and R80 (0.06 Hz). The results of R100/R98 are far from the 
R90/R80, which shows there are not too many differences between the 

Fig. 3. Three random samples of frequency variations. (a, d, g) Input case 1; (b, e, h) Input case 2; (c, f, i) Input case 3.  

Fig. 4. Box plot of Mean, Max, and Min indices on the frequency values within the windows for (a) Input case 1; (b) Input case 2; (c) Input case 3. The event of 08–05- 
2022 in Fig. 2a is excluded. 

5 The number of bins equal to the square root of the number of samples m in 
the input cases 1, 2 and 3. 6 The numbers are obtained from dividing vertical axes values per m. 
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highest and 99th percentiles, between the lowest and 1st percentiles, 
between 90th and 95th percentiles, and between 5th and 10th percen
tiles of the indices over the windows. However, there are differences 
between the highest and/or 99th percentile and lowest/1st percentile, 
or between 90th/95th and 5th/10th percentiles. These observations, 
along with the differences in the histograms, confirm the variations 
happening during the sub-15-min windows. Comparing the results of the 
over-deviation indices as P100, P99, P95, and P90 in Fig. 6b with the 
indices in Fig. 6a shows that a factor of two needs to be considered in a 
comparative analysis (see, for example, the differences in the median 
values). When comparing Fig. 6c (under-deviation indices) with Fig. 6b 
(over-deviation indices), the absolute values seem similar (see, for 
example, the median values). However, to have a two-by-two closer 
comparison for all the windows, Table 3 gives the number of windows in 
which the difference between over-deviation and under-deviation 
values deviates more than 0.01 Hz. As seen in this table, the 
over-deviations dominate a little more than under-deviations for input 

case 1. For about 50% of the samples, the difference for the indices 
P0-P100 or P1-P99 is within 0.01 Hz. Variations from the average over 
the current window (Std) or over the last windows (VSV) are shown in 
Fig. 6d, which shows that VSV values are higher. The maximum VSV 
(100th percentile) observed is about 0.08 Hz, while Std. gets around 
0.06 Hz. Since VSV considers the variations happening during the pre
vious window (for each frequency value within a window), it gives more 
information than Std. For example, a sudden rise or drop in frequency 
values will show a higher VSV value than the Std. 

The number of over-frequency and under-frequency values for the 
samples shown in Fig. 3 are given in Table 1. A CDFs on all the windows 
in input case 1 are shown in Fig. 7a and demonstrate that OF/UF values 
with the threshold 0.1% are common, and almost 25% of the windows 
have experienced it at least 9 times (10% of the window length). 90% 
and 99% of the windows have no OF/UF due to the threshold 0.2% or 
0.3%, which shows these two thresholds are less common. Fig. 7a also 
shows that the NOF1 and NUF1 for almost 60% of the windows have 
varied between 1 and 80 (89% of window length). The difference be
tween NOF1 and NUF1 is higher for the high percentiles from 80th up to 
95th, so for the 90th percentile, NUF1 is 7 units higher than NOF1. 
Accordingly, the number of windows with NUF higher than NOF is 
slightly higher. The number of fast-frequency rise and drop values for 
the samples shown in Fig. 3 is given in Table 1. The CDFs on all the 
windows are also shown in Fig. 7b, which shows that FFR/FFD values 
with the threshold of 3.5 mHz/s are common because almost 80% of the 
windows have experienced it up to 5 times. The values with the 
threshold of 5 mHz/s are relatively common since 30% of the windows 
have at least one, and the values with a threshold of 6.5 mHz/s are less 
common since almost 92% of the windows have no FFR and FFD. The 
CDFs for the number of FFD/FFR are very similar, which may mean for 
an FFD in a window, there must be an FFR too and in opposite. 

Fig. 5. Box plot of Mean, Max, and Min indices on the RoCoF values within the windows for (a) Input case 1; (b) Input case 2; (c) Input case 3. The event of 08–05- 
2022 marked in Fig. 2a is excluded. 

Table 1 
Some of the statistical frequency-quality indices for the samples shown in Fig. 3.  

Indices Input case 1 Input case 2 Input case 3 

(a) (d) (g) (b) (e) (h) (c) (f) (i) 

Mean (Hz) 50.03 50.12 49.99 49.98 49.97 50.06 49.99 49.96 49.97 
Maximum RoCoF 7.7 (mHz/ 

s) 
5.17 (mHz/ 
s) 

4.5 (mHz/ 
s) 

5.25 (mHz/ 
s) 

4.36 (mHz/ 
s) 

4.63 (mHz/s) 9.00 (mHz/ 
min) 

18.33 (mHz/ 
min) 

13.00 (mHz/ 
min) 

R100 (Hz) 0.18 0.16 0.13 0.18 0.14 0.29 0.11 0.14 0.12 
P100 (Hz) 0.12 0.07 0.07 0.08 0.08 0.15 0.06 0.08 0.07 
P0 (Hz) -0.06 -0.10 -0.07 -0.09 -0.06 -0.14 -0.05 -0.06 -0.05 
VSV (Hz) 0.04 0.06 0.03 0.04 0.04 0.07 0.02 0.04 0.04 
[NOF1, NOF2, NOF3] [1,4,16] [15,66,88] [1,0,0] [2,0,0] [1,0,0] [189,108,48] [1,0,0] [0,0,0] [0,0,0] 
[NUF1, NUF2, NUF3] [0,0,0] [0,0,0] [2,0,0] [83,6,0] [74,0,0] [22,0,0] [1,0,0] [5,2,0] [7,0,0] 
[NFFR1, NFFR2, NFFR3] [1–3] [2,1,0] [4,0,0] [3,1,0] [2,0,0] [4,0,0] [0,0,0] [2,2,0] [2,0,0] 
[NFFD1, NFFD2, NFFD3] [1,0,0] [2,0,0] [4,0,0] [3,0,0] [3,0,0] [4,0,0] [0,0,0] [2,2,0] [2,0,0] 
SNPNP 22 15 17 62 55 57 7 4 4 
Level of fluctuations Medium Low Low Low Low Low Low Low Low 
[Noutlier1, Noutlier2, 

Noutlier3] 
[3,4] [1,2] [0,0,0] [0,0,0] [0,0,0] [0,0,0] [1,0,2] [1,0,4] [0,0,0]  

Table 2 
The thresholds used for the indices introduced in 2.1.  

Threshold Values 

High thresholds for (NFFR1, 
NFFR2, NFFR3) 

+3.5, +5, and +6.5 (mHz/s) for cases 1 and 2; +10, 
+15, and +20 (mHz/min) for case 3 

Low thresholds for (NFFD1, 
NFFD2, NFFD3) 

+3.5, +5, and +6.5 (mHz/s) for cases 1 and 2; +10, 
+15, and +20 (mHz/min) for case 3 

High threshold for SNPNP in  
Eq. (1) 

0.01% of nominal frequency (5 mHz) for all cases 

Low threshold for SNPNP in  
Eq. (2) 

0.01% of nominal frequency (5 mHz) for all cases 

Percentages a and b for 
SNPNP in Eq. (3) 

a = 20%, b = 25% for cases 1 and 2, a = 40% and b 
= 60% for case 3  
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The SNPNPs, the category of fluctuations, and the number of outliers 
for the samples shown in Fig. 3 are given in Table 1. The oscillatory level 
in the samples in Fig. 3 for the input case 1 is from higher to lower for 
Fig. 3a to Fig. 3g, and Fig. 3d, respectively. No outlier is found in Fig. 3g 
since the variations deviate around 50 Hz. The CDFs on all the windows 
in input case 1 for SNPNP and the number of outliers (with three 
methods) are shown in Figs. 8 and 9. 

The CDF for the SNPNP (in % of window length) in Fig. 8 shows that 
the values for the windows vary from 6% to 35% of window length. 55% 
of the windows are defined as low fluctuations, 33% as medium, and 
12% as high. The quartile method has detected a higher number of 
outliers per window compared to the others and shows that 38% of 
windows include at least one outlier for the value 10-s frequency values, 
while the median method shows 25%, as shown in Fig. 9. According to 
the mean method, 87% of the windows has no outlier. 

4.1.2. Input case 2 
The values of the indices R100, P100, P0, and VSV for the samples 

shown in Fig. 3 are given in Table 1. The histograms for the indices 
quantifying variations as a range in values and VSV within the windows 
in input case 2 are shown in Fig. 10. Fig. 10a shows that the frequency 
deviates by 0.05 Hz to 0.35 Hz within the sub-1-hr windows with 10-s 
resolution (0.01 Hz higher because of the long window length 
compared with input case 1). Almost 20%, 9.2%, 9.6%, and 10.6% of the 
windows have values around the median for R100 (0.17 Hz), R98 
(0.14 Hz), R90 (0.1 Hz) and R80 (0.08 Hz). The difference between 
indices R100 and R80 is 0.09 Hz for the median, and for the 100th 
percentile is almost 0.2 Hz. These differences confirm the variations 
happening within the sub-1-hr windows. The cumulative percentage of 
windows exceeding a 0.2 Hz range is 20%, 5.4%, 0.75%, and 0.02% for 
R100, R99, R90, and R80, respectively. 

Similar to Fig. 6a and b, comparing the results of Fig. 10a and b show 
a factor of two between the values. The histogram of P0 in Fig. 10c is 
different from the other under-deviation indices. For example, 30% of 
the windows have values around the median (-0.08 Hz) from − 0.07 to 
− 0.09 Hz. Table 4 shows that the over-deviations more often dominate 
under-deviations. Moreover, for about 40%, 55%, 90%, and 99% of the 
windows, the difference between the indices deviates within 0.01 Hz. 
The VSV values are higher than Std, as shown in Fig. 10d; however, they 
have a similar value for median as 0.03 Hz. 

The number of OF and UF values for the samples shown in Fig. 3 are 
given in Table 1. NOF indices for Fig. 3h are higher than the other 

Fig. 6. Histogram fitted by a kernel PDF for the indices quantifying variations as a range in values and VSV within the windows in the input case 1. H: Histogram, P: 
PDF, M: Median. 

Table 3 
A comparison between under-deviation and over-deviation indices in input case 
1 with a threshold of 0.01 Hz.  

Under-deviation higher than 
over-deviation 

P0 >
P100 

P1 >
P99 

P5 >
P95 

P10 >
P90 

22.58% 20.24% 8.48% 2.43% 

Over-deviation higher than 
under-deviation 

P0 <
P100 

P1 <
P99 

P5 <
P95 

P10 <
P90 

26.57% 23.82% 9.51% 2.96%  
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samples (Fig. 2b and e) since the majority of the frequency values are 
above nominal frequency. A CDF on all the windows in input case 2 is 
shown in Fig. 11a, which shows that OF/UF values with the threshold 
0.1% are more common in terms of occurring within the windows, and 
almost 32% of the windows have at least 36 times (10% of the window 
length) OF/UF. About 70% and 95% of the windows have no OF/UF due 
to the thresholds 0.2% or 0.3%, which shows windows due to NOF2/ 
NUF2 are relatively common, and windows due to NOF3/NUF3 are less 
common. According to Fig. 11, the NOF1/NUF1 for the windows has 
varied between 1 and 300 (84% of window length). Similar to Fig. 7a in 
the input case 1, the NOF1 is higher than NUF1 for the percentiles higher 
than the median. For example, considering all samples, there is a 49-unit 
difference, and for the 80th percentile, there is just a 14-unit difference. 
The NFFR and NFFD for the samples shown in Fig. 3 are given in Table 1, 
and the CDFs on all the windows are shown in Fig. 11b. FFR/FFD values 
with the threshold of 3.5 mHz/s are common because almost 80% of the 
windows has experienced it up to 17 times. The values with the 
threshold of 5 mHz/s are relatively common since 65% of the windows 
have at least one, and the values with the threshold of 6.5 mHz/s are less 
common because almost 80% of the windows have no FFR/FFD. The 
CDFs for the number of FFD/FFR are very similar, with slightly higher 
values in FFD. 

The SNPNPs, the category of fluctuations, and the number of outliers 
for the samples shown in Fig. 3 are given in Table 1. The level of 
oscillatory in the samples in Fig. 3 for the input case 2 is similarly low 
fluctuation. No outlier is found in Fig. 3 for all three samples according 
to the median, mean, and quartile methods. The CDFs on all the win
dows in input case 2 for SNPNP and the number of outliers are shown in  
Figs. 12 and 13, respectively. 

The CDF for the SNPNP shows that the values for the windows vary 
from 5% to 30% of window length. Almost similar to Fig. 8 for the 
samples in input case 1, 55% of the windows are defined as low fluc
tuations, 35% as a medium, and 10% as high. The quartile method has 
detected a higher number of outliers per window compared to the others 
and shows that 70% of windows include at least one outlier for the value 
10-s frequency values, while the median and mean methods show a 50% 
and 47%, as shown in Fig. 13. 

4.1.3. Input case 3 
The values for the indices R100, P100, P0, and VSV for the sample 

windows shown in Fig. 3 are given in Table 1. Fig. 14 shows similar 
histograms for R100-R98, P100/P99, and/or P0/P1 due to the less 
window length (m=20) compared to window lengths in input cases 1 
and 2. Moreover, the distribution is far away from the normal, so the 
median values are on the right side of the PDF. It means that the average 

Fig. 7. CDF for the indices quantifying events (except VSV) within the windows in the input case 1. (a) OF/UF; (b) FFD/FFR.  

Fig. 8. CDF for the index quantifying the fluctuations within the windows in 
the input case 1. 

Fig. 9. CDF for the indices quantifying the number of outliers within the 
windows in the input case 1. 
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and median values are different; for example, the median for R100/R98 
is about 0.087 Hz (rounded in Fig. 14a as 0.09 Hz), while the average is 
0.093 Hz. 

The frequency deviates by 0 Hz to 0.25 Hz within the sub-1-hr 
windows with 3 min resolution (0.01 Hz lower because of the lower 
time resolution compared with input case 2), as shown in Fig. 14a. 
Almost 9.7%, 13.5%, and 13.9% of the windows have the values around 
the median for R100/R98 (0.09 Hz), R90 (0.08 Hz), and R80 (0.06 Hz). 
The difference between indices R100/R98 and R80 is 0.03 Hz for the 
median and about 0.033 Hz for the 100th percentile. These almost 
similar differences show that although the variations are happening 
within the sub-1-hr windows; however, the ranges are not that much 
compared with input cases 1 and 2. The cumulative percentage of 
windows exceeding a 0.2 Hz range is 0.07%, 0.04%, and 0.01% for 
R100/R99, R90, and R80, respectively, which are low numbers 
compared to the values in input case 2. Unlike the set of Fig. 6a and b 

(input case 1), Fig. 10a and b (input case 2), Fig. 14b and c show a factor 
of 1.6 between the values. Similar to Table 3 (input case 1) and Table 4 
(input case 2), Table 5 shows that the over-deviations lead to under- 
deviations. For about 50% of the windows, the difference in the 
indices P0-P00 or P1-P99 deviates within 0.01 Hz. 

The NOFs and NUFs for the samples shown in Fig. 3 are given in 
Table 1. The numbers are low compared to the samples from input cases 
1 and 2, which is normal because of the 3-min time resolution of the 
frequency values. A CDF in input case 3 is shown in Fig. 15a, which 
shows NUF1 values with the threshold 0.1% are more common, so that 
45% of the windows have UF1 at least 2 times (10% of the window 
length). 75%, 88%, 97%, 99.3%, and 99.8% of the windows have no OF/ 
UF for the NOF1 (less common), NUF2, NOF2, NUF3, and NOF3, 
respectively Fig. 15a also shows that the NOF1 and NUF1 for almost 68% 
of the windows have varied between 1 and 20 (100% of window length). 
Unlike Fig. 7a (input case 1) and Fig. 11a (input case 2), the NUF is 
higher than NOF in Fig. 15a; for example, for the 80th percentile, there is 
a 6-unit difference. The NFFR and NFFD for the samples shown in Fig. 3 
are given in Table 1, and the CDFs on all the windows are plotted in 
Fig. 15b. FFR/FFD values with a threshold of 10 mHz/min are relatively 
common because almost 83% of the windows has experienced at least 
one FFD/FFR. The values with the thresholds 15 and 20 mHz/min are 
less common since 60% and 85% of the windows have no FFR/FFD. The 
CDFs for the number of FFD/FFR are very similar (with slightly higher) 
to the values in FFR. 

The SNPNPs, the category of fluctuations, and the number of outliers 
for the samples in Fig. 3 are given in Table 1. All three samples in Fig. 3 

Fig. 10. Histogram fitted by a kernel PDF for the indices quantifying variations as a range in values and VSV within the windows in the input case 2. H: Histogram, P: 
PDF, M: Median. 

Table 4 
A comparison between under-deviation and over-deviation indices in input case 
2 with a threshold of 0.01 Hz.  

Under-deviation higher than 
over-deviation 

P0 >
P100 

P1 >
P99 

P5 >
P95 

P10 >
P90 

28.46% 21.22% 8.72% 3.7% 
Over-deviation higher than 

under-deviation 
P0 <
P100 

P1 <
P99 

P5 <
P95 

P10 <
P90 

31.83% 21.93% 8.97% 3.8%  
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are categorized as low oscillatory. The CDFs on all the windows in input 
case 3 for SNPNPs in Fig. 16 shows that the values for the windows vary 
from 5% to 80% of window length. 55% of the windows are defined as 
low, 41% as medium, and 4% as high fluctuations. The quartile and 
median methods have detected a higher number of outliers per window 
compared to the mean method, as shown in Fig. 17; however, the 
quartile and median methods show only about 22.5% of windows have 
outliers between 1 and 7 ones. 

4.2. Results of pattern extraction 

In this section, we present the results of the pattern extraction pro
cess (Fig. 1) for the three input cases in order to extract the possible 
patterns that can occur within sub-15-min and sub-1-hr intervals to gain 
deeper understanding of the frequency variations and fluctuations that 
take place within these brief time windows (Figs. 18–26). A preliminary 
examination was conducted on the three input cases. Each window is 
assigned a specific label based on various criteria, such as: belonging to 
different months, weekdays or weekends, and different time intervals (e. 
g., 12–6 am for night-morning, 6 am-12 pm for morning-noon, 12–6 pm 
for noon-evening, and 6 pm-12 am for evening-night). While these 
criteria, along with averaging the samples that share similar labels, 
allowed us to identify certain patterns, there are likely hidden patterns 
that require further exploration through learning methods. Subse
quently, clustering techniques are employed to further analyze the fre
quency windows. Multiple attempts are made, testing different numbers 
of clusters, until meaningful insights that align with the physical reality 
(mostly derived from our pre-labeling manner) are obtained. For input 
cases 1 and 2, a consistent choice of 6 clusters is made, while input case 3 
is determined to have 7 clusters due to a longer data period. It is 
observed that increasing the number of clusters beyond these values 
resulted in subdivisions that lacked significance or meaningful inter
pretation. The squared Euclidean distance measurement (as the most 
famous one) is used for the clustering techniques. The t-SNE parameters 
(in Fig. 3) are as Barnes hut algorithm, Euclidean distance, 
perplexity=30, and maximum iteration=100 for all input cases, and the 
number of used PCA components is 25, 50 and 0 for the input cases, 
respectively). The parameters for clustering techniques and t-SNE are 
selected to produce meaningful patterns and well-separated clusters. 
Since t-SNE shrinks widespread data and expands densely packed data, 
it is not reasonable to decide the size of clusters on t-SNE plots; hence, 
the size of clusters (C1, C2, …) is given further for each cluster sepa
rately. Note that the overlap seen in t-SNE plots is due to plotting high- 
dimensional feature vectors into only two dimensions; however, the 
clustering is soft, and each sample belongs to one cluster. The centroids 

Fig. 11. CDF for the indices quantifying events (except VSV) within the windows in the input case 2. (a) OF/UF; (b) FFD/FFR.  

Fig. 12. CDF for the index quantifying the fluctuations within the windows in 
the input case 2. 

Fig. 13. CDF for the indices quantifying the number of outliers within the 
windows in the input case 2. 
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(Ctds)/medoids (Mdds) as the cluster centers are also marked by £. 

4.2.1. Input case 1 
By analyzing the results of t-SNE (Fig. 18) and extracted sub-15-min 

patterns (Figs. 19 and 20, in which the number of samples belonging to 
each cluster is written on the top of sub-figures), the following obser
vations regarding six typical patterns can be made:  

1. According to the pre-discovery of the dataset (explained in 4.2), 
patterns P6

kmn/P3
kmd can be representative of the frequency variations 

in sub-15-min for the whole included months (except July) in the 
period of the evening – night. Patterns P4

kmn/P2
kmd/P3

kmd could be 
regarding July for that period of day and night.  

2. Patterns P3
kmn/P4

kmd can represent the frequency variations for the 
whole included months in the periods of the morning – noon and/or 

noon – evening. These patterns are the more common patterns seen 
in the frequency variation in sub-15-min windows.  

3. Patterns P2
kmn/P6

kmd could show the behavior of sub-15-min windows 
for the whole included months (except July) in the period of the 
night – morning, in which the range of frequency variations is less 
than the other parts of day night. Patterns P5

kmn/P5
kmd were much 

more observed in July for that period of day and night.  
4. The downward pattern P1

kmn/P1
kmd is the pattern that was not realized 

during our pre-processing; however, the clustering techniques could 
extract it, and there might be a physical reality linked to the sub-15- 
min windows.  

5. Looking at the sub-15-min patterns extracted from k-means/k- 
medoids shows that some behaviors are more visible: sudden drops 
in 10-s values (almost in all patterns), sudden rises in 10-s values 
(almost in all patterns), the slow drift of 10-s values mainly towards a 
high value over the window with variations in between (P4

kmn/ 
P6

kmn/P3
kmd), the slow drift of 10-s values towards a low value over the 

window with variations in between (P1
kmn/P5

kmn/P1
kmd/P5

kmd), U-shape 
variations’ pattern as seen in P2

kmn and fluctuations in frequency 10-s 
values (P3

kmn/P2
kmd/P4

kmd).  
6. Although Fig. 18a shows a better cluster separation for k-means 

compared with k-medoids (Fig. 18b); however, the extracted pat
terns (Figs. 19 and 20) state that there is not much more difference 
between them in terms of the shape of variations. The visible dif
ference is the range-wider variations in k-medoids’ patterns because 

Fig. 14. Histogram fitted by a kernel PDF for the indices quantifying variations as a range in values and VSV within the windows in the input case 3. H: Histogram, P: 
PDF, M: Median. 

Table 5 
A comparison between under-deviation and over-deviation indices, in input case 
3, with a threshold of 0.01 Hz.  

Under-deviation higher than over- 
deviation 

P0>P100 or 
P1>P99 

P5>P95 P10>P90 

23.29% 17.76% 10.98% 
Over-deviation higher than under- 

deviation 
P0<P100 P5<P95 P10<P90 
27.36% 20.94% 12.47%  
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each pattern is a real input sample (window) from matrix X and not 
an average of samples within a cluster, as extracted from k-means. 

4.2.2. Input case 2 
By analyzing the results of t-SNE (Fig. 21) and extracted sub-1-hr 

patterns (Figs. 22 and 23), the following observations regarding six 
typical patterns can be made:  

1. Patterns P1
kmn/P2

kmn/P2
kmd can represent the frequency variations for 

the whole included months (except July and August) in the period of 
the evening – night. Pattern P1

kmd was seen more in July and August 
during that period of day and night.  

2. The behavior of windows belonging to the morning-noon period in 
July and August was more observed in the patterns P5

kmn/P3
kmd.  

3. Pattern P5
kmd could show the behavior of windows for the whole 

included months (except July) in the period of nigh – morning, in 
which the range of frequency variations is less than the other parts of 
day and night. Patterns P1

kmn and P6
kmn were seen more in July and 

March, respectively, for that period of day and night.  
4. The rest of the patterns, P3

kmn/P4
kmn/P4

kmd/P6
kmd, show some existing 

downward patterns in which a physical reality could be linked with 
that for the sub-1-hr windows.  

5. Looking at the sub-1-hr patterns shows that some behaviors: sudden 
drops/rises in 10-s values (almost in all patterns but less visible 
compared to sub-15-min windows in the input case 1, 4.2.1), slow 
mainly increasing trend in the 10-s values with some possible 
different behavior at first/last 20 min of the windows (P1

kmn/P2
kmn/ 

P1
kmd/P2

kmd), slow mainly decreasing trend in values with some 
possible different behavior at first/last 20 min of the windows (P3

kmn/ 
P4

kmn/P3
kmd/P4

kmd), and fluctuations in frequency 10-s values (P4
kmn/ 

P6
kmn/P5

kmd/P6
kmd).  

6. Similar to the results of sub-15-min windows in 4.2.1, although 
Fig. 21a shows the well-distinguished clusters for k-means (slightly 
better); however, the extracted patterns (Figs. 22 and 23) state the 
much similar patterns in the shape of variations, but with wider 
ranges for the k-medoids’ patterns. 

Compared with sub-15-min windows (4.2.1), the sub-1-hr patterns 
show more complex behaviors in the variations because of the bigger 
window length. The last 20-min in P2

kmn/P2
kmn and the first 20-min in 

P1
kmn/P3

kmn/P1
kmd are seen as some fluctuations, and the fluctuations with 

a trend to an up value are seen in P5
kmn/P3

kmd. 

Fig. 15. CDF for the indices quantifying events (except VSV) within the windows in the input case 3. (a) OF/UF; (b) FFD/FFR.  

Fig. 16. CDF for the index quantifying the fluctuations within the windows in 
the input case 3. 

Fig. 17. CDF for the indices quantifying the number of outliers within the 
windows in the input case 3. 
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4.2.3. Input case 3 
The idea for the pattern extraction from the sub-1-hr windows with 

the 3-min resolution is to seek whether there are any different existing 
possible patterns for the entire year (in our case 2021) compared to the 
sub-1-hr windows with 10-s resolution (Input case 2). Firstly, it is worth 
noting that the overlapping of clusters 1 and 6 (shown in Fig. 24a), as well 
as clusters 4 and 6 (shown in Fig. 24b), results from the 20D feature 

vectors being visualized in just two dimensions. However, visualizing the 
data in a 3D plot made it clear that the overlapped clusters are actually 
situated in opposite directions on a sphere. Additionally, the results in 
Figs. 25 and 26 show that the patterns for input case 3 somehow have a 
smoothed average of the patterns for input case 2 because they have a 
bigger time resolution. The only extra pattern is P1

kmn/P6
kmd, in which the 

downward/upward trends are being changed during each 20 min. 

(a) (b)

Fig. 18. Visualization of 90D clustered input vectors into 2D for input case 1 using via clustering techniques (a) K-means; (b) K-medoids.  

Fig. 19. Extracted sub-15-min patterns from k-means for the input case 1.  
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Table 6 gives the obtained patterns for the samples shown in Fig. 3. 
As seen in this table, the patterns follow the real samples for each of the 
three input cases. 

4.2.4. Summary of pattern extraction findings 
A summary of the findings from the frequency pattern analysis 

conducted on the input cases regarding short time scales are explained 
as follows:  

1. Around 6 or 7 “typical patterns” were identified within the short time 
scales of frequency values, regardless of the window lengths and the 
period of study.  

2. In cases where the short time scales have higher time resolutions, 
typically within a few seconds, the extracted patterns demonstrate 
the ability to detect and illustrate sudden drops effectively or rises in 
frequency. 

Fig. 20. Extracted sub-15-min patterns from k-medoids for the input case 1.  

(a) (b)

Fig. 21. Visualization of 360D clustered input vectors into 2D for the input case 2 via clustering techniques (a) K-means; (b) K-medoids.  
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Fig. 22. Extracted sub-1-hr patterns from k-means for input case 2.  

Fig. 23. Extracted sub-1-hr patterns from k-medoids for the input case 2.  
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3. Most of the extracted patterns within the short time scales were 
consistent with the realities discovered through pre-knowledge la
beling. However, the downward patterns were specifically obtained 
by considering particular window lengths.  

4. By utilizing the extracted patterns within the short time scales, each 
frequency window can be assigned to a specific pattern from the 6 or 
7 identified patterns. This enables easier analysis of the extensive 
dataset of frequency instants, called big data analysis, through these 
pattern-based frequency windows, facilitating future frequency 
control design and planning objectives.  

5. As frequency instants or trends can be influenced by various factors 
such as generation ramping, market dynamics, and flexible grid op
erations, monitoring the pattern-based windows can provide valuable 

insights for network operators. By analyzing these windows, opera
tors can gain an understanding of the performance of controllers, as 
well as the impact of market activities and flexible grid operations on 
the frequency patterns. This information is crucial for assessing the 
overall system stability, optimizing control strategies, and making 
informed decisions regarding market and grid operations. 

5. Discussion 

5.1. Identifying the most significant statistical indices 

In total, 36 statistical indices were considered in this study in which 
13 indices were “proposed” as indices quantifying the events and 

(a) (b)

Fig. 24. Visualization of 20D clustered input vectors into 2D for input case 3 via clustering techniques (a) K-means; (b) K-medoids.  

Fig. 25. Extracted sub-1-hr patterns from k-means for the input case 3.  
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fluctuations, i.e., NOF (3 indices), NUF (3 indices), NFFR (3 indices), 
NFFD (3 indices), and SNPNP (1 index). Furthermore, 13 additional 
indices proposed in [29] were used and applied to the frequency values 
in this study as R and P indices along with VSV. In addition, 10 more 
well-known indices were applied to the frequency values as Mean, Max, 
Min of f/RoCoF, Std, and Noutliers. 

In practice, and according to the results concluded from this study, 
there may be no need to use all indices. Hence, identifying the most 
significant indices can save computational expense. For the indices 
quantifying the ranges (except Std.), in a similar way to our previous 
works [44,45], the most dominant index is selected as “the one that has 
the strongest (maximum) correlation with the other indices in each set”. First, 
the correlation matrix of each set is calculated, and then an average is 
taken between the correlation coefficients of each index and the others. 
Finally, the maximum between all averaged coefficient values is 
selected. Generally, "36 initial indices" are turned into a maximum "15 
dominant ones", as follows:  

• The mean index is chosen from the set (Mean, Max, Min of f/RoCoF) 
for all input cases (2 dominant indices). R98, R98/R90, and R90 are 
chosen from the set (R100, R98, R90, R80) for input cases 1, 2, and 3, 
respectively (1 or 2 dominant indices).  

• P99, P99/P95, and P95 are chosen from the set (P100, P99, P95, 
P90) for input cases 1, 2, and 3, respectively (1 or 2 dominant 
indices).  

• P1, P1/P5, and P5 are chosen from the set (P0, P1, P5, P10) for input 
cases 1, 2, and 3, respectively (1 or 2 dominant indices).  

• Among the VSV and Std., VSV can be selected since it also includes 
information from the previous window compared to Std. However, 
between Std. and the Mean of the frequency (f), Std. can be selected 
because of calculating deviations of frequency values from the mean 
(1 dominant index).  

• SNPNP is the only index proposed to quantify the fluctuations (1 
dominant index).  

• For the indices quantifying the events (except VSV), according to the 
results obtained from this study, the ones with the biggest thresholds 
can be selected, i.e., NOF1, NUF1, NFFR1, and NFFD1 (4 dominant 
indices). 

Noutlier3, which uses the quartile method, is chosen among the 
indices quantifying the outliers since it has detected a greater number of 
outliers (1 dominant index). 

5.2. Compressing and converting windows using the statistical indices and 
extracted patterns 

Each statistical index suggested in this paper is a criterion to show 
the severity of the belongings happening in the windows with sub-15- 
min and sub-1-hr variations. Compressing 90 (window length in input 
case 1) and 360 (window length in input case 2) frequency values into 
smaller statistical indices can reduce the data size needed later in fre
quency analysis. According to 5.1, from the 13 proposed indices, 5 ones 
can be selected as dominant ones, i.e., SNPNP, NOF1, NUF1, NFFR1, and 
NFFD1 (From the outcomes of this study, Noutlier3 is also chosen as a 
dominant index among the Noutlier1 and 2). 

In this way, the compressing factor is 90/6 (15 for input case 1 
windows) and 360/6 (60 for input case 2 windows). We must also 
consider that the indices quantifying the events with trigger mechanism 
are recorded only when the indices exceed the thresholds; hence, a 
window may not always need such indices. 

Using extracted patterns for the three input cases can convert each of 
the sub-15-min and sub-1-hr windows to the corresponding pattern for 
the input cases, i.e., (P1-P6 in input case 1, P1-P6 in input case 2, and P1- 

Fig. 26. Extracted sub-1-hr patterns from k-medoids for the input case 3.  

Table 6 
The extracted patterns assigned to the samples shown in Fig. 3.  

Clustering method Input case 1 Input case 2 Input case 3 

(a) (d) (g) (b) (e) (h) (c) (f) (i) 

K-means  1  6  2  1  6  3  2  3  4 
K-medoids  1  3  4  2  4  3  2  3  1  
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P7 in input case 3). In this way, 17568, 4392, and 8680 windows are 
converted by repeating only 6 and 7 pattern-sampled windows in input 
cases 1, 2, and 3, respectively. 

5.3. Choosing indices, window lengths, time resolutions, input case 
studies, and thresholds 

Indices instead of aggregated values: Currently, frequency varia
tions are typically identified by aggregating values over a window with a 
fixed length, such as 5 min, 15 min, 30 min, and 1 hour. Instead of 
aggregated values at the end of each window, this paper introduces 
specific statistical proper indices to quantify the variations within the 
sub-15-min and sub-1-he windows, providing a detailed picture of 
existing variations. Employing these new indices per window can also 
improve and revise the grid codes. 

Window lengths: The selection of the 15 min and 1 hr window 
lengths was due to two factors. Firstly, “15-min window intervals” are 
widely used in European synchronous areas to record frequency mea
surements for electricity power markets and evaluate frequency control 
performance. Additionally, article 127 in [1] specifies that it takes 
15 minutes to restore the frequency within the standard range (±0.1 Hz) 

after it deviates from the normal operation. The choice of a “1-hr win
dow length” was made with future considerations in mind, as electricity 
power market policymakers are starting to transition to 1-hr intervals 
[25–27]. This longer window length allows for comparing frequency 
quality and typical patterns with smaller time windows, highlighting 
any differences. 

Time-resolutions: In order to have a full picture and knowledge 
from the short time-windows, a higher time resolution can introduce 
more information regarding variations, events, fluctuations, outliers, 
and typical existing patterns (trends). For example, a maximum or 
minimum value of lower resolution frequency values might be less than 
the higher-resolution frequency values, missing some information. 
Additionally, the extracted patterns while having higher resolution 
values are more realistic showing the trends within windows including 
possible variations and oscillations. 

Higher-resolution, in this study 10-s values, was selected according 
to the best available time resolution of the used power-quality device, 
and 3 min, as lower-resolution, was forced by the available data in [60]. 
Three input cases were identified as suitable for quantifying frequency 
quality and capturing typical patterns based on the existing time reso
lutions and selected window lengths. 

(a) (b)

(c)

Fig. 27. Correlations between patterns extracted from k-means, k-medoids, and k-means vs. k-medoids for (a) Input case 1; (b) Input case 2; (c) Input case 3.  
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As explained in 2.1, input cases 1 and 2 are considered to explore 
variations, events, fluctuations, outliers and typical patterns that may 
occur in “higher-resolution” frequency values within sub-15-min and 
sub-1-hr intervals for selected months. Both cases 1 and 2 include 10-s 
similar frequency values, cover a similar six-month time period, and 
utilize different short window lengths. Input case 3 comprises different 
frequency values compared to cases 1 and 2, representing 3-min instants 
and using 1-hr window lengths similar to case 2. This case serves as a 
representative example to demonstrate the types of variations and pat
terns expected in frequency values within sub-1-hr intervals for the 
entire year 2021, which differs from cases 1 and 2. 

Thresholds: The thresholds for NFFR and NFFD were selected based 
on the RoCoF values calculated for the available time resolutions in 
input cases 1–3. This selection aimed to provide a meaningful range of 
the sudden events covered within the windows. Similarly, the 0.01% 
threshold in the SNPNP was chosen based on the available time reso
lutions in the input cases 1–3 to show the fluctuations clearly. Although 
one may use different time resolutions and thresholds for NFFR, NFFD, 
and SNPNP, this study aims to demonstrate how these indices can be 
employed as frequency-quality indicators within a specified window 
length with the existing time resolutions. 

5.4. Correlation between extracted patterns 

Fig. 27 presents the Pearson correlation coefficients for three different 
scenarios: between the patterns extracted from k-means (Pkmn), between 
the patterns extracted from k-medoid (Pkmd), and between Pkmn and Pkmd. 
These correlations are shown for all three input cases (1, 2, and 3) in 
Fig. 27a, b, and c, respectively. The corresponding patterns can be found 
in Figs. 19 and 20 (for case 1), Figs. 22 and 23 (for case 2), and Figs. 25 and 
26 (for case 3). The correlation coefficients between Pkmn itself or Pkmd 

itself are generally in an acceptable range with low values (high positive 
correlations mean strong similarity), although a +0.7 is seen between 
P2

kmn and P4
kmn (Input case 1, Fig. 27a) or between P1

kmn and P2
kmn (Input 

case 2, Fig. 27b). It means there is a well-separation between the fre
quency windows grouped into the clusters. On the other hand, there are 
high positive correlations between most patterns of Pkmn versus Pkmd for 
all the input cases. For example, the maximum correlations are seen be
tween P3

kmd and P6
kmn for input case 1 and between P3

kmd and P3
kmn for input 

cases 2 and 3 (Fig. 27b and c). This means that the two clustering methods 
have somehow extracted similar patterns regarding the shape of varia
tions. However, as shown in Section 4.4, the k-medoids patterns show 
variations with higher magnitudes or fluctuation ranges. The strong 
negative correlation (-0.91) between P1

kmn and P6
kmn (as seen in Fig. 27c), 

which serve as cluster centers for the overlapped clusters 1 and 6 (as seen 
in Fig. 24a), indicates a clear separation between these two clusters. The 
almost 180-degree difference in angle between P1

kmn and P6
kmn in a 2D 

space (the patterns are marked by the £ in Fig. 24a) serves as additional 
evidence for their high negative correlation approaching − 1. 

5.5. Comparison between the input cases  

a. In terms of the statistical indices 
Maximum and minimum frequency values over the windows were 

{50.4, 49.58} Hz for input cases 1 and 2 and {50.2, 49.75} Hz for 
input case 3, respectively. Maximum and minimum RoCoF values 
(maximum FFD and minimum FFR) over the windows were {34.9, 
− 28.4} mHz/s for input cases 1 and 2 and {54.33, − 64} mHz/min, 
for input cases 1, 2, and 3, respectively, whose could be due to big 
sudden events. According to the set of (R100, R98, R90, R80), 
especially for R100 (highest value minus lowest value), the fre
quency deviates within the range of 0.05–0.25 Hz (for input case 1), 
0.05–0.35 Hz (for input case 2) and 0–0.25 Hz (for input case 3). 
According to Tables 2 to 4, the over-deviation indices more often 
dominate the under-deviation indices because more windows have 
shown a higher over-deviation value than the under-deviation 

values. Opposite results were observed for the sub-10-min rms 
voltages in ref. [29]. VSV and Std. change within the ranges of 
0.01–0.08 Hz and 0.01–0.06 Hz (input case 1), 0.01–0.1 Hz and 
0.01–0.08 Hz (input case 2) and 0–0.09 Hz and 0–0.08 Hz (input 
case 3). The OF1 and UF1 are more common in terms of occurring 
within the windows for all input cases. NOF1 values are higher than 
NUF1 for the percentiles higher than the median, and in general, the 
over-frequency values slightly dominate the under-frequency values 
for input cases 1 and 2. For case 3, the situation is different, and NUF 
is higher than NOF (for all three thresholds), and it shows that the 
under-frequency happens more within the sub-1-hr windows with 
3-min resolutions. The NFFD1 are very similar to NFFR1, and they 
vary within the range of 1–14 (for 80% of windows in input case 1), 
1–40 (for whole windows in input case 2), and 1–7 (for whole win
dows in input case 3). 55% of the windows were detected as a low 
fluctuation (for all three input cases), 35% (for input cases 1 and 2) 
and 41% (for input case 3) as medium fluctuation, and 10% (for 
input case 1 and 2) and 4% (for input case 3) as high fluctuation. The 
quartile detected a greater number of outliers as 1–10 (for about 40% 
of windows in input case 1), 1–30 (for 70% of windows in input case 
2), and 1–7 (for only about 22% of windows in input case 3).  

b. In terms of the extracted patterns 

For input cases 1 and 2, regardless of the window length, 6 patterns 
were extracted from k-means and k-medoids, while 7 patterns were 
extracted for input case 3 since the dataset belongs to a whole year 
compared to the other input cases. However, we can call it that about 6 
or 7 “typical patterns” are extracted for the short time scales of fre
quency values. The sudden drops/rises in 10-s values are observed in 
almost all the patterns for input cases 1 and 2 but are less visible in sub- 
1-hr compared with sub-15-min windows. The sub-1-hr patterns for 
input case 3 somehow have a smoothed average of the patterns for input 
case 2 since the window length is similar, but the time resolution is 
bigger. In general, most of the extracted patterns for all the input cases 
were linked to the realities we discovered due to pre-knowledge labeling 
and some of them (downward patterns) are extracted specifically for the 
selected window length, i.e., sub-15-min and sub-1-hr windows. 

5.6. Possible applications and benefits 

According to the [61,62], all installed components in the trans
mission and distribution systems (including microgrids) should be able 
to operate within the defined requirements of frequency and time 
duration. Furthermore, to create a smarter grid, bridging the interface 
between policymakers and system operators is essential to achieving 
electricity balancing market goals [63,64]. However, the market-based 
operation can reduce frequency quality due to fixed production 
and/or control unit activation times (ramping 5–15 min before and after 
a clock hour), which should be further investigated using the proposed 
approach to develop mitigation techniques. Moreover, a fast frequency 
response of converter-interfaced control units can also affect frequency 
quality. Therefore, in addition to quantifying the frequency quality and 
extracting typical patterns within the sub-15-min and sub-1-hr intervals, 
this section discusses possible applications and benefits of the indices 
and patterns, as follows:  

• Utilizing the discussed or proposed statistical indices in the power- 
quality monitors, particularly for frequency quality, as opposed to 
solely relying on aggregated values over time intervals, such as the 
duration required to restore the frequency, to capture crucial char
acteristics of the windows.  

• Recommending the network operators to monitor the frequency 
trends using the statistical indices suggested and/or applied in this 
work, along with the “6 or 7 extracted typical patterns” extracted 
from sub-15-min and sub-1-hr intervals. They may use the “15 most 
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dominant ones” discussed in 5.1. The same approach was shown in 
our previous work [45] for some of the sub-10-min statistical indices 
R90, P95, P5, and Std. ([45], Fig. 17) as well as for the sub-10-min 
patterns extracted from a k-means clustering ([45], Fig. 19) for a 
35-h recorded rms voltage.  

• Using proposed frequency quality indices to adapt frequency control 
parameters in a control area, e.g., regulating reserves, frequency 
droop of control units, or secondary control frequency bias.  

• Using typical frequency patterns to design mitigation techniques due 
to the disturbing impact of the flexible and fast operation of resi
dential and industrial loads, distributed generations, and battery 
energy storage systems. A simple solution could be to limit the rate of 
change in the response of such units.  

• Counseling power unit owners to adhere to dominant frequency 
quality indices and typical patterns as part of informational re
quirements during operational equipment stages.  

• Counseling power unit designers to incorporate dominant frequency 
quality indices and typical patterns as part of preventive re
quirements and standards during equipment design stages.  

• Using fast frequency rise and drop indices to detect critical RoCoF 
values and help prevent unintended grid splitting or enable inten
tional grid splitting. However, this application requires shorter time 
sampling and time windows.  

• Utilizing the information obtained within the short time scales for 
data exchange between transmission system operators and distribu
tion and microgrid operators. One solution can be a decision logic to 
prevent possible unintentional grid splitting or trigger intentional 
grid splitting to preserve stable operation.  

• Application of the indices coupled with two recent real-world events: 
The first case occurred on March 28, 2023, as an under-frequency 
event [65], in which frequency was below 49.9 Hz between 
16:55–17:01 (about six minutes) and a frequency drop to 49.87 Hz was 
observed at 16:59:58 in the Swedish power grid. Although the 
49.87 Hz is not an extreme event, the proposed indices can detect it 
online or later in the postprocessing analysis. The second case occurred 
on June 8, 2023, at 12:39 a.m., when an over-frequency event 
occurred in the Nordic synchronous area [60,65]. The frequency 
abruptly increased to 50.5 Hz with a 10-second time resolution. 
Concurrently, an over-voltage event took place, resulting in the trip
ping of certain solar generators, as the network operators reported. 
Subsequently, the frequency rapidly dropped to 50.21 Hz and exhibi
ted some fluctuations around that value until 12:46 p.m. At 12:47 p. 
m., the frequency returned to a safe range below 50.1 Hz and fluctu
ated around that level. After 12:50 p.m., the frequency remained 
within the safe range. During the recorded 15-minute window from 
12:35–12:50 p.m., a frequency step was observed. At 12:39 p.m., the 
frequency abruptly rose from 50.1 Hz to 50.25 Hz, and at 12:46 p.m., 
it suddenly dropped from 50.2 Hz to 50.1 Hz. In addition to the indices 
proposed in this study, an index specifically designed to detect such 
frequency steps within short time windows could also provide further 
insight into the nature of these variations. However, it should be noted 
that time resolutions of less than 10 seconds are typically required to 
accurately capture such frequency steps [68]. 

• An important benefit of this study: Compared to looking at the fre
quency of high-resolution values, the processing is much easier, and 
there is no need to have storage with the capacity for huge amounts 
of data. This is mainly because of compressing the windows using the 
statistical indices and converting the windows into pattern-based 
windows, as discussed in 5.1. 

Generally, the frequency quality is considered good enough by 
electricity customers. Large customers, such as mechanical paper in
dustries and large generators, may be sensitive to the RoCoF. Discussed 
FFR and FFD can be used to detect critical RoCoF values; however, the 
time resolution and time window should be shorter than the ones dis
cussed in this paper. 

5.7. Recommendations for future work 

The statistical indices suggested and proposed in this paper were 
derived by analyzing frequency records using insights from power- 
quality-based indices introduced in [29] and frequency-quality indices 
outlined in [1]. Furthermore, the extracted patterns benefited from the 
effective operation of clustering methods, which group data sets without 
prior knowledge while also leveraging the expertise of load-frequency 
experts regarding frequency variations (choosing the number of clus
ters). Based on our findings, we recommend the following areas for 
future work:  

• One application of positive and negative peak detection with a pre- 
defined threshold has been reported in the medical field, such as 
infant breath detection [66]. In this paper, the index quantifying 
fluctuations was almost similarly extracted based on the total num
ber of positive and negative peaks per window by fitting a threshold 
of 0.01%. However, different methods can be studied to quantify 
fluctuation levels.  

• Three basic methods were used for quantifying the outliers, but there 
is potential to use other methods. One is to use machine learning 
methods to find the outliers per window and also to find the windows 
known as outliers in a set of datasets.  

• According to [1], a possible frequency-quality index could be a 
combination of "maximum instantaneous frequency deviations" 
(MIFD) and "maximum steady-state frequency deviations" (MSFD) 
from the nominal frequency calculated for each of the windows (if 
there are the instantaneous and steady-state deviations) defined in 
this study. This can be shown as [|MSFD/MIFD| × 100] or [1 - | 
MSFD/MIFD|]. However, Std and VSV discussed in our study pro
vided sufficient information regarding frequency deviations.  

• The best time resolution used in this work, according to the used 
power-quality monitor, was 10 s. However, measurements with the 
highest resolution, e.g., 20 ms (PMU data), can be used to quantify 
the variations and patterns within the defined windows, extracting 
more information from the windows.  

• To extract frequency patterns within short time windows, the well- 
known k-means/k-medoids clustering methods were used. The au
thors of this study aim to use a kernel principal component analysis 
(KPCA) or a deep autoencoder (DAE) to first reduce the size of fre
quency vectors with the dimensions (features) from high dimensions 
(90, 360, and 20 features in this study into principal features). The 
next step is to apply these reduced principal features to the k-means/ 
k-medoids clustering methods. This approach may enable grouping 
different clusters, extraction of more information, and fluctuations in 
the extracted patterns, and, as a result, more real typical patterns 
may be identified.  

• Apart from the unsupervised approach used in this work to extract 
short-scale time patterns, one can use higher resolution frequency 
samples over a longer period of time and also identify the reasons 
behind the frequency deviations per window. This approach could 
lead to labeling the windows and turning the problem into a super
vised one, thereby identifying more real patterns per window.  

• Given the reasons in 5.3, the 15 min and 1 hr windows were chosen 
in this study. However, the authors recommend conducting experi
ments with different window lengths between 5 min, 10 min, 
15 min, 30 min, and 1 hr. This could be done by considering fre
quency control requirements and the time durations to recover fre
quency values after small and large disturbances/events.  

• The statistical indices used in this work may be used as additional 
features to increase the length of the windows n in the input cases. As 
part of a feature engineering approach, the improved windows may 
help the clustering methods to group the windows more accurately 
and, consequently, identify more real excluded patterns.  

• A supervised deep learning method similar to the one reviewed in 
(5.1, [49]), can utilize the indices quantifying events (as discussed in 
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2.1.2) to detect events that occur within the short time scales. This 
requires collecting data that include the indices and the corre
sponding labeled events.  

• The correlations used in 5.4 were calculated using the Pearson 
method. However, cross-correlation analysis can also be used, 
considering the time shift (lag) between patterns to evaluate the 
effectiveness of the clustering methods.  

• After quantifying the frequency-quality indices and extracting 
typical patterns, the next step could be to study the possible impact of 
poor frequency quality on power generation units in time scales 
below 15 min and 1 hr.  

• The proposed indices and the method to extract the typical patterns 
are not reliant on specific measurement data from a particular power 
system, presenting the broad applicability of the approaches. How
ever, when applying the proposed indices and unsupervised pattern 
extraction methods in a different power system (synchronous area), 
it is important to consider the potential need for updating the 
thresholds specified in Table 2.  

• Investigating the impact of climate change on electrical power and 
energy systems involves examining variables such as electricity de
mand and frequency patterns [67]. Therefore, a potential future 
research direction could involve analyzing these impacts on the 
extraction of frequency patterns within short time scales. 

6. Conclusion 

This paper addresses the absence of short-time scales’ analysis for 
frequency values in grid codes. Its objectives are quantifying frequency 
quality in terms of variations, events, fluctuations, and outliers and 
extracting frequency trend patterns within short time scales, below one 
hour, such as sub-15-min and sub-1-hr time scales. Next to the 23 
selected statistical indices, another 13 indices were proposed for use on 
short-time scales. Additional 12 indices (out of which 5 are proposed) 
were identified as the most dominant. Results obtained for three 
different input cases are summarized as follows:  

• The maximum frequency values’ deviation over the windows was 
0.35 Hz for cases 1 and 2 and 0.25 Hz for case 3 (based on the R100 
index).  

• Over-deviation indices more often dominated under-deviation 
indices, and over- and under-frequencies with a threshold of 0.1% 
were more common within the mentioned windows.  

• Over-frequency values dominated slightly under-frequency values 
for cases 1 and 2, while the opposite was observed for case 3.  

• The number of fast-frequency drops/rises had similar cumulative 
distribution functions with different ranges for the input cases.  

• In terms of fluctuation level over the windows, 10% of the windows 
(for cases 1 and 2) and 4% (for case 3) were detected as high 
fluctuation.  

• The quartile method detected a greater number of outliers for a 
maximum of about 40% of windows in input case 1, 70% of windows 
in input case 2, and only about 22% of windows in input case 3. 

While the statistical results vary notably between cases 1 and 2 
compared to case 3, they all demonstrate the occurrence of significant 
variations within the short time windows. Furthermore, around 6 or 7 
typical patterns were extracted within short time windows when 
applying the presented unsupervised scheme. It should be noted that 
when the short time scales have higher time resolutions, typically within 
a few seconds, the extracted patterns reveal the ability to detect and 
show sudden drops successfully or rises in frequency instants (cases 1 
and 2). Therefore, the authors advocate for greater attention to these 
time scales within which significant events can occur. The proposed 
approaches can aid in achieving market goals and improving balancing 
processes between generation and consumption. Efficient monitoring of 
frequency trends using dominant indices and patterns is recommended 

for network operators, while power unit owners/designers should 
incorporate these measures into operational and design stages. More
over, information exchange among system operators regarding fre
quency indices and patterns can also enhance grid resilience. The 
approaches used to obtain the results in this study remain consistent 
across cases 1–3. However, it is important to note that a network 
operator typically focuses on a specific case of interest rather than 
analyzing all cases collectively. 

Generally, the approach presented in this work can be useful for 
standardization efforts in the quantification of power system frequency 
in terms of “quality” and “trend” in short time scales. The authors realize 
that this study is a preliminary step in understanding frequency be
haviors in specific time scales and can lead to further analysis. 
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