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ABSTRACTHYDRAULIC AND WATER QUALITY MODEL FOR A RIVER NETWORKA river network system consisting of branches and loops is sometimes complicated by downstream effects from tides, lakes, and because of this, management of water quality, sediment control, and floods, in such rivers is a difficult task. Development of tools to aid in the management decision-making process is an important area of research; ultimately resulting in more reliable results. River behavior can be modeled in detail (one-, two-, or three-dimensional models) with a digital computer using numerical methods. Usually the level of detail is determined by the size of the system. Large system models are restricted in size and detail due to the high cost and storage requirements of the computer.A model was developed to simulate the hydraulic behavior and water quality of a river network on a one-dimensional representation. The two complete St. Venant equations and the transport equation were solved by the finite difference method. The transport equation utilizes the advection, dispersion, and source and sink terms. The system of equations resulting from use of an implicit scheme was solved by a modified Gauss elimination procedure.The model can simulate biochemical oxygen demand, dissolved oxygen, or any other conservative substance. The basic equations are solved; thus, the simulation of other substances can be added to the model by including the mathematical description of the reaction processes in the source and sink terms of the transport equation.iii
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The hydraulic module of the model was adjusted and verified with data from the Jacui Delta, Brazil. Good agreement between the calculated results and the observed data resulted. The water quality model was tested under hypothetical conditions for the same Delta in order to demonstrate the utility of the mathematical model in making decisions at the management level. This model is a mathematical method that can be used in large systems of variable complexity to help in understanding their processes, controlling data measurements, and reaching sound management decisions. Carlos E.M. TucciCivil Engineering Department Colorado State University Fall 1978
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CHAPTER IINTRODUCTIONA.    Water Quality ModelingEnvironmental behavior is complex; consequently, superficial analysis of a problem may result in inaccurate solutions that reduce project reliability. A mathematical modeling approach to water quality analysis is necessary for precise answers to intricate problems.If a mathematical model is designed to use as a predictive tool it must accurately reproduce natural processes. Accuracy is determined by the available data and model formulation. In addition, uncertainty in recording and processing data, and the quantity of available data are constraints that can make the model unreliable. The formulation of the hydrodynamic behavior of rivers or estuaries has been well defined and has produced good results in many models.The transport processes of a substance in the water body include advection, dispersion and the internal reactions. Reaction processes are not well defined due to their interdisciplinary nature. Iteration of chemical, biological, and physical factors are highly complex and difficult to formulate.Simulation of hydraulic behavior is achieved through two partial differential equations: the continuity equation, based on mass conservation; and the momentum equation, based on momentum conservation. Solving these equations requires information on river geomorphology, values at the boundaries and at the initial time step for all system sections. The solution gives the discharge, area, velocity, and water surface level at the sections which provide basic information for water resource projects such as flood control, hydropower, and water quality.
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Distribution of a substance in a river is simulated by the transport equation that represents these phenomena by advection, dispersion, source, and sink terms. The solution of this equation requires knowledge of flow behavior, concentration distribution at the boundaries, and at the initial time step.Some models couple the three governing equations into two and solve the system of equations. Other models solve the three equations by first solving the hydraulic equations and then the transport equation for the required parameters.Simulation of a specific substance is related to the objectives of the study and is also a function of a reliable mathematical formulation for the reaction processes and the available data.This type of model may include assumptions that minimize computational cost and inefficient calculations. Steady flow is an assumption widely used in systems where a critical constant discharge can be assumed in the analysis. In estuaries, rivers near an estuary, or a river where the pollution source is from runoff, the unsteady flow model is a better simulator. In order for the mathematical model to be accurate, it must have a three-dimensional formulation. In practice, this type of model usually requires much computation, storage, and data generally not available. Two- and one-dimensional models can be used for practical purposes. One-dimensional network models are able to accurately simulate a broad, complex system at minimal cost. The two- dimensional models are commonly used to simulate a specific problem in more detail.
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B. SummaryThe purpose of this study was to develop a model for unsteady flow conditions that simulate the hydraulic and water quality response of a one-dimensional river network. Such a model is useful for simulating a river near an estuary with a geomorphology system composed of connected branches and loops. It can also be used with rivers that have islands, tributaries, and meanders connected with the main flow.The model developed in this study was divided into two parts: the hydraulic model and the water quality model. The hydraulic model solved the St. Venant equations by a forward implicit numerical scheme. The confluence condition was defined by use of continuity and momentum equations in steady condition through three sections positioned near the confluence. The system of equations that resulted from use of the implicit scheme were solved in each time step. Since the coefficient matrix is sparse and non-banded, a method was developed to minimize the storage and calculations of the Gauss elimination procedure.The model utilizes the two complete St. Venant equations, therefore, it has applicability when there are downstream effects. In such a case, the storage and kinematic wave methods are not applicable. Another advantage of the hydraulic model is that it is closer to the physical characteristics of the system.The water quality model uses the solution of the hydraulic model as input to solve the transport equation in each time step. The onedimensional transport equation utilizes advection, dispersion, source and sink terms. Water quality parameters that can be simulated are: conservative substance, biochemical oxygen demand, and dissolved oxygen. The model can be modified without major effort to simulate 
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other parameters. A backward implicit finite difference scheme was used. At the confluence the equations were derived based on conservation of mass.The convection term of the transport equation can create a numerical dispersion. An accuracy analysis was performed based on a simplified form of this equation. Also, a numerical solution was compared to the analytical solution.The Jacui Delta, located near Porto Alegre, Brazil was used to 2 test the model. The Delta has a watershed of approximately 100,000 km where four main rivers converge. Two of the rivers are very polluted and the amount of pollution in the other two is expected to increase due to industrial development.The available data used in the simulation of the hydraulic behavior showed good agreement between observed and calculated values. Since a complete set of data was not available for simulating water quality, tests were performed with a confluence system to demonstrate model capability.Application of the model to management decision making was demonstrated in the Jacui Delta with a hypothetical critical condition to show how this model could be used in a complex river system. The advantage of this model is that it has the capability to analyze broad complex systems without requiring large amounts of data and calculation. The one-dimensional approach is a limitation for those systems with a wide section, such as lakes and some estuaries'.



CHAPTER II LITERATURE REVIEW
A. Review of Hydraulic ModelsA.1 IntroductionOrdinarily, flow in a river system is gradually varied and unsteady. The continuity and momentum equations, also called St. Venant equations, are used to express this type of flow. There are many assumptions for the different uses of the equations, all related to the problems that must be solved. For example, the steady state condition, where flow does not vary with time, is used in backwater calculation and steady state water quality models.The one-dimensional equations of flow assume the transverse and vertical velocities are low compared to the longitudinal one. In estuaries where the sections are wide, the one-dimensional assumption is usually invalid. In this case two-dimensional models are used to simulate velocities in the transverse and longitudinal directions. A three-dimensional model can be used when vertical stratification is also important.There are some estuaries with a complex system of branches, loops, and confluences. Here the flow division among the confluences and the tide effect from downstream complicates the problem. A broad river network system is not only expensive to simulate utilizing two- or three-dimensional models, but the data required are difficult and expensive to obtain. The one-dimensional assumption is the best choice if it does not create serious errors in the solution.
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Simplifications of the one-dimensional St. Venant equations have been widely used. When the storage effect is the important phenomenon only the continuity equation is used. This model is called Storage Routing. The Kinematic Wave Model considers the storage and friction effects of flow using the continuity equation and the momentum equation with the bottom slope equal to the friction slope. The Diffusion Wave Model uses the continuity equation plus the momentum equation with the pressure, friction, and bed slope terms. When the two complete St. Venant equations are used it is called the Dynamic Wave Model. The first two models are usually used when the bottom slope is much greater than the other terms of the momentum equation (Henderson, 1966). These methods cannot be applied when there are significant backwater effects or inversion flow, as occurs in some rivers near the sea or near the confluence of a tributary of the main river. Ponce et al., (1978a), discussed the applicability of Kinematic and Diffusion Models by comparing the propagation characteristics of sinusoidal perturbations to the steady uniform flow. They concluded that the important physical characteristics in determining the applicability of the approximate models are the bed slope and wave period, and that the Diffusion Model has a wider range of application than the Kinematic Model.A.2 Review of one-dimensional modelsA century ago, St. Venant developed the equations for gradual unsteady river flow, based on the conservation of mass and the conservation of momentum. The derivation of the one-dimensional version of these equations has been described by Chow (1959), Harleman (1971), Chen (1973), Yen (1973), and Liggett (1975).
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Valley Authority (TVA) applied a "leap-frog" explicit scheme to problems of flood control and navigation. Ballofet (1969) applied the explicit method for estuaries. A generalized computer program was reported by the U.S. Army Corps of Engineers (1976).Characteristic methods are usually utilized in solving problems through the use of a characteristic grid or a rectangular grid in explicit or implicit formulation (Wylie, 1970). Amein (1966) tested a characteristic grid for flood routing on the Neuse river in North Carolina. Liggett and Woolhiser (1967) applied this method to overland flow problems. Wylie (1970) used an implicit formulation of a rectangular grid in flood routing. Chen (1973) compared the explicit rectangular grid formulation with other schemes in a hypothetical unit-width open channel.Implicit shemes have nonlinear or linear formulation. They are also classified by grid distribution. Preissmann (1961), as reported by Liggett and Cunge (1975), used a linear formulation of a forward implicit scheme. Abbott and Ionescu (1967) , and Vreugdenhil (1973) used the central implicit scheme. Baltzer and Lai (1968), Amein and Fang (1970), and Fread (1976) used a nonlinear implicit formulation.Miller and Cunge (1975) summarized some of the applications of onedimensional models. Liggett and Cunge (1975) also described some guidelines for the use of those schemes.Analysis of numerical stability and convergence has been discussed in the literature by many authors. Leendertse (1967) introduced the ratios of the damping factor and celerity in examining the accuracy of the numerical solution. Vreugdenhil (1968) applied those ratios to three different schemes. The Von Neumann method, applicable 
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to the stability analysis of linear equations, was used by Abbott and Ionescu (1967), Leendertse (1967), and others. They concluded the solution is unconditionally stable for the weighting factor between 0.5  and 1.0. Since the analysis used a simplified linear version of the equations, some oscillations can still persist.Fread (1973, 1974) studied the variation of the time step in the implicit schemes and concluded that accuracy decreases as the time increment and the time weighting factor increase. However, when the time weighting factor increases the solution becomes more stable. Price (1974), using four numerical schemes for a flood routing problem, concluded that optimum accuracy is obtained when the finite difference time step is chosen approximately equal to the space step divided by the kinematic wave speed. The time step is an important factor in the computational cost. When routing sediments where the variations are slow in time, the time step can be on the order of days. In the case of flood waves, the time is usually on the order of hours. In estuaries with tidal effects, the time step is usually on the order of minutes.The literature on confluence boundary condition can be classified according to the following descriptions. Vreugdenhil (1973), Feigner and Harris (1970), and Ballofet (1976) used only the continuity equation at the junctions, which does not consider losses at the confluences. Cunge (1975) suggested the use of both equations in steady state condition at the junctions. Yen and Akan (1976) used an overlapping concept with a four-point implicit scheme for flood routing through the junctions. This concept accounts for the downstream backwater effects only for adjacent branches of the confluence.
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Gunaratnam and Perkins (1970), in a broad analysis of the numerical methods applied to the St. Venant equations, described the finite difference schemes and developed a finite element method for the governing equations. In the junctions they used the steady conditions. Dailey and Harleman (1972) used this formulation for the hydrodynamics equations on a one-dimensional model of transient water quality in an estuary network. Keuning (1976) applied the finite element method in combination with Galerkin’s principle to the unsteady equations for onedimensional flow in a channel connected with the sea. Cooley and Moin (1976) also developed a finite element solution for those equations and compared them with other methods. Partridge and Brebbia (1976) used a six-node finite element in implicit and explicit time integration models for coastal engineering problems.B. Review of Water Quality ModelsThe difference among the mathematical models developed for water quality are based on the following conditions: dimension of the model, system characteristics, type of flow, numerical methods, type of source, substance, or multiple reaction simulation.DimensionTo obtain a complete description of the problem, a three-dimensional representation should be used. Pritchard (1971) described the three- dimensional equations for mass and momentum conservation and the transport equation. Leendertse, et al., (1973) described a three-dimensional model of estuaries, bays, and coastal seas in which nonisotropic density conditions exist. This type of model is still in a stage of development due to the basic difficulties of getting large amounts of data, a restricted amount of computer storage, and a vast amount of computations.
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The two-dimensional models are averaged over a direction either vertical or transverse. In shallow bays, Leendertse (1971), and Hann and Young (1972) neglected the variation of the vertical direction. Other models use the vertical and longitudinal directions for stratification problems.The one-dimensional transport equation is a reasonable approximation for the stream which the transverse effect of the nonuniform velocity can be well described by the mean velocity and the longitudinal dispersion coefficient. In this model the transverse and vertical direction are averaged. Harleman (1971) showed that a term involving the cross product of the longitudinal velocities and concentrations deviations about the cross section mean (dispersion) plus the spatial mean value of the turbulent diffusivity is the longitudinal dispersion coefficient. Taylor showed that the former is more than two orders of magnitude larger than the turbulent diffusivity effect.

where is the BOD carbonaceous reaction rate; and v is the mean velocity.

System Characteristics and Type of FlowThe one-dimensional transport equation for unsteady flow is
where A is the area, Q the discharge, C the concentration, E the longitudinal dispersion coefficient, x the space, t the time, and is the source and sink term.When all processes are steady-state and also uniform flow, Equation (2.1) for a first order decay source and sink term becomes
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Assuming that dispersion is negligible and since the flow is uniform, dx = v dt, and Equation (2.2) yields 

which is the first order decay equation used by Streeter and Phelps (1925). They published the first theoretical model of stream waste assimilative capacity using Equation (2.3) for BOD and Equation (2.4) for DO so that
where K2 is the reaeration coefficient; C is the saturation dis- 2 solved oxygen concentration; C, is the DO concentration; and Cbod is  do the BOD concentration. The assumptions made in this model were steady state conditions, the removal of BOD by the oxidation of the carbonaceous element of the waste, and the supply of oxygen by reaeration through the water surface.Steady flow models are reported in the literature and are very useful when this flow condition can be assumed in a river. The QUAL I model by the Texas Water Development Board (1971) uses Equation (2.1). However, the partial derivative of time is changed to A the model assumed steady state, nonuniform flow.In many rivers the critical condition is the low flow during the dry season. The steady state flow condition cannot be used for an accurate solution in estuaries where the flow is continuously changing, some urban watersheds where the flood carries more pollutants, or a flood that can wash the benthal deposit.Models for unsteady condition were developed with the improvement of the solution of the St. Venant equations and the need to solve an

since
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estuary type of problem. Harleman (1971) classified models for estuaries as tidal (real time) and non-tidal. The former uses a small time increment and considers the velocity variation during the   tidal period. The latter uses a At equal to the tide period.Terms in the transport equation are averaged during this period. O’Connor (1965) proposed a model that considers the pollutant distribution only over a long period. Harleman (1971) pointed out that non-tidal models are forced to exaggerate the effects of dispersion in order to simulate the advection upstream from a discharge point.The unsteady flow models for water quality use the two St. Venant equations and the transport equations (2.1). The solution of this model in a nonuniform channel has to be obtained by numerical solutions.When the river can be adequately characterized by constant parameters such as area, velocity, longitudinal dispersion, and pollutant input, there are analytical solutions available. Such conditions and solutions were described by O’Connor and Thomann (1971), and Hann and Young (1972). Numerical MethodsNumerical methods to solve the system of partial differential equations are usually classified as the finite difference method and the finite element method. The finite difference method is the one frequently used. The finite difference methods approximate the functions and partial derivative by the discrete values in the plant x-t (unsteady one dimensional). The finite element methods uses a piece- wise continuous approximation for the function in the solution region. This approximation is adjusted to the exact continuous solution by the weight residuals method or other procedures.
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The St. Venant equations constitute a hyperbolic system of equations. The transport equation (2.1) is a parabolic type. The numerical scheme is chosen according to the conditions of stability and accuracy of the scheme. The schemes are usually classified as forward, central, and backward in time and space.Stone and Brian (1963) used weighted coefficients in space to evaluate the term according to the time of the equation, resulting in a six-point implicit scheme (Figure 2.1). The stability of a parabolic partial differential equation was discussed by Keller (1960) using the maximum principle for a central scheme. Lanna and Moretti (1977) extended Keller’s procedures for a forward and backward scheme.Dresnack and Dobbins (1968) described some of those schemes and showed that the numerical solution can create a numerical dispersion in the convective term. Bella and Dobbins (1968) described a multi- step procedure in a finite difference calculating first the convective terms and then the dispersion term, and compared them to the analytical solution. Leendertse (1967) described a procedure to calculate the accuracy of numerical schemes by the ratio of the numerical and analytical solution of a linear version of the transport equation. The analytical solution was obtained by a Fourier series expansion and the ratios considered the numerical dissipation and dispersion. Siemons (1970) used this procedure in analyzing the weighting of the concentration in time for the equation in the one- and two-dimensional equations. Holly (1975) used this procedure to compare nine numerical schemes for the convection equation. Berhoff (1973), also using those ratios, compared
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Figure 2.1. Stone and Brian Scheme for Weighted Coefficients
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the explicit, central implicit, and splitting central implicit and concluded the last of the three demonstrated the greatest accuracy.Hann and Young (1972) made numerical tests for simplified systems and compared them to the analytical solution for an explicit central scheme. Basaran (1976), using numerical experiments, compared the backward and central implicit schemes and concluded that use of the backward scheme was more appropriate.Lee and Harleman (1971) used the Stone and Brian six-point scheme for the transport equation and the scheme used by Abbott and Ionescu (1967) for the hydraulic equations to solve the system of equations. The FWQA dynamic model described by Feigner and Harris (1971) was developed to handle a complex network of channels, in particular the Sacramento-San Joaquin Delta in California. This model used the momentum equation in the branches and the continuity equation in the confluences in an explicit formulation. The transport processes were simulated by a simplified formulation of the advection and by an eddy diffusion equation. It did not take into account longitudinal disper- tion. The reaction processes were assumed to be of the first order.Berhoff (1973) used the splitting central implicit scheme for the transport equation. In the confluence formulation he used an explicit  formulation for the node concentration.The finite element was used by Holly and Harleman (1972) for a model of transient water quality estuary networks. The hydraulic formulation of this model was based on the work of Gunaratnam and Perkins (1970).
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Type of SourceThe external sources in a water quality model can be point and non-point. A point source is well identified by the outlet of sewers  and tributaries and it is easier to evaluate the discharge and the concentrations that enter the river than the non-point sources.Non-point sources, such as urban runoff, were reported by Weibel et al. (1964) as a significant source of pollutants. Dornbusch et al. (1974) analyzed the pollution caused by agriculture runoff. Overton and Meadows (1976) classified the methods that evaluate the non-point sources as a concentration-flow rating curve, regression models, and a pollutant removal model. Substance or Multiple Reaction SimulationSubstances can be conservative and nonconservative in terms of internal reactions. The mathematical formulation for conservative substances uses only the transport equation without the source and sink term for internal sources. Nonconservative substances may have different formulations based on the type of element.Many models reported in the literature have the capability of simulating different types of substances. The basic difficulty is that chemical, biological, and physical processes that modify the concentration are difficult to evaluate; and in some cases the mathematical formulation is a rough estimate.In 1925, Streeter and Phelps formulated the source and sink term for the Biochemical Oxygen Demand and Dissolved Oxygen reactions (Equations (2.3) and (2. )) assuming only the carbonaceous stage of BOD and the reaeration on the river surface. Thomas (1948) used a coefficient K3 to account for the loss of BOD for sedimentation in the 
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river. Dobbins (1964) used the coefficient to account for addition of BOD to the river through scouring of the benthal deposit, and Db as the net rate of consumption of oxygen by all processes other than the biological oxidation of the flowing BOD load.The complete decomposition of waste by oxidation has two stages: carbonaceous and nitrification. The nitrification process uses oxygen for oxidation of ammonia to nitrites and the oxidation of nitrites to nitrate. The multistage reaction process is usually simulated by a sequential reaction model or a feedback model. Thomman et al. (1970) used a feedforward multistage reaction for the Delaware estuary. O’Connor, Thomann, and DiToro (1973) combined a model with C-BOD-DO reactions, nitrogen cycle, total DO model, Phytoplankton Dynamics Model and the organic and inorganic forms of phosphorus. It was used in the Potomac estuary with a hydraulic model in a non-tidal structure. Najarian and Harleman (1975) developed a model for temperature, salt, C-BOD, fecal coliform, the nitrogen cycle, and DO. This model used a unsteady flow hydraulic formulation. Amein and Galler (1978) developed a model for Water Quality Management for the Lower Chowan River in North Carolina. This model simulates the unsteady flow equations by means of a four-point implicit scheme and the multistage reactions of C-BOD-DO, nitrogen , and algae.Gransrud et al. (1976), in an evaluation of the water quality models, chose 14 models to analyze and classify into six groups: steady-state stream models (DOSAG-I, SNOSCI, SSM), steady state estuary models (ESOO1, SEM), quasi-dynamic stream models (QUAL I, QUALL II), dynamic estuary and stream models (dynamic estuary model, tidal temperature model, RECEIV, SRMSCI), dynamic lake models (deep 
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reservoir model, LKSCI), and near field models (outfall PLUME). The paper, prepared as a guide for planners, discussed the capabilities, limitations, cost, and availability of each model.



CHAPTER IIIDEVELOPMENT OF THE HYDRAULIC MODEL
A. Governing EquationsA.1 Basic equationsThe study of the gradually varied unsteady flow in a river is described by two basic partial differential equations; the continuity equation that considers the continuity of the mass flow, and the momentum equation that represents the dynamics effects of the flow.The one-dimensional continuity and momemtum equations were derived by many authors. The basic assumptions that are made in the derivation are: a) The river is laterally homogeneous, which means the vertical and transverse velocities are too small and the cross section surface is assumed horizontal. In addition, the river is uniform in the reach.b) The pressure varies hydrostatically in the vertical.c) The friction slope of the differential equation is represented by the uniform flow formulas of Chezy or Manning.The continuity equation is derived based on the conservation of mass between two channel sections (Figure 3.1).
where Q is the discharge; A is the cross-section area; is the inflow or outflow discharge per unit length of the channel, x is the distance in the longitudinal direction; and t is the time. The lateral flow can be

(3.1)
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Figure 3.1 Longitudinal Section of Channel
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where area or other sources. The termflood plains (Figure 3.2). This contribution per unit length of channel can be expressed as
where is the flood surface area of the reach.Chen (1973) derived the momentum equation that considers forces that act in the control volume. The resulting momentum equation is

where velocity; the lateral inflow velocity; β is the momentum coefficient; g is the gravitational acceleration; T is the top width defined as and
The friction slope is approximated by the equation :

where n is the Manning coefficient and R is the hydraulic radius. This equation is taken from the steady state formulation since the friction slope for unsteady flow was unavailable. However, this equation gives a good estimate. The above equation is often written as

is defined as

is the lateral contribution from the watershed drainageis the contribution from the

is the water density;is the bottom slope; is the water depth; is theis the friction slope: is
(3.4)

(3.5)

(3.3)

(3.2)
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Figure 3.2 Cross Section of Channel



24

where K is the channel conveyance.A.2 Specific confluence equations The confluence is often treated as an internal boundary. This study deals mainly with river networks, therefore, the discussion of confluence equations is presented here.The following formulations are normally used in the confluencea) The continuity equation is used to consider the storage in the junction (Feigner and Harris, 1970; and Vreugdenhil, 1973). It is integrated over all branches which converge to the confluence ,(Figure 3.3) resulting in the equation
where is the surface area in the junction; N is the number of branches; z is the level at the confluence; and is the discharge that flows in the branch i. The discharge of the reaches has a positive sign when it enters the junctions and is negative when it comes out of the junction. The lateral contribution or losses are represented by qe in the above equation.This type of formulation only uses the continuity equation at the junction; and the momentum equation is used in the branches. The dynamic effects in the junctions were not taken into account. This implies that the momentum is not conserved through these points.b) A steady state condition is assumed at the junction by using three sections near the confluence in each branch (Figure 3.4). The mass conservation is satisfied by the following equation:

(3.7)

(3.6)
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Figure 3.3 Central Scheme at the Junction
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Figure 3.4 Position of the Section at the Junction for the Forward Scheme



and the conservation of energy is represented by the equations
and
where α is the correction factor for energy loss and hf is the energy head loss given by the product of the friction slope and the distance between sections; the α and hf index for instance, 13 indicates the energy loss is between sections k1 and k3; v is the velocity; zo is the bottom level; and y is the depth.Equation 3.9 can be simplified as follows:

This simplified equation (Equation 3.10) is used when the velocity terms and the energy losses are small at the confluence.B. Numerical MethodsB.1 General formulationEquations (3.1) and (3.4) form a system of nonlinear hyperbolic partial differential equations that can be solved by analytical methods only in special situations. The numerical methods are usually applied to problems in which the Equations (3.1) and (3.4) are applicable for considerating practical purposes. The basic numerical techniques are the finite difference and finite element methods. The governing equations are the type of partial differential equations that require initial and boundary conditions. The finite difference methods are

(3.8)

(3.9)

(3.10)
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used to solve those equations and are classified in the explicit scheme, the implicit scheme, and the characteristic method. The basic difference is the explicit scheme uses information from the time t to calculate the variables at the time t + Δt (Figure 3.5a) and thus can be solved explicitly. The explicit scheme has the following numerical stability criterion (Courant condition) :
whereThe implicit schemes use the information from the time t and t + Δt to calculate the variables at   t + Δt   by the solution of a system of equations (Figure 3.5b). The resulting system is a set of equations with an equal number of unknowns and must be solved simultaneously.The system of partial differential equations can be transformed into two ordinary differential equations called the characteristics.The characteristic method solves the equations following the characteristic path in the x - t plane.The general finite-difference approximations of the functions of the partial differential equations are

is the dynamic celerity and v is the velocity(3.11)
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where θ is the weighting factor of the time integration, and α and β determines the space distribution. The basic schemes can be categorized utilizing weighting factors as shown in Table 3.1.Table 3.1 Schemes classification utilizing weighting factorsWeighting factor Schemeθ = 0 explicitθ = 0.5 center, in time, implicitθ = 1.0 full implicit

α = 1; β = 0 forward
α = 1; β = 1 central
α= 0; β = 1 backward

Chen (1973) and Price (1973) compared some of these numerical methods for flood routing problems. Liggett and Cunge (1974) suggested guidelines for the use of each method. The basic disadvantage of the explicit method is the requirement of a short time interval with high cost needs for computation. In practical problems the grid is also dictated by channel geomorphology that make the solution by the characteristic method more difficult to achieve.Price (1974) compared four implicit schemes for flood routing using the analytical solution for the monoclinal wave. He concluded that optimum accuracy is reached when the time step is chosen approximately equal to the space step divided by the kinematic wave speed (c = 1.5v when the Chezy equation is used for wide channels) or
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This Courant condition for accuracy of implicit schemes is similar to Equation (3.11) of the explicit schemes. The time step of the implicit scheme can be greater than the explicit scheme without loss of accuracy because the condition of Equation (3.11) is based on the celerity of small disturbances. Accuracy of the implicit scheme, however, is based on the velocity of the flood wave celerity (Simons et al., 1977).The numerical schemes should meet the requirements of stability and convergence. The sources of error in a numerical solution result from rounding the values and discretization. The discretization error is the difference between the numerical solution and the exact solution (Haltiner, 1971). If the discretization error approaches zero when Ax 0 and At → 0, the finite difference is consistent.The effect of the numerical errors in the solution of the wave motion in channels changes the amplitude of the wave which is often called numerical damping or numerical dissipation. The amplitude of the wave in the numerical solution can be higher or lower than the real value. The other effect is in the velocity of propagation of the numerical solution. It can be faster or slower than the real value and is called the dispersive effect.Stability of a implicit scheme is related to the round-off errors. There is no general theory to estimate the numerical stability for a quasilinear partial differential equation. A simple linear version of Equations (3.1) and (3.4) was used to investigate the stability properties of the schemes by the Von Neumann method which uses the Fourier series (Abbott and Ionescu, 1976; and Liggett and Cunge, 1975). The conclusion of this analysis is usually transposable to the complete
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equation and shows that the difference scheme is numerically stable for 1/2 ≤ θ ≤ 1 and it is unstable for θ < 1/2. Some oscillations can appear in the solution as reported by Liggett and Cunge (1975). They recommend use of 9 in the range 0.6 ≤ θ ≤ 1.0 in order to avoid these oscillations. For a greater value of 9 the solution is less accurate but more stable.A complete linear analysis was made by Ponce, et al. (1978b) who performed a theoretical treatment of the convergence of the four-point implicit scheme. They concluded: 1) for kinematic and diffusion waves and inertia-pressure waves the simulation is reasonably good if the numerical dispersion is minimized; accuracy is highly dependent on the value of the weighting factor 9 for dynamic waves; 2) when 9 < 0.5 there is numerical amplification, 0.5 ≤ θ < 1 may cause numerical amplification or attenuation, and there is numerical attenuation for θ = 1; 3) accuracy of the simulation is highly dependent on the correct value of the weighting factor 9. In practice an optimum value of that will assure both stability and convergence may be difficult to determine.B. 2 Applied numerical schemeThe numerical method used here is (Chen, 1977)

(3.13)
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Using the above numerical scheme in the continuity Equation (3.1) gives
Using Equation (3.3) in Equation (3.14) gives 

Equation (3.15) becomes
where

and Af is the flood area.The momentum Equation (3.2) with the numerical approximation(Equation (3.13)) and Equations (3.19) and (3.20) can be written as

(3.14)

(3.15)
(3.16)
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The friction slope, Sf, is a function of Q and y, and fromEquation (3.5) using Taylor expansion with first order approximation at time t + Δt, it becomes
The partial derivative of Sf with respect to Q, assuming ndoes not vary with Q, is
The partial derivative of Sf with respect to y is

or
where P is the wetted perimeter.Equation (3.17) results in the following equation
where (3.22)

(3.21)
(3.20)
(3.19)

(3.18)

(3.17)
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where

Equation (3.9) can be rewritten for time t + Δt as

and z is the bottom level of the cross section. oConfluence EquationsThe confluence equations used here are Equations (3.8) and (3.9).Equation (3.8) is

(3.24)
(3.23)
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This formulation assumes that the cross section does not changewith time within one time step. The notation used here is shown in Figure 3.6. It is used in the computer program to give the positive direction of the flow. The sign in Figure 3.6 indicates the side of the energy equation where the k3 terms should be placed. Equations (3.24) and (3.25) illustrate Figure 3.6a.The term hf is calculated by
Using the numerical scheme given by Equation (3.13) in Equations(3.24) ,

In the same way, Equation (3.25) results in the following equation by the use of the numerical scheme from Equation (3.13)

Equation (3.27) results in

(3.26)

(3.27)

(3.25)
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Figure 3.6 Computer Program Notation for Positive Direction of Flow
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where

The coefficients of the Equation (3.29) are the same as above, only the index changes and k2 is used instead of k1 and 23 instead of 13. When the condition exists like that in Figure 3.6b, the equations are the same as above but with an interchange of index (where k1 is changed to k3 and k3 changes to k1 ).B.3 Boundary and initial conditionsExternal BoundariesThe solution of the momentum and continuity equations by numerical methods requires the specification of the boundary conditions at the upstream and downstream sections and the initial conditions for all sections.

(3.29)
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In a river reach with two boundary sections there is an option to specify the level or the discharge in each boundary section during the simulation period. Another type of boundary that can be used is the relationship between Q and y.When the flow is subcritical (v < c), it is necessary to specify one variable for the upstream section and another for the downstream section. In this situation one characteristic of the equation propagates downstream and the other upstream. In the case of supercritical flow, both characteristics propagate downstream, thus, one can specify the two variables in the upstream boundary. The characteristics equations are

When the flow regimen is supercritical both equations (3.30 and 3.31) are positive on the right hand side and both characteristics are in the forward direction. In the subcritical situation, Equation (3.30) has a negative right hand side (Figure 3.7). Rating Curve as BoundaryThe rating curve can be used as a boundary in some situations. This condition is strictly applicable to kinematic models (Abbott, 1976). When this relationship is used in a dynamic model the solution in the boundary is in conflict with the solution near the boundary which may lead to inaccuracy. This relationship supplies the system of equations with one more equation.The discharge in a section is a function of the section level or(3.32)

(3.30)(3.31)
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Figure 3.7 Characteristics Lines for a Subcritical Flow
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Using the Taylor expansion with first order approximation ,

The use of Equation (3.32) at time t in Equation (3.34) yields
If the relationship is tabulated, it is possible to find using one more point near yt. When the function of theEquation (3.32) is known, such as

then one can calculate the partial derivative ,
and use Equation (3.37) in Equation (3.35).When this curve is unknown, it is possible to estimate this relationship using Manning’s equation as

The use of Equation (3.39) in Equation (3.35) results in

If n is constant in the cross section andthe above equation results in and R ≈ y ≈
(3.41)
(3.40)

(3.38)
(3.39)

(3.37)
(3.36)

(3.35)
(3.34)
(3.33)
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This type of boundary can be used when the downstream effects are small and the loop in the relationship of Q and y can be approximated by a straight line or curve.In flood problems this condition is often used at the downstream boundary and the hydrograph at the upstream boundary. This boundary condition cannot be used when there are backwater effects or inversion flow. Interior BoundariesIn a river system the physical characteristics are not uniform. There are uniform changes the basic two equations can determine without much error. There are sudden changes in the river characteristics that should be considered in the solution as the interior boundary condition. Some of these boundaries according to Cunge (1975) are:1. Junctions of rivers.2. Flow over weirs (Figure 3.8b). The equations for this condition are

3. Flow through control gates. The equations are
4. Storage basin. In some rivers there are storage basins linked to the channel as shown in Figure 3.8b. They contribute only to the storage effect and the continuity equation should account for volume. The volume lost by the river reach in At is then

(3.43
(3.42)
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Figure 3.8 Interior Boundary Conditions for a River System
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where VF is the storage basin volume (Figures 3.8b and 3.8c). Using a numerical approximation
The function VF = f(z) is obtained from the maps. The above term appears with a negative sign in the continuity equation.When this storage basin has dynamic effects in the flow, it can be assumed to be a flood area with more roughness than the normal river bed. In Equations (3.1) and (3.4) it is included in the term5. Dead end. When there is a channel with a dead end, the section at that end may have the condition of V = 0 at the dead end (Figure 3.8d). Initial ConditionIn order to proceed to the calculations it is necessary to specify the level and discharge at all sections in the initial time step. Usually these values are not known and are estimated. However, the initial values at the boundaries are known and by using the program with about 50 or less time steps, and holding the boundaries constant, the steady state condition for the initial boundaries is reached. Another way is to interpolate the levels making the discharges constant when there are no confluences. In the case of confluences, adequate knowledge of the system is required to specify these values by inspection. A third way is to solve the steady backwater equation. The first case needs an initial condition to start the running that can be obtained by interpolation or inspection.

(3.45)

(3.44)



45
Normally in this type of equation after some time steps, different initial conditions converge to the same solution. Baltzer and Lai (1968) showed the convergence to the same solution using different values of initial discharge. C. Systems of EquationsC.1 The equationsUsing Equations (3.16) and (3.22) for each reach, and Equations (3.23), (3.28), and (3.29) for each confluence, there will be 2(N - 1) equations (if there are only two boundaries), where N is the number of sections. In matrix notation the system of equations is

where (3.46)
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The specification of the boundaries gives two more equations, and the number of equations and unknowns will be the same, thereby permitting the equations to be solved simultaneously. For instance, in the system in Figure 3.9b, there are four reaches that give eight equations, two confluences that give six equations and the boundaries with two more equations. There are sixteen unknowns (8 sections) and sixteen equations.C. 2 Solution of the linear system of equationsThe linear system of equations (3.46) resulting from the use of the numerical scheme (3.13) in Equations (3.1), (3.4), (3.8), and (3.9) for a river network needs to be solved at each time step.The coefficient matrix F for a river without confluences can be easily transformed into a banded matrix. In this situation the pentadiagonal method or other method that considers only the
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Figure 3.9 Matrix F for a River Reach and for a River with a Confluence



48
non-zero coefficients can be used to solve the system of equations. These methods are more accurate and use less storage and computer time than methods that utilize the full matrix.In a river network the matrix F is a sparse non-banded matrix (Figure 3.9b). In order to solve a system of linear equations when the coefficient matrix is sparse, Vreugdenhil (1973) recommended an iterative method such as Gauss-Seidel. This method requires only the storage of non-zero elements of the matrix and their positions in the matrix. The solution of the time t is used as the initial guess for beginning the iteration of time step t + Δt. In this way the initial guess is usually good and computer time is saved, as fewer iterations are requested for convergence. The convergence condition for the Gauss- Seidel iterative method is that the matrix F should be positive definite. This method was used in some examples and it was found that convergence did not always occur.A direct method to solve these equations is the Gauss elimination procedure. The following system of equations

is solved by transforming the matrix of coefficients in a upper triangle matrix by
(3.48)

(3.47)
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and

The matrix F has no more than four non-zero elements in each row, and has many zero elements. If one stores all elements, the solution will be less accurate and too expensive. For instance, 50 sections would use 10,000 words of storage where only about 2% are non-zero elements.The procedure described here tries to minimize the storage of the Gauss elimination scheme. There is a method called Skyline used in the finite element method (Bathe and Wilson, 1976). It is a storage method for the Gauss elimination procedure in symmetric matrices. Since the matrix F is not symmetric a modification is required.This method used four one-dimensional arrays to store the information contained in matrix F. A numerical example is shown in Figure 3. 10. The coefficients are stored sequentially in a vector. Each diagonal element is followed by all elements in the column of the matrix above that element . Then all elements in the row to the left of the diagonal taking in the inverted L shape

Using backward substitution, the unknown values are calculated by

shown in Figure 3.11a which extends upwards and to the left as far as the last non-zero element in each direction.

(3.49)

(3.50)
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Figure 3.10 Storage Scheme for the Gauss Elimination Procedure
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In Figure 3.10c vector AA(I) shows the storage sequence of coefficients for matrix A in Figure 3.10b. Vector IDIAG(I) gives the positions of each diagonal element in AA(I). Vector IHIGH(I) gives the number of column elements above each diagonal element including the diagonal element. Vector IR(I) gives the number of row elements to the left of each diagonal element excluding the diagonal element. The method uses Equations (3.49) and (3.50), but with a different index since the coefficients are stored in another way.The flowchart in Figure 3.11 shows the solution using this storage scheme. This method is useful when the matrix is almost banded with a few sparse elements, as in this case of the river network. For instance, in the Jacui Delta system with 19 confluences and 64 sections, the full matrix would use 16,384 words for storage. This storage scheme uses 1,587 words and in a Cyber 171 computer it takes 1.0 second of Central Processing (CP) time to solve the system of 128 equations by 128 unknowns in each time step.The section numbering procedure should be done to minimize the storage and calculations. The unknowns are numbered based on the section number. In the reach or confluence equations the section numbers are not continuous integer numbers, zero values will appear among the non-zero values in the coefficient matrix which increases the matrix band and consequently the storage and calculation. The minimization can be done by numbering the sections in a crescent (or decrescent) order and when there are confluences minimize the difference of the section numbers of the reaches and confluences. Some suggestions
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Figure 3.11 (continued)
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to execute that procedure include: (i) the number of the sections should be given in crescent order from upstream towards downstream, and (ii) for short loops an alternate numbering is a good procedure.



CHAPTER IVDEVELOPMENT OF A WATER QUALITY MODEL
A. Governing EquationsA.1 Transport equationThe transport of mass in an environment is due to the advection, diffusion, and dispersion processes. The advection of a concentration element is the transport that results from the flow gradient. This process is described by the equation

where D is the molecular diffusion coefficient. mUsing this equation to account for the mass variation in a volumetric element, the diffusion process through this element is represented by the resulting equation:

where C is the element concentration and vx , vy , and vz are the  velocities in the direction x, y, and z. The first term in the equation accounts for the change in time of the concentration and the other term accounts for the variation in space.Advection is the main process in the streams where velocities are high and diffusion is negligible. In estuaries where velocities are usually low, diffusion and dispersion must be examined.Through the diffusion process, the concentration of a substance changes due to the element’s concentration gradient. Fick’s first law states that the rate of mass transport in the i direction is proportional to the concentration gradient in this direction or

(4.1)

(4.2)



56

where E is the longitudinal dispersion coefficient that examinesthe non-uniform velocity distribution (dispersion) and thespatial-mean value of the turbulent diffusity. Figure 4.1 shows the spatial variation of the advection and dispersion terms in a isolated channel reach. The term Si was added to account for the losses and gains of the system. The terms on the left side of the equation are from the advective process and the first term on the right side is the dispersion term.The basic assumptions made in the derivation of Equation (4.5) are: 1. A mean value may represent the variation of the concentration

(4.3)
The processes are additive and since the velocities used in Equation (4.1) are time-averaged and associated with turbulent flow, the turbulent diffusion coefficients are used. The three dimensional transport equation for a stream then becomes

The one-dimensional form of this equation for a stream has been developed by Holley and Harleman (1965). The longitudinal velocity, concentration, and the turbulent diffusity coefficient were averaged over the cross-section. The unsteady state one-dimensional mass transport equation for a non-conservative substance is (4.5)

where and are the turbulent diffusion coefficients.
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Figure 4.1 Schematic Illustration of Advection         and Dispersion in a River Reach
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and velocity over the cross-section; consequently, the problem becomes one dimensional in the longitudinal direction.2. The longitudinal dispersion coefficient represents the cross product of the longitudinal velocities and concentrations about the cross section mean plus the spatial mean value of the turbulent diffu- sity. A.2 Source and sink termA river system can have internal and external sources of pollution. The internal sources result from physical, chemical, and biological reactions of the substances within the water body itself. External sources are inputs into a river system from external sources such as waste disposal, tributaries, and urban runoff.External sources of pollution are usually classified as point and non-point. Examples of point sources include outlets of industrial and domestic waste, water treatment plant intake, artificial channels, and tributaries. Non-point sources include urban runoff, groundwater flow, and agricultural land runoff.Velz (1970) classified the type of waste in streams as organic, microbial, radioactive, inorganic, and thermal. Stream water quality is determined through the analysis of substances selected to indicate the level of water quality. The substances to be analyzed are chosen on the basis of the study objectives and the source of pollution. These parameters include temperature, salinity, chlorides, dissolved oxygen, biochemical oxygen demand, nitrogen forms, and coliform concentration.A conservative substance is defined as one with “concentration unchanged by chemical or biological reactions. Salt'and other
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chlorides are examples of conservative substances. The source and sink term for a conservative substance has only the external source term which means that discharge entering or leaving the river has the concentration of the substance.The nonconservative substance in the water body can react by chemical or biological process thus modifying its concentration. Usually some of these substances such as the Biochemical Oxygen Demand are simulated by first order decay.The model described here was developed primarily to simulate any conservative substance and the two stage reactions BOD-DO. However, it can be used for any substance in which the first order decay is a good simulator. The model can be modified without major difficulties to simulate other decay processes or consecutive reactions such as nitrification.ConservativeThe source and sink term is

Biochemical oxygen demand and dissolved oxygenThe waste discharge may have carbonaceous and nitrogenous components. These components are oxided biochemically at different rates and times. The carbonaceous process is usually represented by the first order decay. The nitrogeneous demand is the oxidation of the amonia into nitrates by nitrifying bacteria.

(4.6)is the input or output discharge per unit of length The concentration of the substance in this flowwhere
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Some of the processes which affect the BOD - DO stage in the river are:-Oxidation of the carbonaceous component-Oxidation of the nitrogeneous component-Sedimentation or adsorption of the substances-Addition of the substances through the scour of the river bottom increasing the BOD rate.-Reaeration processes through the water surface-The increase and loss of oxygen from the phytosynthetic action of plankton and fixed plants.The following source and sink term is used for the biochemical oxygen demand:

the lateral flow (ppm).The partial differential equation for the BOD is

(4.7)where is the BOD carbonaceous reaction rate (per day), is the rate coefficient for the removal of BOD by sedimentation and adsorption (per day), La is the rate of addition of BOD along the 2reach (ppm per day), is the lateral discharge (m2/s), A is the cross section area and is the concentration of the BOD in

The source and sink term for the dissolved oxygen used is (4.8)
(4.9)where Cbod is the BOD concentration (ppm), K2 is the reaeration bod  2coefficient (per day), CS is the saturation dissolved oxygen
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concentration (ppm), and is the removal of oxygen by benthal deposits, plant respiration and the increase in oxygen through photosynthesis (ppm/day).The partial differential equation for dissolved oxygen is

A.3 Equation coefficients Longitudinal dispersion coefficientThe longitudinal dispersion coefficient is the result of the effect of the nonuniform distribution of the velocity and concentration over the cross-section and the effect of the turbulent diffusity. The former is usually more important.In general, when a pollutant enters the river the convective process is initially dominant and the pollutant cloud shows a shape similar to the velocity profile. The concentration curve in the space coordinate has a skewed shape. After this convective period, the cloud disperses due to turbulence and the concentration curve converges to a Gaussian shape. The spreading of the cloud in the convective period is defined by the one-dimensional dispersion coefficient and the mean flow velocity (Fischer, 1967).Ordinarily, the longitudinal dispersion coefficient, depends on the water depth, cross section shape, roughness, and the mean velocity, Taylor (1954) studies the longitudinal dispersion coefficient assuming a steady state version of Equation (4.5) in a long straight pipe. He arrived at the following equation:

(4.10)

(4.11)
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where a is the pipe radius, U* is the shear velocity, and E is the dispersion coefficient.Elder (1959) assumed a logarithmic water velocity distribution in the vertical direction and applied the concept of longitudinal dispersion presented by Taylor (1954) to steady flow in an infinitely wide two dimensional channel. He also assumed the vertical velocity gradient was more important in the dispersion process and arrived at the resulting equation:
where y is the depth of the flow.Harleman (1971) also developed a modified Taylor’s equation for channel flow using the relationship between the shear stress and the resistance parameter giving

(4.12)

(4.13)where E is in square feet per second, n is the Manning roughness coefficient, v the velocity, and R the hydraulic radius in feet.Fischer (1967, 1968) using a steady flow equation and assuming the lateral velocity distribution has more effect in the longitudinal disperson, presented the equation
(4.14)

where q is the flow rate per unit of width, b is the width, A the cross section area, and ez is the coefficient of lateral turbulent diffusion where ez =0.23 yU*. Fischer (1969) studied the dispersion coefficient for oscillating flow in the constant density region of an estuary and concluded that the time of transverse mixing was many times greater than for vertical
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mixing. In this situation the velocity distribution in the vertical direction is more important and the modified Taylor's equation applies (Harleman, 1971).McQuivey and Keefer (1974) presented a method based on an analogy to the linear version of the momentum equation and a linear dispersion equation. The momentum equation was linearized using a reference steady flow discharge (Qo) and the related physical characteristics; width, slope of the energy gradient, and Froude number. This analogy resulted in the following linear relationship between the dispersion coefficients and those parameters:
(4.15)

This equation can be used when F < 0.5 and has an estimated standard error of about 30% according to the results of a comparative study of different conditions in eighteen streams.Reaeration coefficientReaeration is one source of oxygen in water. The reaeration process is mainly a function of water temperature flow velocity and depth.The reaeration process is represented by the term K2(CS - C). The saturation concentration CS is mainly a function of water temperature and atmospheric pressure. The American Public Health Association (1965) presented the equation
where T is the water temperature in °C. This equation is for a standard atmospheric pressure.

(4.16)
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The reaeration coefficient K2 is related to water depth and velocity. Many researchers have developed empirical equations for this coefficient based on the Streeter and Phelps relation,

where C and n are constraints, v is the velocity, and y is the depth. The relationship between K2 and the temperature is generally expressed by
where θ is 1.0238, a constant defined experimentally, and K2* is the reaeration coefficient when T = 20°C.Some of the equations developed for the reaeration coefficientare: 1. Churchill, Elmore and Buckingham (1962) developed an empirical equation using data of shallow rivers with high velocity to get
where K2 is in 1/day, the velocity v is in m/s, and the depth y is in m. 2. O’Connor and Dobbins (1958) developed two equations, one for values of the Chezy coefficient less than 17 and the other for values greater than 17. The following equation is the most applicable:
where D is the molecular diffusion coefficient calculated by m

(4.20)

(4.19)

(4.18)

(4.17)
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where T is the temperature in °C, Dm in feet/day and K2 1/day.3. Owens, Edwards and Gibbs (1964) developed an empirical equation for rivers where the velocity is in the range of 0.1 to 5.0 feet and the depths are from 0.4 to 11.0 feet or

Kramer (1974) analyzed a number of reaeration formulas and concluded that none could be used to accurately predict this coefficient in the Houston ship channel. Morel-Seytoux and Lau (1975) compared seven formulas and concluded the equations were poor for predicting the reaeration coefficient.Rathbun (1977) reviewed techniques for measuring and predicting reaeration coefficients in streams and classified the measuring techniques as the DO balance and the disturbed equilibrium and tracer techniques. From the predicting formulas he also concluded that no one equation is best for all streams.’In the model used here the coefficient is either calculated by a subroutine REARE or can be estimated by the user in the input. The O’Connor and Dobbins formula is programmed into REARE but the user can easily exchange it for another equation.Coefficients K1 and K3  The rate of biochemical oxidation of the carbonaceous matter is defined as being proportional to its remaining concentration. The rate at which the oxidation occurs is a constant .This coefficient depends on the type of organic matter, temperature, and river condition. Calculation of this coefficient is most commonly based on field data. Some of the methods are:

(4.21)
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1) least-squares, 2) the slope method, 3) moment method, and 4) logarithm method. For further references see Nemerow (1974).In literature a coefficient KR is used to designate the rate of removal of organic material that is the sum of K1, the removal rate by oxidation of the carbonaceous matter, and K3 designates the rate of sedimentation or resuspension. The coefficient K3 can be positive or negative. McKee and Wolf (1963) suggested factors that can make K3 positive. These include sedimentation, volatilization of the organic material, adsorption, flocculation, and biological growths on the stream bed. The factors that can make it negative are the addition of BOD from sludge banks, scour longitudinal mixing, and short- circuiting across meanders. Table 4.1 shows a sample of the values of those coefficients from Bell (1973).B. Numerical MethodB.1 IntroductionThe solution of Equation (4.5) by analytical methods can be done only in special situations. O’Connor and Thomann (1971) described some of those conditions. When the river geometry does not allow those simplifications and the flow is unsteady the transport equation should be solved by a numerical method.Equation (4.5) is a parabolic partial differential equation. Solution of this equation requires specification of initial and boundary conditions.Stability and accuracy are the criteria for deciding on a specific numerical scheme. The backward implicit scheme was used in this study.B.2 Applied numerical schemeThe backward implicit scheme is stable, accurate, and convenient
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Table 4.1 Sample of and K3 coefficients, according Bell (1973)
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as it is possible to use the same configuration of sections used for solutions of the hydraulic equations. This scheme is

where 0 ≤ 0 ≤ 1. Applying the above scheme to Equation (4.5) and using the notation
(4.22)

(4.23)
(4.24)where

Equation (4.23) yields
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The source and sink term was not included in Equation (4.24) because each substance may have its own term. The numerical source and sink term is discussed in B.5.B.3 Mass conservationEquation (4.24) is applied to each section resulting in a system of equations to be solved at each time step. Assuming a river without confluences and with constant Δx, the mass conservation of the system, using this numerical scheme, is performed by summing the equations of one time step as

(4.25)
Assuming 0 = 1/2 the above equation yields

(4.26)
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This equation shows that the scheme is conserving mass where theterms have the following meaning:

B.4 Numerical equation at a junctionThe numerical scheme at a junction requires some modifications in the representation of mass conservation. The advection term is modified in the section where the equation is applied downstream of the confluence. The dispersion term is modified when the section is downstream or upstream of the confluence. When the section is upstream of the confluence the modification is in term i + 1. When the section is downstream, the modification is in the term i - 1.Advection termIn Figure 4.2b, for section i, the differential of the advection term of the transport equation over both branches is
(4.27)

is the mass in the channel at the time t+1
is the mass in the channel at time t
is the mass that leaves the downstream boundary at At
is the mass which enter in the upstream boundary at At
is the variation of the source and sink term at At
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Figure 4.2 Confluence Conditions for theNumerical Scheme
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The one-dimensional equation assumes one concentration in each section or a well-mixed pollutant distribution over the cross section

(4.29)

(4.28)
Using the same procedure, the advection term in the equation for section k or j in Figure 4.2a is

Dispersion termIn Figure 4.2b for section i, the differential of the dispersion term over both branches and the reach i, i + 1, yields

Using the same procedure for section i in Figure 4.2a the dispersion term is

(4.31)

(4.30)

steady flow condition among the confluence sections, thenSince the hydraulic model assumes a
The advection results in

that results in
and
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(4.32)

There are four equations that can be used to describe the situation at junctions, assuming that not more than three branches are flowing to the junction. The equations are:1. For the section upstream of the junction in Figure 4.2a, the numerical equation is
where

and
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2. For the section downstream of the confluence in Figure 4.2a,the equation is (4.33)where

3. For the section downstream of the confluence in Figure 4.2b, the equation is (4.34)where
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4. For the section upstream of the confluence in Figure 4.2b, the equation is (4.35)where

(4.36)

Using these equations it is possible to demonstrate that they conserve mass through the junctions.B.5 Numerical source and sinkFor a conservative substance without an intake or outlet from the river, there is no change in the numerical equations. The numerical source and sink term is
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A conservative substance is added to the right hand side of the equation by the term
For a first order decay equation such as BOD, the term is

The oxygen demand term is

Those terms are added to the numerical equations developed in each section and for each substance simulated.B.6 Stability and accuracyWhen a numerical scheme conserves mass there is no guarantee the solution will be stable and accurate. The analysis of accuracy and stability of the complete one-dimensional transport equation is complex if not impossible to evaluate. The following analysis of stability and accuracy was carried out with a simplified version of the transport equation. StabilityKeller (1960) used the maximum principle to discuss the stability of the central scheme. Lanna and Moretti (1977), using Keller’s work, also presented the conditions for the backward and forward scheme. The transport equation used in those schemes was

(4.38)

(4.37)

(4.39)
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where E(x,t) > 0. The stability condition for the backward scheme is
(4.40)
(4.41)

For the fully implicit scheme (θ = 1), the scheme is unconditionally stable. When the velocity is negative there is one more condition that should be met for this scheme, (4.42)in which the term Δx ⋅ v/E is the cell Reynolds number (RC) (Roache, 1972). The stability conditions when v < 0 in the backward scheme are the same conditions for the forward scheme when v > 0.The condition of Equation (4.42) is more difficult to meet when the dispersion coefficient is small. Stability then only occurs for small values of Ax. Those conditions were obtained using a simplified equation, then used as a suggestion in the definition of those numerical variables.AccuracyThe errors in the numerical computation can create dissipative and dispersive effects on the solution. Leendertse (1970) used the Von Neumann method to compute the ratios of the numerical and analytical solution for a linear version of this equation in order to evaluate these effects.The general analytical solution of the partial differential Equation (4.40) with constant coefficients expanded following the Fourier series or
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(4.43)

(4.44)

(4.45)

(4.46)

Using the numerical scheme (4.22) in the transport Equation (4.40) with constant coefficients yields

Using (4.44) in (4.45) yields

where

Using Euler’s identities and trigonometric relations,
and

is the wave length,whereseries, and The discrete form of Equation (4.43) for one component of the series is

is the constant coefficient for the component of theis the wave number
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By substitution into Equation (4.46),

(4.47)

(4.48)

(4.49)
(4.50)

(4.51)

The frequencyis the real part andThe dissipative effect is usually evaluated by the following ratio
can be a complex numberthe imaginary part. , where

The physical damping is due to the diffusion and decay which isThe computed wave damping is given by the modulus of X, then the ratio is

Calculating the modulus of the above complex number for yields
where

and is the damping ratio after one time step. The dispersive ratio is defined by
If the velocity of one component in the numerical solution isgiven by then
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To find the following relation is used:
Equating the real and imaginary parts of Equation (4.47) withthose of Equation (4.53) and dividing the equations, yields 

then
The dissipative effect is described by the ratio R1 that indicate that the numerical damping is smaller than the physical damping for R1 > 1, and the numerical damping is greater than the physical damping for R1 < 1. The ratio R2 that describes the dispersive effect due to the velocity of the numerical solution indicates that velocity of the numerical wave is slower than the physical velocity for R2 < 1. For R2 > 1 the numerical velocity is faster than the physical velocity.

length. This last term is the number of discrete points per wave lengthIn Figure 4.3, a constant value of b, R1, and R2 were plotted for some values of a assuming Ax = 200 m and At = 200s. This test shows that with the increase of the ratio vΔt/Δx, the solution is less accurate. The greater the number of sections per wave length,

The term σΔx used in Figures 4.3 and 4.4 can be modified toas used by Leendertse (1967) where L is the wave

(4.54)

(4.53)



Figure 4.3 Damping and Velocity Factors for Values of a
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Figure 4.4 Damping and Velocity Factors for Values of b
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(4.55)

(4.56)

(4.57)

(4.58)

the more accurate are the solutions. Figure 4.4 shows the and R2values based on the variation of b and σΔx. The increase of the 2ratio EΔt/Δx shows that the curve inflexion that creates suddenchanges in accuracy moves in the direction of small values of σΔx.Conclusions about the accuracy of analysis include the following:1) The damping and velocity ratios described here were developed based on a linear transport equation. Therefore, these ratios giveonly a qualitative idea about the accuracy of a difference scheme.2) Leendertse (1967) computes the modulus of the propagationfactor (damping ratio R1) by the equation
where n is the number of operations performed for the time that the physical wave propagates over its wave length. Then

The ratio R1* measures the damping after n time steps.Ponce, et al. (1978b) computed the damping effect based on the logarithmic decrement,
where δn is the logarithmic decrement of the numerical solution andδ is the logarithmic decrement of the analytical solution. The logarithmic decrement is defined as
in which ao and a1 = the wave amplitude at the beginning and end of the wave period, respectively. The logarithmic decrement can be calculated by
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3) The accuracy analysis of the complete equation can be performed only by numerical experiments. The equations derived here can be used to design the numerical experiments. Numerical TestAccuracy can be tested by comparing the numerical solution with the analytical solutions in a simplified system. The analytical solution for a steady-state profile for a nonconservative substance which is continuously released in a river or estuary with a constant cross section at the rate of W pounds per day is the following:

where (4.61)
(4.60)

(4.59)

where CS is the oxygen concentration saturation, Q is the flow, x is the distance (when the section is upstream of the point of releast, x is negative, and the sign of m1 is positive), t. is the time, Co is the
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concentration at x = 0, is the decay coefficient, K2 the reaeration coefficient, E is the dispersion coefficient and v is the velocity.An auxiliary program that solves the transport equation for constant coefficients (described in Appendix C) was used for comparing analytical solutions.The test was performed by assuming a concentration of 10 ppm of BOD at x = 0, K1 = 0.25/day, K2 = 0.5/day, E = 1.5 km2/day, v = 5.0 km/day, CS = 9 ppm, and θ = 0.5.The stability condition was calculated using Equation (4.41), assuming Ax = 0.5 km thenAt  0.045 dayThe value used was Δt = 0.01/day. The boundary condition used downstream was Equation (4.67).The boundary condition for DO at x = 0 was calculated by Equation (4.61). The initial condition for BOD in the numerical solution was C(x,o) = 0 for all sections and C(x,0) = CS for DO.  After six days of simulation the numerical solution reached the analytical solution with an error on the order of 10 . Figure 4.5 shows the solutions.B.7 Initial and boundary conditionThe transport equation with advection and dispersion terms is a parabolic partial differential equation. This type of equation requires the specification of the values in all sections at the beginning of the calculation (t = 0) as (4.62)



Figure 4.5 Numerical Test for the Backward Scheme
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and the two boundary conditions for all time steps. The boundary conditions can be specified in different ways. Some of the more usual procedures are:1. When the concentration function of time at the boundaries is known,

2. Assuming the concentration does not change with x at the downstream boundary,

(4.63)(4.64)

It is implied that or where is a constant.This condition can be used when the downstream section is far from a source point because the gradient is steep close to the source.3. Assuming the second partial derivative of the concentration is equal to zero, which means the concentration has a linear relationship with x at the downstream boundary,

(4.65)

(4.66)
(4.67)then

This condition should also be carefully used when the gradient is steep near the boundary.Condition 2 can be used upstream and condition 3 can be used downstream. The only data required would be the initial condition. This procedure can be used when the boundaries are not sources of pollutants.
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The initial condition is usually unknown. When the steady-state solution can be applied as the initial condition, it can be set by running the program for constant boundaries in time.C. System of EquationsAfter use of the numerical equation (4.24) for a reach section, and Equations (4.32), (4.33), (4.34), and (4.35) for a confluence section and the boundary conditions, the result is a system of equations to be solved at each time step. The system of equations is 

is the coefficient matrix, C is the concentration at time t + 1 matrix, and E is the right hand side matrix.The solution to this system of equations when the system does not have a confluence can easily be performed by the Thomas algorithm (Appendix C). When the system has confluences, the coefficient matrix results in a sparse matrix that is solved by the procedure described i Chapter III, section C.2. When more than one pollutant should be simulated, the program UNSWQ stores the coefficient matrix in another array since they are the same for all pollutants, changes occur only in the diagonal term and in the right hand side term.

where (4.68)



CHAPTER VTESTING OF THE MODELS
A.   Case StudyA.1   DescriptionThe system tested in this study was the Jacui Delta, a small delta located in the south of Brazil in the state of Rio Grande do Sul. Four rivers flow into this delta including the Gravatai, the Sinos, the Cai and the Jacui. The total watershed area at section F (Figure 5.1) 2is about 100,000 km , which represents one third of the state.The Jacui River is the main stream; its watershed at section M makes up about 80% of the total watershed. The Jacui Delta is a complex system of branches, confluences, and storage basins, with an area of only 42 km2 (Figure 5.1). The distance between the confluences is small (small islands), the widths are large (about 1000 m) in the main channels, and the slope is small. Below the downstream section the rivers form a series of large lakes that are linked together until they reach the Atlantic Ocean. The delta is about 250 km away from the ocean. On the eastern side of the delta there is a harbor and Porto Alegre which is the capital of the State, a city of about 1.2 million people.The water level in this delta shows a cyclic variation with an amplitude of about 30 cm within a 24-hour time period. This cyclic variation is sometimes altered by wind effects and floods (Figure 5.2). In the dry season when the flow is low, a flow inversion can occur due to the backwater effects from the lakes. The flow variation in section F that bounds the delta downstream is illustrated in Figure 5.3. The flow variation for section I), concurrent with section F, is shown in



Figure 5.1 Jacui Delta Map Showing Sections Used in the Model
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Figure 5.2 Stages at Section F for December 29, 1976 to January 2, 1977



Figure 5.3 Discharge at Section F for December 29, 1976 to December 30, 1976
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Figure 5.4. These data were not used to test the model since at this point in time only these two sections had recorded values.The Gravatai and Sinos rivers carry domestic and industrial pollution to the delta. In the near future the Jacui will bring pollution from a petrochemical complex. The Jacui River has a low level of pollution, most of it coming from agricultural sources.The water from this Delta was used for water supply, waste dillution, navigation, and recreation. Upstream in the Gravatai and Sinos Rivers, the waste is dumped directly into the rivers without treatment; and downstream near the harbor, water is collected for domestic water supply. Water quality is poor during the summer when the flow is low. Due to the complex behavior of this Delta with its flow inversion, it is difficult to decide where the water supply intake should be located.A.2 Available dataThe Institute of Hydraulic Research of the Federal University of Rio Grande do Sul installed six measuring stations to provide continuous records of stage (Figure 5.1) and others for discontinuous readings. In these stations, levels are recorded five times daily (8am, 10am, 12 noon, 3pm, and 6pm). The reference level used was sea level but the reference elevation of some of these stations has not yet been determined.The discharges were recorded in seven sections (Figure 5.1). The record of discharge available in those sections is for 24 hours (12noon April 27, 1977 to 12noon of April 28, 1977). The discharges were recorded at time intervals of 3 hours, but conditions were bad and errors



Figure 5.4 Discharge at Section D for December 29, 1976 to December 30, 1976
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resulted. Only four or five verticals were used in each section. The important sections were between 800 and 1200 meters wide. Periodically, the vertical position of measurement was difficult to hold since the velocity was high for this size of river. Some records are missing at sections M, J, and R.The data available from the stages is for April and May of 1977. Section F has a continuous record beginning in February 1976. Sections R, J, and G have only relative levels.A map with a batimetry measured thirty years ago was available. It was used as a reference to locate the sections for a new batimetry measured in 1977. In most of the sections used by the model a new batimetry was available. In the event that a new batimetry did not exist, the old batimetry was used. Figure 5.5 shows the configuration of the system taking into account the sections. Appendix A contains a table describing each section, giving the physical characteristics used by the model including area, hydraulic radius, width, level, and bottom level. These values were calculated using the coordinates obtained from the maps in a small program that printed and punched the tables in the format used by the simulation program.B. Hydraulic SimulationB.1 Systems configuration for the modelFigure 5.5 shows that 64 sections were used in the model to represent the river system. These sections were selected to consider the cross section changes and confluence criteria. However, the distance between the confluences is often short which implies the distance between the sections is small. The distance of subreaches Ax are from 460 to 4160 meters long. Table A.l in
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Appendix A gives the geometry for all 64 sections. The sections that use the old batimetry are 15, 27, 37, and 46. Section 37 may have been dredged during this time but this information was not available. The sections near the harbor are often dredged.Tables 5.1 and 5.2 give the sections at the reaches and confluences, the spacing, and the code. The batimetry of the storage areas was not available and these internal boundaries could not be used. The small island downstream of sections A and D was examined since the water supply intake could be close to these sections. This calls for a more detailed analysis.The discharges were recorded at section G’ instead of G which would be the best location for the boundary. Since the flow is low compared to sections M and F, estimated discharges were used at section G.The notation used in the program consider the positive flow in the reaches is always from the upstream specified section to the downstream section. There are two ways to specify the confluences sections (see Figure 3 .6 or Table 5.2). Figure 5.5 gives the positive direction used in the program for this system.The boundaries would be specified at sections M(l), J(10), R(14), G(24), and F(64). The main sections are M and F.B.2 Model adjustmentData used for the parameter adjustment was from 12 noon of April 27, 1977 to 12 noon of April 28, 1977.The levels recorded at the sections in the Jacui Delta are illustrated in Figure 5.6. During this period, variations in the levels were small, almost 10 cm in section M and about 7 cm in the other
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Table 5.1. Distance between the sections in the    reachesReachNumber Number of Sections X(m)Upstream Downstream1 1 2 12002 3 42 14203 4 5 28004 6 47 41605 8 11 28806 10 9 11607 12 15 8008 14 13 12509 16 26 260010 17 18 366011 19 27 84012 21 20 78013 24 23 47014 22 25 104015 25 33 94016 28 29 104017 30 36 260018 31 32 92019 34 35 194020 35 40 72021 38 39 50022 41 60 100023 43 45 110024 44 53 280025 45 46 286026 48 49 244027 49 50 114028 52 57 46029 53 54 206030 55 51 192031 56 63 190032 58 59 112033 61 62 1080
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Table 5.2. Confluence sections and the distance between each two 

sections.



Figure 5.6 Levels Recorded at Different Locations in the Jacui Delta from 12 noon
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April 27, 1977 to 12 noon April 28, 1977
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sections. The flows recorded during the same period were checked to see whether the volume coming into the system was approximately equal to the volume that came out of section F during this period. The following integration was used:
where t1 = 24 hours.The measured discharges of sections J, R, and G’ are shown in Figure 5.7. The discharges from sections M and F are shown in Figure 5.8 and 5.10. The boundary conditions used in this adjustment were the discharges at sections M, J, R, and G and the level was used at section F.The initial conditions for all sections were calculated by assuming an arbitrary initial condition for all sections and running the program, holding the boundary values constant. After about 30 time steps the steady state condition was reached. These values are given in Table 5.3.The parameters of the model that are important in the flow division at the confluences and in the adjustment of the discharges and levels at the sections are the cross-section area, hydraulic radius, Manning’s roughness coefficient (n), and the loss coefficient at the confluences (a).Normally the area and hydraulic radius are defined by the data from the maps. The Manning’s roughness coefficient has to be estimated for each cross section or, in some situations, for each level in these cross sections. A practical procedure is to record the discharge in a section and also record the level of the section and of another nearby section in order to calculate the water surface slope. Using

(5.1)



Figure 5.7 Discharges at Sections J, R, and G’ From 12 noon April 27, 1977 
to 12 noon April 28, 1977
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Table 5.3. Initial condition in the sections.
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Equation (3.5) it is possible to estimate n. In the Jacui Delta there are limited data available to estimate these values. The procedure used here adjusted the calculated levels and discharges to the recorded ones.The roughness coefficient has a large effect on the water surface levels. In a river without a confluence, for the same input hydrograph, when n increases, the level increases for the same discharge. When the river system is similar to that of the Jacui Delta with confluences, the relationship among the variables and this parameter is more complex. When n increases in confluence section and in the respective branch, less flow comes through this branch, and instead of increasing the level it can decrease. The adjustment is more complex when there are many junctions, as is the case in the Jacui Delta.The procedure here was to adjust the levels and discharges of the main branches using data from sections L(54), D(57), A(35), and K(29). The main division is among sections 2, 3, and 4. The secondary branches could not be adjusted since there was no data and the n values were estimated. The values of α were used in the adjustment. The variables are not sensitive to these parameters. It has a direct effect on the flow division. Increasing a decreases the flow. These values are listed in Table 5.2.The values of n were adjusted in the 24 hour period and are listed in Table 5.4. Recorded and calculated values for all sections are shown in Figures 5.8 to 5.12. The differences in the levels were on the order of 1.0 cm in most of the sections. The difference in the discharges was on the order of 8%. Since the errors assumed in the
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Table 5.4. Manning’s roughness coefficient ”n” for each section number.



Figure 5.8 Calculated and Recorded Values at Section M
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Figure 5.9 Calculated and Recorded Values at Section A



Figure 5.10 Calculated and Recorded Values at Section F
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Figure 5.11 Calculated and Recorded Values at Section D
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Figure 5.12 Calculated and Recorded Levels at Sections K and L
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record of these discharges are greater than that, greater refinement would be a waste of time.The time step in the adjustment was 20 minutes. When there was a big time step such as 30 minutes or one hour, the loop of the island downstream of sections D and A started to invert the flow direction showing an unstable solution. This also happens when the roughness coefficient is decreased, since the roughness term is dissipative. It can also be due to the great value of the ratio cΔt/Δx.Unfortunately, the period of recorded discharge did not show a critical situation with inversion flow and great variation in level. The levels during this period were above the seasonal normal. More information needs to be obtained in the secondary branches as most of the pollution is carried by small streams. A period in the dry season must be chosen to record the discharges and levels.B.3 VerificationAfter the parameters were found by adjustment using a period of 24 hours, model verification was required to determine whether the parameters were sufficiently reliable for use in another simulation period other than adjustment. A 48-hour period was chosen for verification, April 8 and 9 when the level variation is of about 0.65 m. In this case it was only possible to verify the levels because the  discharges were not available.The configuration, geometry data, parameters, and time step are the same as those used in the model adjustment. The boundaries used were the levels at the sections F and M (Figure 5.13). In the sections J, R, and G, only relative levels were available and to adjust these references would be expensive because a small error in the reference can 
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create unstable results in the discharges. In these sections a constant discharge arriving in the Delta was assumed, and the value used was 30.0 m3/s. The effect of those boundaries in the downstream section in which one can verify the model are very small.The initial condition was calculated using the procedure described above in Chapter 4, section B.3. Recorded stages used in the verification were only from sections L and D. Results of section D are shown in Figure 5.13; and the results of section L are shown in Figure 5.14. The recorded stages of April 9, 1977 for section L were considered unreliable and were not used in the verification. The solution of the mathematical model shows good agreement with the recorded values. C. Water Quality SimulationC.1 Upstream inflow testA complete set of data is not available to adjust and verify the concentration distribution in the Jacui Delta. Some tests were designed in order to test the capability of the water quality model. The channel configuration shown in Figure 5.15 was used. The sections in the main channel have a width of 30.0 m; the sections in the branches in between the confluences have a width of 15.0 m. The channel slope is 0.00005 m/m, the Manning coefficient is 0.03, Ax = 1000 m in the main channel, and Ax = 500 m between the confluence sections.The first test examined an upstream input of stormwater runoff with a BOD concentration. The upstream boundary condition for the hydraulic equations is the flow hydrograph shown in Figure 5.16 (section 1). The downstream condition is the rating curve given by Manning’s equation.3The initial condition used was Q = 20 m3/s and y = 2.0 m in the 3main channel and Q = 10 m3/s and y = 2.0 m in the branches. The
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Figure 5.13 Recorded Level at Sections M, F and D and the Calculated Level at Section D
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Figure 5.14 Levels Recorded and Calculated at Section L During April 8, 1977
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Figure 5.15 Channel System Used in the Upstream and 
Lateral Inflow Test
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upstream condition for BOD is shown in Figure 5.17 (section 1). The downstream condition was given by Equation (4.67). The initial condition assumed a concentration of 1 mg/1 for all sections. The water quality coefficients are CS = 7.8 mg/1, = 0.25/day, = 0, =22.0/day, and E = 5 m2/s. The parameter of the numerical scheme is θ = 0.5 and the maximum velocity is about v = 0.7 m/s.The stability condition for the time step, using Equation (4.51) is Δt ≤ 1430 sThe time step used was 20 minutes or 1200 s.In Figure 5.16 there are flow hydrographs of sections 1, 6, and 13. The values plotted included those up to time step 40, showing the recession part of the hydrograph did not reach the initial flow of Q = 20 m3/s. Figure 5.17 shows the BOD concentration in mg/1 and the function of time for sections 1, 6, and 13. The peak concentration damps from section 1 to 13, was 8-km downstream from 10.5 mg/1 to 8.1 mg/1 with a lag of 6 hours. Also, the damp of the curve at section 6 was from 10.5 mg/l to 8.9 mg/l with a 3.0 hour lag.This test shows the formulation used in the model can well represent the hydraulic flood routing and substance transport processes through a channel system with a confluence. A simple system was used to better understand the processes.C.2 Lateral inflow testThe assumption is to use the same river system as that of Figure 5.15, but with a lateral input between sections 4 and 6. The upstream 3 condition has a constant discharge of 20 m3/s and the downstream condition has the rating curve given by Manning’s equation. The



Figure 5.17 BOD Concentration at Sections 1,6, and 13
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initial conditions are the same as in the upstream inflow test. The lateral flow is given in Figure 5.18. The upstream and downstream boundary conditions are assumed by a linear relationship between the concentration and the space given by Equation (4.67). Again, the initial condition for BOD is the same as in the previous test; dissolved oxygen is assumed to be 7.5 mg/l for all sections. The concentration of BOD and DO for the lateral flow are plotted in Figure 5.18. The water quality coefficients are the same as in the previous test.The maximum velocity is about 0.5 m/s, and the stability condition requires that Δt ≤ 1950 sThe time step used in the calculation was twenty minutes.Figure 5.19 shows the flow hydrograph of some sections. The flow in section 4 decreases with the lateral flow input between 4 and 6. This flow shortage goes to the other branch, increasing the flow at section 7. The flow hydrograph of sections 10 and 16 also are plotted in Figure 5.19. The concentration distribution of BOD and DO in sections 6 and 10 are shown in Figure 5.20 illustrating that time step 5 is critical for BOD at section 6. The damping in the concentration of the substances from sections 6 and 13 is due mainly to the transport in branch 6-8, the mixture with clean water of branch 5-7-9, and transport in the main channel until section 13.The concentration profile for specific time steps is plotted in Figure 5.21. Time step 5 is critical, showing a high concentration of BOD at section 6 and decreasing suddenly at section 10 due to the mixture with clean water from branch 5-7-9. At time step 8 the maximum concentration is at section 8 and the polluted flow is moving downstream.
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Figure 5.18 Flow, BOD, and DO Concentration in the Lateral
Input at Section 6
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Figure 5.19 Hydrograph Flow at Sections 4, 6, 7, 10, and 16
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Figure 5.20 Concentration Distribution of BOD and DO at
Sections 6 and 13
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Figure 5.21 BOD and DO Distribution in the Space
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After 15 time steps the BOD is low and the DO is high, as the lateral flow does not have more pollution and the river tends to improve its water quality. In branch 5-7-9 the quality remains high without major modification during this lateral inflow of polluted water because the longitudinal dispersion coefficient is small and the velocities are high. This test shows the important effect of lateral flow input in the flow division in the river concentration downstream of the intake. The objective of both tests were to simulate practical situations in order to show the model capability and check its performance.



CHAPTER VIMANAGEMENT USE OF THE MODELA.       GeneralThe model can be used in management analysis to evaluate alternative solutions in river systems. It also can be used to test hydraulic structures and control data measurement.The hydraulic model can be used for such purposes as the forecasting of flood stages and the suitability of navigation in rivers with islands and tributaries. The water quality model is useful in measuring the impacts of dumping wastes into different sections of the river. The basic requirement of the models is the data. A model cannot be reliable if the data are insufficient or if there are uncertainties in the data.The Jacui Delta was used in this study to show the utility of the model in management studies. Assuming the purpose of the study was the evaluation of the water quality level, then the biochemical oxygen demand (BOD) and dissolved oxygen (DO) parameters would be used in performing the analysis.The river geometry data and the roughness coefficient are the same as those discussed in Chapter V. The water quality parameters include:Longitudinal dispersion coefficient. There is no data concerning this coefficient in the Jacui Delta. Dailey and Harleman (1972) used the modified Taylor equation to predict this coefficient for the hydraulic model of the James River. They used a dye test to verify the longitudinal dispersion coefficient predicted by the modified Taylor equation. They multiplied this predicted coefficient by three to account for channel irregularities. This resulted in a good prediction 
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during high-water slack values, but not as good for low-water slack values. Amein and Galler (1978) determined the dispersion coefficient for the lower Chowan River. They obtained values in the range of 25,000 ft2/hr (0.65 m3/s) to 130,000 ft 2/hr (3.36 m2/s) for no current and no wind. They showed that because of dispersion due to wind and   reversed flow, a coefficient of 300,000 ft2/hr (7.8 m2/s) is typical of most estuary flow. The Jacui Delta is most irregular. It has wind and  reverse flow effects. Therefore, the longitudinal dispersion coefficient used in this  management test  was 10 m2/s. Saturated oxygen concentration. This concentration was calculated by Equation (4.16) with a temperature of 27°C withDecay rate. The decay rate was assumed as 0.1/day based on data collected in the Sinos River.Reaeration coefficient. The reaeration coefficient predicted by the equations developed for rivers (e.g., O’Connor and Dobbins, 1958) estimated small values due to the small velocities (Amein and Galler, 1978). They used an equation given by Kanishwer (1963) applicable to estuaries based on depth and wind velocity. The wind velocity is not available for the Jacui Delta and this coefficient was assumed as 0.5/day.Some options were tested with a set of generated boundary conditions. The upstream conditions were assumed constant during the simulation period. The downstream condition at section F was defined by two second-order polynomial equations; one for the positive flow period, and the other for the negative flow period. The positive period was assumed to be 16 hours and the negative period to be 8 hours.
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The flow equations are

where t is in hours, Q1 is the maximum positive discharge, and Q0 is the maximum negative discharge in absolute value.The water volume entering the Delta through sections M, J, R, and G should approximately equal the volume leaving the Delta at section F within a 24 hour period, assuming the same storage. The area given by the second order polynomial equation (Figure 6.1) is

(6.1)

where Q is the maximum discharge, t1  is the time of maximum discharge, and t2  the time of zero discharge as defined in Figure 6.1.The continuity equation is

(6.2)

where and S0 are the volume of positive and negative water flowat section F and QM , QJ , QR and QG, are the flow at sections M, J, R, and G.  Using a total input of 150 m3/s and Qq = - 105 m3/s, the positiveflow calculated by Equation (6.3) is = 390 m3/s. The flow calculated by Equation (6.1) is plotted in Figure 6.2.

(6.3)
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Figure 6.1 Flow Curve for the Positive and Negative Period
B.        Options Option 1The rivers with the highest levels of pollution were the Gravatai and the Sinos. Based on BOD and DO records, the maximum concentration of BOD in the boundary at the Gravatai River was about 11 mg/l and the minimum DO was about 1 mg/l. In the Sinos River these values were 9 mg/l and 1.5 mg/l, respectively. The concentration at sections M and J was assumed to be 0.5 mg/l for BOD and 7.5 mg/l for DO.  Flow conditions at the boundaries are QM = 100 m3/s; QJ = 10 m3/s;  QR = 20 m3/s; and QG = 20 m3/s. Figure 6.2 shows the flow hydrograph at section F.Those values were held constant during a simulation period of 27 hours. The results showed that the concentration of BOD was high near the river source and decreased after mixing with Jacui and Cai water. Figure 6.3 shows the profile of concentration along the harbor up to section F. Curve a shows the profile when the flow at section F was equal to Qo which is the maximum negative flow absolute value. Curve b shows the profile for a discharge Q1 at section F where Q1 is the maximum positive discharge. It can be seen from the figure that



Figure 6.2 Generated Flow at Section F During 24 Hours
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Figure 6.3 BOD Concentration Profile Along the Harbor Above Section F
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between sections 33 and 34 there was a sudden decrease in BOD concentration caused by dilution from the confluent river branches. Condition a, as compared to condition b, increases BOD concentration in the sections near the boundary and decreases it downstream. A profile of BOD concentration from section R (14) in the Sinos River toward section 41 downstream, was plotted for the same tested option in Figure 6.4. Again here, the sudden decrease of BOD concentration between sections 13 and 12 was due to a mixing of Sinos water with less polluted water coming from the Jacui and Cai Rivers. At section 28 there was a slight increase of BOD caused by more polluted water coming from the Gravatai River through the loop 21-20-19-27.Also, the small increase in sections 30 and 29 were due to the dispersion effect at junction 32-33-34. The same phenomena occurred again at sections 38 and 39 near the confluence 39-40-41. Figure 6.5 shows those profiles for the DO concentration having a similar pattern.Option 2An alternative option was to test for an increase in flow of the polluted rivers (the Gravatai and the Sinos) and a decrease in flow of the Jacui River, assuming the same concentration values. The flow was    QM = 70 m3/s; QJ = 10 m3/s; QR = 35 m3/s; and QG = 35 m3/s.Figure 6.6 shows the profiles according to options 1 and 2. The increase in the profiles of option 2 corresponds to the upstream sections G(24) to (34), while the downstream sections caused very little change in the concentration. The sections of branch 48 through 57 were not affected by this pollution and stayed at low levels (0.5 to 0.9).
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Figure 6.4 BOD Concentration Profile From Sinos River Above Section 41 
in Jacui Delta
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Figure 6.5 DO Profiles in the Jacui Delta
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Figure 6.6 BOD Profiles for Options 1 and 2
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Option 3The third option tested for a change in BOD concentration of the Cai River to 9 mg/l and flow conditions at the boundaries to: QM = 90 m3/s; QJ = 20 m3/s; QR = 20 m3/s; and QG = 20 m3/s. This condition primarily  affected the branch between sections 8 to 29. There was an increase in BOD concentration before section 28, after which the changes were not significant.Option 4This final option tested for a BOD concentration of 4 mg/l for the Jacui River, maintaining the same flow conditions at the boundary as Option 3. The flow of the Jacui River was the largest, and its effects were important in most downstream sections. The concentration profile from section J(10) to section (41) for all four options tested here is illustrated in Figure 6.7.C.      DiscussionThe following discussion is based on two assumptions; that the sources of pollution are restricted to those previously defined and secondly, the generated data are reliable.The concentration of the rivers entering the Delta mainly affects the concentration of the branches nearby, and usually these values for BOD are high during the period of negative flow. During positive flows or low tide at the downstream boundary there is more flow for dillution of the waste, making it the most convenient period for waste disposal. Table 6.1 lists the maximum concentration value for sections in these options. For instance, the maximum concentration for section 25 was in Option 2 where the polluted discharge from the Gravatai was greater, which had a direct effect in this section. Section 57 had the greatest



Figure 6.7 BOD Profiles for all Four Options
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value in option 4 when the Jacui River had the highest concentration. There was not much change in the other tests. For sections near section F and branches 42-53-56 and 48-50-57, there was no significant change in the concentration when the pollution in the Cai, Sinos, and Gravatai Rivers increased. The Cai River had a major effect on the concentrations of sections between 8 to 28. The Sinos River primarily- affected the sections between 12 to 28, and the Gravatai River primarily affected the sections between 22 to 35. The Jacui River is the main source of water in this Delta and if its water quality level decreases, most of the sections of the Delta will also decrease the water quality level.
Table 6.1 Maximum BOD concentration at the sections in each option

C* is the mean concentration of the flow that enters the Jacui Delta.

Section Option 1 Option 2 Option 3 Option 425 8.38 9.53 8.46 8.5829 1.55 2.04 2.03 4.0036 1.38 1.40 1.44 3.0561 1.72 1.80 1.75 2.3357 0.92 0.95 0.94 2.00c* 2.67 4.67 3.27 5.67



CHAPTER VIISUMMARY, CONCLUSIONS AND RECOMMENDATIONS
A hydraulic and water quality mathematical model for a river network under unsteady flow conditions was developed. A summary of the main features of the model and conclusions related to the study are presented in this chapter.A .      Summary and ConclusionsThe following summary conclusions are related to the hydraulic module of the model.1) The description of the flow behavior was mathematically explained by two one-dimensional partial differential equations called St. Venant equations that were derived from mass and momentum conservation. These equations assumed a uniform variation of the crosssection reach. The sections should be positioned so as to promote as much uniformity in the reach as possible.2) The continuity and momentum equations under steady flow condition were used at the confluence. A section was defined in each branch near the river confluence. Those equations were used only between those sections at the confluence. The distance from one section to another should be short enough to allow a steady flow condition. The positive flow direction assumed by the model refers to: (i) the upstream section toward the downstream section in the reach, and (ii the notation given by Figure 3.6 at the confluence.3) A finite difference implicit scheme was developed to solve those equations. The scheme linearized the equations using a Taylor series with first order approximation. The linearization of the flow 
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equations was valid when changes in the flow variables were small.4) Boundary conditions should be specified in terms of the type of flow regime. For a subcritical regime one boundary must be specified upstream and another downstream. When the regime is supercritical both conditions can be specified upstream.Usually, the rating curve was used as a downstream boundary condition in flood problems or where the major effect was from upstream to downstream. This condition can not be used when there are effects from downstream in the boundary section such as in the case of a river sections near the sea or lakes. In this case, a stage hydrograph can be used as the downstream boundary condition.5) The initial condition can be satisfied by the steady state solution by running about 50 time steps in the computer keeping boundary values constant. These are the boundary values for the initial time step.6) The criteria used by Price (1974), who approximately chose the time step by the ratio of the space step divided by the kinematic wave speed, is a guide used to get good accuracy in the numerical solution.7) The method used in solving the system of equations attempted to minimize the computer storage and calculation for the Gauss elimination procedure. Some of the guidelines that proved useful in reducing computer time for the numbering procedure include: (a) The increase in the difference between the section number in the reaches and confluences increased the storage and calculations, (b) the number of the sections should be given in crescent order from upstream towards downstream, and 
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(c) the best procedure for short loops, such as that of Figure 5.15, is the alternate numbering.procedure.This method used 1584 storage values and used 1.0 second of central processor time to solve the system of 128 by 128 equations for each time step at the Jacui Delta using a Cyber 172 computer. The total number of sections used was 64.8) The geometrical data required for the model are: (a) In each section: a table with area, hydraulic radius and top width for each level, the roughness coefficient, and the bottom level of the section; (b) in each reach: the space step, and the upstream and downstream section numbers; (c) in the confluence: the space step, the section numbers, and the positive flow direction; and (d) related to the time variation: time step, number of time steps, boundary values in each time step, and initial conditions.9) The roughness coefficient of Manning's equation (n) is necessary for each section. The stages are very sensitive to the value of n, given a river reach with a flow hydrograph as boundary input. When one increases the n value the stages also increase. On the other hand, when the boundary is a stage hydrograph, an increase in n will decrease the flow. When the river has confluences and a hydrograph flow as boundary, the effect in the stages due to variation of the roughness coefficients in the branches may not be the same as before. An increase of roughness in a branch decreases its flow, that may result in a stage decrease instead of an increase.The major parameters in the flow division are the cross-sectional area, the hydraulic radius, and the Manning roughness coefficient. The greater the area and the hydraulic radius, the greater is the flow 
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that goes through the section. Conversely, the greater the n the smaller the flow that goes through the section.10) The hydraulic model was applied to the Jacui Delta in Brazil. This Delta has the contribution of four rivers with a total 2watershed of about 100,000 km . There are many confluences and storage basins, and there is a harbor located on the eastern side where there is also a large city, Porto Alegre.Actual data were used to make the adjustment of the roughness of the main branches. The agreement between the recorded and the calculated stages was good; the difference was about 1.0 cm, and the discharge discrepancies were on the order of 8%. Verification of the model was performed using stages for a period of only two days with the stage at section F varying 0.65 m. Two sections could be verified showing good agreement between the observed and the calculated values.The following summary and conclusions are related to the compound model for water quality.:1) The description of the variation of a substance in a river at a one-dimensional level was accomplished with the transport equation. It is based on the conservation of mass through a channel reach and utilizes the advection, dispersion, and source and sink terms. The solution of this equation requires knowledge of the hydraulic variables of the river. The model used here was an uncoupled one that first solved the hydraulic equations’ and then the transport equation for a time step.2) The source and sink terms for a conservative substance, biochemical oxygen demand, and dissolved oxygen were defined. The longitudinal dispersion coefficient can be estimated by many different 
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formulas, that are usually a function of the velocity and depth, or it can be determined by a dye test. The reaeration coefficient does not have an equation that always yields a good estimation, but the user may choose between the equation or a constant value during the computer program execution. The decay rate of BOD is usually obtained from laboratory measurements of water samples.The model was set to simulate a substance that had a first order decay reaction formulation. Other substances can be simulated by defining the proper formulation for the reaction processes in the program.3) The numerical method used to solve the transport equation was a backward implicit scheme. At the confluences, the equations were defined based on the mass conservation of the transport process. The concentration was defined at the same section as the stage and discharge which was the most convenient procedure.4) The conservation of mass does not guarantee the accuracy and stability of the numerical scheme. The stability of a backward implicit scheme is given by Equation (4.41). When there was inversion flow, an additional restriction was given by Equation (4.42). This restriction may create problems when the dispersion is not great enough, and the procedure to solve it requires the use of a forward scheme for a negative flow. The accuracy analysis was performed on a linear version of the transport equation by using the Fourier series.5) Usually two boundary conditions (or more if there are more boundaries) should be specified for the transport equation. The upstream condition can be the concentration as a function of time. The more commonly used boundary condition is the assumption of a linear 
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relationship between concentration and space. This condition can be used when the concentration gradient is not steep near the boundary. When the source of pollution is a lateral flow this condition can be used in both boundaries. The initial condition also can be determined, as in the hydraulic equations.6) The model was tested in a channel system with confluences. The two conditions tested were an upstream flow hydrograph and a lateral inflow hydrograph entering within two confluences. Both hydrographs had a degree of pollution described by the concentration of biochemical oxygen demand and dissolved oxygen. The results showed that the processes were well-described.7) The limitation of the model was in the one-dimensional assumption. The advantages of the model were in handling a broad and complex river system with minimal computer cost, and in using complete partial differential equations in a one-dimensional level, therefore, minimizing the empirical formulations.B. Recommendations1) With the development of the bases of the model and its application for specific substances, the major effort in the mathematical solution was made. Further application of this model might include additional substances by defining the mathematical formulation of the reaction processes in order to make the model useful for other purposes. For instance, the nitrification phase of waste oxidation could be added to the model and used in rivers and estuaries where this type of process is important.
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2) Utilization of this model in management analysis could be improved by using optimization techniques in the selection of alternatives and decisions.3) The hydraulic model can be improved to take into account the wind effects on the stage and flow. These effects can be important in some wide branches of a estuary.4) Management analysis of the Jacui Delta was conducted here to demonstrate the applicability of the model in a specific condition. The main concern with this Delta is the actual determination of the most suitable site for water supply intake for Porto Alegre. Accurate analysis of this purpose would require the use of the coliform parameter for water quality along with more information on the following: (a) location, amount, and distribution in time of the waste inflow in the Delta, (b) concentration of coliforms during the day in the Gravatai and Sinos Rivers at sections R and G, the concentration at sections 35, 38, 37, and 57, which are the alternative sections for the intake, and (c) the longitudinal dispersion coefficient in the important branches. The collection of samples to determine the decay rate of this parameter is also important, and (d) hydraulic data from a critical period for water quality in order to verify the model adjustment and better define the roughness coefficient in some secondary branches.
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Table A.1 (continued)
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Table A.1 (continued)
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Table A.1 (continued)
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Table A.1 (continued)
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Table A.1 (continued)
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Table A.1 (continued)
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Table A.1 (continued)
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Table A.1 (continued)
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Table A.1 (continued)
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Table A.l (continued)



APPENDIX BWATER QUALITY COMPUTER PROGRAM
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APPENDIX BWATER QUALITY COMPUTER PROGRAM

B.1 Program CapabilitiesThe model can be used to simulate the hydraulic and water quality of a river with islands, tributaries, a confluence, and where there are sea or lake effects river flow. The model simulates the following water quality parameters: conservative substance, biochemical oxygen demand, and dissolved oxygen.The program is based on the St. Venant equations of continuity and momentum conservation and on the transport equation of a substance. These equations assume one-dimensional flow; their solution obtainable through an implicit numerical scheme.Data required by the program includes:1) For each cross section: (a) a table for each level with values for area, top width, and hydraulic radius, (b) the beta, roughness, decay, reaeration, and longitudinal dispersion coefficients. Some coefficients can be estimated in the program.2) For each reach: the space between the sections, section number, and positive flow direction.3) For each confluence: the distance between the sections, section number, and positive flow direction.4) Boundary conditions should be specified for the period the calculations are required. The initial level, discharge and concentration for all sections is also required.
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The output, for the specified time step and sections gives the depth at time t, the depth at time t + Δt, the depth variation, level discharge at time t, and the discharge at time t + Δt. The output also gives the concentration of a substance in each cross-section.The program requires about 15,000 words for thearrays. The dimension is set up in 65 sections, 40 reaches, 20 confluences, 5 boundaries, 100 time steps, 10 points per section in the tables, 2 lateral contributions, and 3 substances.The central processor time spent by the program in each time step for the Jacui Delta is about 2 seconds, which includes the simulation of the hydraulic equations and the transport equation for two substances. This system has 64 sections, 33 reaches, and 19 confluences. B.2 Routine DescriptionThis computer program has 21 subprograms including 19 subroutines and 2 functions. The general flowchart of the main program is shown in Figure B.1.Main Program - At the start of the program, input values are read by calling the subroutines INPUT and INPUT1. The subroutines MATRIX and MATRIX1 are called to organize the coefficient matrix. The time step loop solves the hydraulic partial differential equations using COEF1 which calculates the coefficients, SKYLINE which solves the solution of the hydraulic equations, and program WQSIM which solves the transport equation.Subroutine ARRAYMATRIX and MATRIX1 are called in this subroutine that computes the position of the matrix coefficients in the one-dimensional array AA(I)
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Figure B.1 Flowchart for the Main Computer Program
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Figure B.1 Flow chart for the Main Computer Program(continued)
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used in the solution of the system of equations. It also calculates the arrays IR(I), IHIGH(I), and IDIAG(I) used in SKYLINE. Subroutine BODODThis subroutine is called in WQSIM and computes the source and sink term for the biochemical oxygen demand (BOD) and dissolved oxygen (DO).Subroutine COEF1This subroutine computes the coefficients for the reach equations and boundary condition. If there are confluences this subroutine calls COEF2. It is called at each time step in the main program. Subroutine COEF2 This subroutine called in COEF1 computes the coefficients of the confluence equations. Subroutine DISPERThis subroutine computes the longitudinal dispersion coefficient for all sections by a modified Taylor equation at each time step. It is called in WQSIM and in the main program.Function FINTThis function is called in IDT1 and COEF1 and is used to interpolate a value in a table. Subroutine GEOMEFor all sections this subroutine computes area, hydraulic radius, top width, friction slope, conveyance, and derivative of the conveyance with respect to depth by interpolation in the tables. It is called in the main program.
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Subroutine IDTIWhen the boundaries and lateral contribution values are not given in the same time spacing as that of the calculations, it can be interpolated linearly by using an option. This subroutine is called in INPUT and INPUT1.Subroutine INPUTThis subroutine reads such system parameters as the cross-section tables, number of sections, and the roughness coefficients. It also reads the boundary and initial conditions and lateral contribution, and prints the input values as an option. This subroutine is called in the main program. Subroutine INPUT1This subroutine reads the water quality coefficients and the initial and the boundary conditions of the transport equation that will be simulated for each parameter. This subroutine is called in the main program. Subroutine MATRIXThis subroutine is called in the main program and is used at the beginning of the execution to organize the coefficient matrix of the hydraulic equations. In this way it minimizes the number of sparse elements outside of a main diagonal band. Subroutine MATRIXIThis subroutine performs the same function as MATRIX but for the coefficient matrix of the transport equation. • It is called in the main program.
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Subroutine OUTThis subroutine prints the concentration for all sections at each time step and is called in WQSIM.Subroutine OUTPUTThis subroutine prints depth, depth variation in the time step, level, discharge, and discharge variation at each time step. This subroutine gives the option of printing only some specified sections and time steps. This subroutine is called in the main program. Subroutine REAREThis subroutine computes the reaeration coefficient by the O’Connor and Dobbins equations for all sections in each time step. It is called in BODOD and in the main program.Subroutine RHSThis subroutine computes the right hand side matrix of the transport equation and it is used when there is more than one parameter to be simulated. It is called in WQSIM. Subroutine SKYLINEThis subroutine solves the system of equations by the Gauss elimination procedure by a storage scheme described in Section C.2 in Chapter III. This subroutine is called at each time step in the main program and in WQSIM.Subroutine SUBThis is an auxiliary subroutine used by subroutine MATRIX to give the column position of the coefficients in the matrix. This subroutine is called in MATRIX.
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Subroutine SUB2This is an auxiliary subroutine used by the subroutine MATRIX to give the non-zero coefficients of a specified row of the matrix. Subroutine TRANSPThis subroutine computes the coefficient matrix and right hand side matrix. It is called in WQSIM. Subroutine WQSIMThis subroutine is used at each time step to solve the transport equation for as many parameters as required. The flowchart of this subroutine is shown in Figure B.2. It is called at each time step in the main program. B.3 List of FORTRAN SymbolsA list of the most important variables in the computer program is given in this section. FORTRAN Variable DescriptionA(I) Area of the cross section I at time tAA(I) One-dimensional array that stores the coefficientmatrixALFA(I) Coefficient of losses in the confluenceAR(J,I) Cross-sectional area, table at section IATI (I) Area of cross section I at time t + ΔtBB(I) Right hand.side matrix of the system of equationsC(I,J) Concentration at section I of the substance JCABE(I) Stores the title that is printed with the inputcards of the hydraulic data.CABEl(I) Stores the title that is printed with the inputcards of the water quality data.
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Figure B.2 Flowchart for Subroutine WQSIM
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Fortran Variable DescriptionCB(I,J,K) Concentration at boundary J in time step Ifor the substance KCK(I) Conveyance at section I in time tCKY(I) Partial derivative of the conveyance with respectto y at section I in time tCKT1(I) Conveyance at section I in time t + ΔtCKYTl(I) Partial derivative of the conveyance with respectto y at section I in time t + ΔtDB(I) The rate for section IDT Time step of the boundary and lateral inflow dataDTI Calculation o of time stepDX(I) Distance between two sections where I is theupstream section of the reachDXC(I)  Distance between two sections in the confluenceFirst the distance between J = 1 and J = 3 in NCC(I,J) and after J = 2 and J = 3E(I) Longitudinal dispersion coefficient at time tET1(I) Longitudinal dispersion coefficient at time t + ΔtF(I,J) Manning roughness coefficient, table at the sectionJFAF(I,J) Table of flood area values for section JG Gravitational accelerationHA(I,J) Depth, table at section JHF (I) Depth, table of flood depth at section IHO(I) Depth at section I in time step t
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FORTRAN Variable DescriptionHQB(I,J) Variable value (depth or discharge) at boundary Jin time step IHT (I) Depth values from the rating curve tableICONF Confluence optionICONF = -1, the program uses Equation (3.9) at the «*confluenceICONF = 0, the program uses Equation (3.10) at the confluenceI0E Longitudinal dispersion coefficient option IOE = 0,the program computes E by the subroutine DISPER IOE > 0, the coefficient is given in the input dataI0K2 Reaeration coefficient optionIOK2 = 0, the program computes the coefficient by the subroutine REARE.IOK2 > 0, the coefficient is given in the input dataI0P1 Print optionIOP1 = 1, the program prints the input dataI0P1 = 0, the program does not print thé input dataI0P2 Time step optionIOP2 = 0, the data time step is equal to the calculation time step.I0P2 = 1, the time steps are not equalITRS The number of water quality parameters that willbe simulatedKC1(I) The constant rate of first order decay at section I
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FORTRAN Variable DescriptionKC3(I) The coefficient for each section IKT0(I) Reaeration coefficient at section I in time tKT1(I) Reaeration coefficient at section I in time t + ΔtLD Input data optionLDT2 Specifies the spacing of the time step to be printedLOT Prints sections optionLOT = 0, prints the values of all sections in each time stepLOT = N, prints only N sectionsIQ(I) The section number where there is a lateralcontributionLRO Roughness optionLRO = 0, one roughness coefficient per sectionLRO = 1, table per sectionLUNI Unit optionLUNI = 1, metric systemLUNI = 0, English systemNB(I) The section number of boundary I. If the numberis positive the boundary is the level, negative is the discharge, and when it is zero the condition is a rating curveNBOUN Number of boundariesNBS(I) Boundary optionNBS > 0, reads the boundary value in each time step NBS < 0, linear relationship between C and X
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FORTRAN Variable DescriptionNCC(I,J) The section number of the confluence I (K1 = NCC(I,1)K2 = NCC(I,2), K3 = NCC(I,3)NCONF Number of confluencesNP(I) Number of points of the table for section INPF(I) Number of points of the table in section I for the flood areaNPS(I) The sections number in which the variables shouldbe printedNPX Number of points of the rating curveNQS Number of sections with lateral contributionNREAC Number of reachesNSUBS(I) Specifies the type of sectionNSUBS(I) = 0, boundary sectionNSUBS(I) = N, confluence section where N is theconfluence numberNSUBS(I) = -N, reach section where N is the reach numberNST(I,J) Upstream (J = 1) and downstream (J = 2) sectionsof the reach INT Number of time stepsNTRS(I) The code of each substance I that will be simulated1 - Conservative2 - First order decay (BOD)3 - DONUD(I) The number of the section upstream of the boundaryI
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FORTRAN Variable DescriptionNX Number of sectionsQO(I) Discharge at section I at time tQT(I) Discharge values from the rating curve tableQWL(I,J) The lateral flow for section LQ(I) in thetime step JR(I) Hydraulic radius at time step tRR(J,I) Hydraulic radius, table in section IRT1(I) Hydraulic radius at time step t + ΔtSF(I) Friction slope at section I at time step ISFT1(I) Friction slope at section I at time step t + ΔtSUBS (I) The name of each substance I that will be simulatedTA(J,I) Top width, table at section ITE TemperatureTET  Weighting factor θXLA{I) The rate for each sectionZO(I) The bottom level of the cross section
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Typical output from the program UNSWQ:
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Typical output (continued)





APPENDIX CSOLUTION OF THE TRANSPORT EQUATION WITH CONSTANT COEFFICIENTS
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APPENDIX CSOLUTION OF THE TRANSPORT EQUATION WITH CONSTANT COEFFICIENTS

The transport equation is (C.l)
using the following numerical scheme

(C.2)
Substituting the numerical scheme Equation (C.2) in (C.1) yields

then
where (C.3)
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The values of a and β are used to define the scheme:

In a reach with N sections the Equation (C.3) is applied to the sections 2, 3, ...N-l. There are N unknowns and N-2 equations. Conditions at the boundaries give two more equations that result in a system of equations of N x N. The system of equations is (C.4)where



The coefficient matrix F is a tridiagonal matrix and to solve the system of equations the Thomas algorithm can be applied. This algorithm is 

then

The program TRANS solves the transport equation with constant coefficients by the numerical scheme of Equation (C.2). The description of the input variables is in the computer program listing on the next pages.
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Typical output from the program TRANS



Typical output (continued)




