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Sumário 

É apresentado um método tipo intervalar para cálculo de raizes ·reais 
de equações não lineares, baseado nos métodos de Newton-Raphson e 
Regula Falsi, gerando duas seqüências de aproximações que convergem 
para a raiz da equação sem o uso da aritmética intervalar. Para raizes 
simples a ordem de convergência é cúbica e com condições mais restritivas 
a convergência é monotônica. 

Abstract 

A two-sided method for finding a zero of ·a real-valued function on a 
given interval is presented and its convergence features are analysed. This 
method combines ih a simp[e way the well known schemes of Newton­
Raphson and Regula Falsi to produce two sequences of approximations to 
the root of the equation . For simple roots this convergence turns out to be 
of third order, and under more restrictive conditions it is also monotonic. 
Though oriented toward interval methods, no use of interval arithmetic is 
made. 

Key Words: Cubic Convergence, Bracketed Zero, multiple 'roots, non­
linear equations, analytic complexity. 

1. Introduction 

In a previous paper [2], D.M.Claudio suggested an iteration method for solving 
nonlinear equations which showed to be very efficient. Oriented toward inter­
vai methods, this algorithm (henceforth called the HIM method, following [2]) 
produces for simple roots two·cubically convergent sequences of approximations 
to the root of the equation. Under appropriate convexity requirements, this 
convergence is of monotonic type and yields both lower and upper bounds to 

0 This work was sponsored by CNPq-Conselho Nacional de Desenvolvimento Científico e 
Tecnológico--under grant no. 300196/80. 
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the desired root . The construction is based on a combination of the standard 
Regula Falsi and Newton-Raphson methods . Combination of lower order itera­
tion scheme10 is a general procedure which has been investigated in connection 
with the problem of computational complexity of nonlinear solving processes 
(1,5] . ':Çhe convergence rate of the resulting algorithm is _intrinsicaliy bounded 
by the corresponding behavior of the basic algorithms employed in its construc­
tion (7,10]. On these grounds, the HIM method is almost optimal . The scheme 
itself is particularly much like some methods recently proposed (6,11]; however, 
its most similar counterparts .seem to be the classical constructions of J .B.J. 
Fourier (4] and G .P. Dandelin (3]. 

2. The HIM Method 

Let f denote a real-valued function defined on a closed interval [a, b] with a 
second derivative continuous there . Moreover, f is supposed to satisfy the fol­
lowing set of Fourier conditions: 

(1) f(a)f(b) <O 
(2) f'(x) f: O for ali x in (a, b] 
(3) f"( x) f: O for ali x in (a, b] 
(4) if xo denotes the end point of (a, b] such that f(xo)f"(xo) >O 

and y0 is the other extreme, there holds 

lf'(Yo)l ~ 1/(yo)I/IYo- xol· 
.... 

The problem is to find the (unique) root ( of f on (a, b] = (x 0 , y0 ], where 
(at. a 2 , • · · , an] stands for the smaliest closed interval which contains ali of the 
given points a1,a2,·· · ,an. We observe that condition (4) is always satisfied if 
Yo is taken sufficiently dose to ( . Conditions (3),( 4) together strainghter the 
graph of f up enough to guarantee convergence (of monotonic type) of the HIM 
scheme. 

Given x0 , y0 as stated above, we take 

Yt = Yo- f(yo)[Yo- xo]/[f(yo)- f(xo)] ( RegulaF a/si) 

and then 

(Newton - Raphson) 

from the Fourier conditions, it can be easily checked that 

and so Xt, '!h are better approximations to ( than xo, Yo; moreover, the Fourier 
conditions also hold on (x1, yt] . Thus, we can iterate again to obtain impro­
ved estimations x2, Y2, repeating the process until the errar bound lxn - Yn I is 
sufficiently smalL In general, we obtain Xn+l• Yn+l from Xn, Yn by 
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(RegulaFalsi) 

and 

(Newton- Raphson) 

which nequires two evaluations of f and one of f' per step. It is straightfor­
ward to conclude 

Theorem 1 the sequences (xn), (Yn) constructed above are strictly monotone 
and converge to the root (. More precisely, we have either Xn / CYn '\.,( or 
Xn '\., (, Yn / (, according to X o = a or X o = b, respectively. 

We turn now to the question of how fast this convergence is by making some 
asymptotic estimates, in much the same way as A.M.Ostrowski [8]. 

3. Rate of convergence 

From the analysis of Newton's method [8] we know that 

whereas from linear interpolation theory [8) 

where 

K := J"(()/[2J'(()) 

and an ~ bn means an/bn --+ 1 as n--+ oo. 
Now 

[Yn+l - (J/[Yn- () = 
= [Yn- Xn][f(Yn)- f(xn)]-l fo1

[J'(Yn + t(xn- Yn))- f'(Yn + t((- Yn))]dt 

= [Yn -xn][Xn -(][f(y,)- f(xn)t 1 f0
1 f0

1 
tf"(Yn +t( Xn -yn)+ut(( -xn))dudt 

implies 

that is, 
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So, Yn -+ ( with cubic convergence. We now show that the same is true for 
the approxirnations Xn and the with of the intervals (xn, Yn]; in fact, observing 
that 

Yn - Xn = (1 - J.LJlYn - (), 

where 

there follows 

1 (1- J.ln+l)[ l - J.ln) - 3 = 
[Yn+l - Xn+l ][Yn - ()3 

/ [[Yn+l - (J[yn - Xn) 3
] 

that is, 

On the other hand, 

that is, 

Thus 

K-
1(xn+l- (](yn- ()/ [(Yn+l- (](xn- (n ~ 

[Yn+l - (][Yn - (]/[xn - () 2 = 
[Yn+l - (][yn - Ct 1

[Xn- Ct 1
[Yn- Cf[xn- Ct 1 ~ 1, 

Summing up these results , we have proved 

Theorem 2 Under the notation and conditions above, there holds 

where 

Yn+l 
Xn+l 
Yn+l 

( 
( 

K2[Yn - ( )3 

~~: 2 [xn - (j3 
K

2[Yn - Xnj3 

1\: = !"(()/[2/'(()). 

Clearly, theorem 2 is also true if conditions (3),(4) are dropped, provided 
only that x 0 ,y0 be taken sufficiently dose to the root ( . 
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4. :B'ehavior in case of multiple roots 

We consider now the more delicate case in which f'(() = O. One obvious 
approach is to work out with the function g = f f f' instead, since g(x) = O 
admits ( as a simple root. It is certainly the best way to follow if we are not 
concerned with avoiding making appeal to the second derivative of f. 

Anyway, ' a question which naturally arises is : What happens to the HIM 
method when ( is an isolated root of f with a finite multiplicity other than one, 
say p? In order to attain supralinear convergence, we first substitute Newton­
Raphson's iteration procedure by Newton·Schrõder's formula [9] 

where Yn+l is given by an extended Regula Falsi method such as 

for some convenient parameter q which will be determined shortly. Conver­
gence of this scheme is assured by taking xo ,Yo suffi.ciently close to ( , so far as 
Xn,Yn can be calculated . 

If f(P+l) = dP+ 1 f f dxP+l is continuous , it is easy to see that 

where 

It then follows 

Yn- Xn ~ Yn- ( , 

from which it can be easily seen that the best choice for q above is to take 
q = 1. In this case , 

[Yn+l - (]/[Yn - (] = 
f(yn)[Xn- (][f(Yn)- f(xn)t 1[Yn- (t 1

- f(xn)[f(Yn)- f(xn)t 1 

[xn - (J/[Yn - (] 

•r[yn - (], 

that is, 
Yn+l- ( ~ "Y[Yn- (j2. 
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Finally, from 
Yn+l - ( ~ Xn - ( 

there follows 

and 

So, in case of multiple roots the 'HIM method converges only quadratically 
if no appeal to higher arder derivatives is made. This decrease in the arder 
of convergence is due to the Regula Falsi part of the method, which fails to 
converge supralinearly if the root is not simple. Another practical difficulty in 
this case is that computations are more subject to rounding errar and careful 
procedures must be followed to guarantee the accuracy of the numerical results. 
However, we are not going into these details in this paper. 
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