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Abstract

The precise control of quantum systems will play an important role in the realization of

atomtronic devices. In this thesis, we show how to explore the concept of integrability

to guide the design of ultracold atom devices with potential application in emerging

quantum technologies. Starting from a family of integrable multi-well Hamiltonians,

which describe interactions between dipolar bosons and tunneling of bosons between ad-

jacent wells, we investigate and find physical applications for the three and the four well

cases. Initially, we conduct a study of the quantum dynamics of the triple-well system

to probe the conditions under which a switching behavior can occur. Through variation

of the external field, we demonstrate how the system can be controlled between var-

ious “switched-on” and “switched-off” configurations. In addition, we investigate the

generation of entangled states in this model for a large range of Fock initial states. In

sequence, we study the four-well model, communicating the design of interferometric

protocols through analytic formulae. These expose the system as an interferometric

identifier and producer of NOON states (entangled state related to the Schrödinger

cat state). Then, we design two protocols, one probabilistic and another deterministic,

to transform initial Fock states into NOON states, enabling phase encoding with high

fidelity. The physical feasibility of both devices is also discussed via ultracold dipolar

atoms trapped in optical setups. Since these physical setups could, in principle, be uti-

lized in other resources, we also make a preliminary discussion of the onset of quantum

chaos in the triple-well model.
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Sumário

O controle preciso de sistemas quânticos desempenhará um papel importante na real-

ização de dispositivos atomtrônicos. Nesta tese, mostramos como explorar o conceito

de integrabilidade para orientar o projeto de dispositivos de átomos ultrafrios com po-

tencial aplicação em tecnologias quânticas emergentes. Partindo de uma famı́lia de

hamiltonianos multi-poços integráveis, que descrevem interações entre bósons dipolares

e tunelamento de bósons entre poços adjacentes, escolhemos os casos de três e quatro

poços para explorar posśıveis aplicações f́ısicas. Inicialmente, realizamos um estudo da

dinâmica quântica do sistema de poço triplo para investigar as condições sob as quais

um comportamento do tipo transistor pode ocorrer. Através da variação de um campo

externo, demonstramos como o sistema pode ser controlado entre várias configurações

de “ligado” e “desligado”, simulando um switching device. Além disso, investigamos a

capacidade do sistema em gerar estados emaranhados através de sua evolução temporal,

para uma grande variedade de estados iniciais de Fock. Na sequência, estudamos o mo-

delo de quatro poços, comunicando o projeto de protocolos interferométricos por meio de

expressões anaĺıticas. Estes expõem o sistema como um identificador interferométrico

e produtor de estados NOON (estado emaranhado relacionado ao estado do gato de

Schrödinger). Em seguida, projetamos dois protocolos, um probabiĺıstico e outro de-

termińıstico, para transformar estados iniciais de Fock em estados NOON, indicando

como codificar fases com alta fidelidade. A viabilidade f́ısica de ambos dispositivos é

discutida através de átomos dipolares ultrafrios aprisionados em configurações ópticas.

Como essas configurações f́ısicas podem, em prinćıpio, ser utilizadas para investigar

outros fenômenos quânticos, também apresentamos uma discussão preliminar sobre o

prefácio do caos quântico no modelo de poço triplo.
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Press Release

Quantum mechanics is a probabilistic theory that very accurately simulates the behavior

of microscopic, atomic, and subatomic physical systems. It arises gradually, to account

for experimental results not explained by Newtonian physics. One of the first important

insights was the recognition that every quantum entity presents a dual wave-particle

behavior, which reveals the probabilistic behavior of quantum systems. The wave-

particle duality and the Uncertainty Principle are the soul of the Theory of Quantum

Mechanics, and underlie quantum phenomena such as tunneling, superposition of states,

and entanglement. These phenomena are still weird to us, but they have great potential

to drive information technologies, mainly because quantum information can coexist, in

an entangled way, in different locations, while they can also coexist in the same place,

in a superposition of states, as in Schrödinger’s thought experiment (1935), where a

theoretical cat can be simultaneously in both “dead” and “alive” states.

Quantum phenomena, in general, are not easily observed. But there is a state of

matter, predicted by Einstein in 1925, where these phenomena reveal themselves to the

real world. One architecture for implementing this state is through ultracold atomic

systems, where atoms are trapped and cooled to temperatures close to absolute zero. In

this environment, the wave behavior of an atom is pronounced and the superposition of

these waves forms a new state of matter known as a Bose-Einstein condensate (BEC).

The BEC was obtained experimentally in 1995, stirring up the scientific milieu and

boosting the area of ultracold atoms. Systems of ultracold atoms have been used as

instruments of conceptual research and as an alternative to new quantum technologies,

giving rise to the area of Atomotronics!

In this thesis, we present designs of quantum devices that can, in principle, be

implemented through ultracold atom technologies. To describe these systems, we use

integrable mathematical models. Integrability in mathematics refers to equations with

special characteristics that allow a deep understanding of their properties. In our work,

we find new applications of integrability to gain an understanding of how to prepare
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physical quantum states and devices. First, we show how to accurately produce and

control a switching device, analogous to a transistor, for ultracold atoms trapped in a

three potential well optical system. We show that this system also has an intrinsic ability

to generate entangled states. Stimulated by these findings, we study an integrable model

of four potential wells, in the search for a certain class of entangled quantum states,

known as NOON states, which are analogous to the cat-states. Using this structure,

we design protocols to generate systems of both interferometry and NOON states, with

accurate phase encoding, with potential applications in quantum metrology, sensing

and information.

Our work exposes an important and inspiring role of integrability in the development

of new technologies in quantum physics. We believe that the proposed models have

great appeal in the implementation of ultracold atom technologies, possibly acting as

building blocks in the emerging quantum technologies!
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Agradeço a meus pais e meus irmãos por sua compreensão e apoio!

Entrego meu infinito, imensurável, agradecimento para minha amada famı́lia, meu
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7



Contents

1 Introduction 11

1.1 Integrable three wells model: . . . . . . . . . . . . . . . . . . . . . . . . 15

1.2 Integrable four wells model: . . . . . . . . . . . . . . . . . . . . . . . . 17

2 Control of tunneling in an atomtronic switching device 21

2.1 Foreword . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Integrability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3 Breaking the integrability . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Structure of energy levels . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.5 Quantum dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.6 Control of resonant tunneling . . . . . . . . . . . . . . . . . . . . . . . 27

2.7 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.7.1 Two-mode structure and the resonant tunneling regime . . . . . 30

2.7.2 Effective integrable Hamiltonian for resonant tunneling . . . . . 30

2.7.3 Effective non-integrable Hamiltonian and quantum

control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.7.4 Physical realization . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.9 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.9.1 Energy levels for the non-integrable Hamiltonian . . . . . . . . . 35

2.9.2 Comparison between analytic expressions and numerical diago-

nalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.9.3 Fidelity dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3 Entangled states of dipolar bosons generated in a triple-well potential

39

3.1 Foreword . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 Integrable Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3 Quantum population dynamics . . . . . . . . . . . . . . . . . . . . . . 42

3.4 Entanglement dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 46

8



3.5 Coherent state description . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.7 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.7.1 Integrable Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . 51

3.7.2 Experiment feasibility . . . . . . . . . . . . . . . . . . . . . . . 51

3.7.3 Coherent state approximation in closed form . . . . . . . . . . . 53

4 Integrable atomtronic interferometry 57

4.1 Foreword . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.2 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.3 Resonant tunneling regime . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.4 NOON state identification and production . . . . . . . . . . . . . . . . 61

4.5 Heisenberg-limited interferometry. . . . . . . . . . . . . . . . . . . . . . 63

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.7 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.7.1 Physical setup and parameter evaluations for the integrable system 66

4.7.2 Probabilities, fidelities and trade-off between fidelity and protocol

time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.7.3 Correlations between qudits . . . . . . . . . . . . . . . . . . . . 71

4.7.4 Robustness of the interferometer . . . . . . . . . . . . . . . . . . 71

5 Protocol designs for NOON states 73

5.1 Foreword . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.2 Protocol I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.3 Protocol II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.4 Protocol fidelities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.4.1 Readout statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.5 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.5.1 Resonant tunneling regime . . . . . . . . . . . . . . . . . . . . . 81

5.5.2 Physical proposal . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.7 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.7.1 Energy bands and effective Hamiltonian . . . . . . . . . . . . . 87

5.7.2 Probabilities and fidelities . . . . . . . . . . . . . . . . . . . . . 88

5.7.3 Readout statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.7.4 Initial state preparation . . . . . . . . . . . . . . . . . . . . . . 90

5.7.5 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

9



6 Interacting bosons in a triple well: Preface of many-body quantum

chaos 92

6.1 Foreword . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.2.1 Parameters and density of states . . . . . . . . . . . . . . . . . 94

6.3 Spectral correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.3.1 Level spacing distribution . . . . . . . . . . . . . . . . . . . . . 96

6.3.2 Spectral form factor . . . . . . . . . . . . . . . . . . . . . . . . 98

6.4 Eigenstates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

6.4.1 Delocalization Measures . . . . . . . . . . . . . . . . . . . . . . 101

6.4.2 Multifractality . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.4.3 Distribution of Components . . . . . . . . . . . . . . . . . . . . 105

6.5 Eigenstate thermalization hypothesis . . . . . . . . . . . . . . . . . . . 106

6.5.1 Diagonal Elements . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.5.2 Off-diagonal elements . . . . . . . . . . . . . . . . . . . . . . . . 108

6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.7 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.7.1 Bose-Hubbard Models . . . . . . . . . . . . . . . . . . . . . . . 112

6.7.2 Additional results for our triple-well model . . . . . . . . . . . . 113

6.7.3 Participation ratio in the Fock basis . . . . . . . . . . . . . . . . 116

6.7.4 Shannon entropy in the zero-detuning basis . . . . . . . . . . . 116

6.7.5 Distribution of the components of the eigenstates in the zero-

detuning basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.7.6 Distributions of off-diagonal elements . . . . . . . . . . . . . . . 118

7 Conclusions and Outlook 119

A Quantum Integrability: a brief discussion 123

B Integrable multi-well Hamiltonians 126

C Experimental feasibility details for the triple-well model 128

D Start of the resonant regime 138

10



Chapter 1

Introduction

What are the possible shortcuts to more efficient technologies?

Recently, a promising path has been opened for the development of new quantum

technologies, previously unimaginable. It accesses the deepest regimes of the quantum

world, where uncertainties reign and strange quantum properties, such as tunneling,

superposition of states and entanglement, emerge! In fact, tunneling is the quantum

phenomenon behind several modern technological devices. It is the phenomenon behind

the transistor, which is used to implement the binary digit 0 and 1 [1] (bit) - considered

the most basic unit of information used in digital communication and modern com-

puting, by controlling the flow of electrons in the circuit. Therefore, the transistor is

considered the building block of modern electronics, and a precursor of the First Quan-

tum Revolution and of the technological miniaturization. For this contribution, which

has profoundly changed our lives, the creators John Bardeen and Walter Brattain and

their adviser William Shockley, shared the Nobel Prize in Physics in 1956.

Technologies have evolved significantly after the production of the first transistor.

Today we are experiencing a new technological revolution. In the words of Dowling and

Milburn, “In the Second Quantum Revolution, we are now actively employing quantum

mechanics to alter the quantum face of our physical world. (...) The objective of

quantum technology is to deliver useful devices and processes that are based on quantum

principles.”[2] In quantum domain, the basic unit of information is the qubit (quantum

bit), which is formed by a superposition of two coherent states, usually described by a

linear combination of the basis vectors |0⟩ and |1⟩, which can be physically implemented

by a two-state quantum device [3].

Quantum technologies have evolved mainly in the areas of electronics and photon-

ics, but recently a new experiment has seduced the scientific community. It was in

1995, when Eric Cornell and Carl Wieman [4], and independently Wolfgang Ketterle,

using atomic gas trapping and cooling techniques, achieved a Bose-Einstein condensate

(BEC), as predicted by Albert Einstein from the statistics of Satyendra Nath Bose,
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around 1925. The technique basically consists of using a laser to slow down a beam

of atoms enough to be captured in a magneto-optical trap, where it is then cooled by

evaporation. When the gas reaches the critical temperature, close to absolute zero, and

the de Broglie wavelength reaches the order of spacing between the atoms, the Bose-

Einstein condensate is formed [4]. For the realization of Bose-Einstein condensation in

dilute gases of atoms, the three physicists shared the 2001 Nobel Prize in Physics [5].

Soon this cooling technology was implemented and improved in different experimental

laboratories around the world.

This remarkable discovery boosted the field of ultracold atoms, from which several

branches of investigation flourished. One of these areas specificall investigates configu-

rations of BEC’s trapped in optical lattices. These optical systems have, among others,

the great advantage of being very adaptable[6]. An optical lattice is formed by the

interference of counter-propagating laser beams, creating a spatially periodic pattern,

up to three dimensions. By properly configuring the lasers (intensity, wavelength and

relative angle between them), the shape of the potentials can be adjusted in order to

control the interaction between the atoms and the probability of tunneling between

sites, along with other features such as the choice of the atom itself. A 2D-optical

lattice potential is illustrated in Figure 1.1.

Figure 1.1: Scheme of a bosonic gas in a 2D-optical lattice. Cold atoms (represented by the red sphere)
in a 2D optical lattice potential (represented as the blue surfaces) generated with two orthogonal sets
of counter-propagating beams (indicated by the blue arrows). A vertical lattice (counter-propagating
beam, not indicated here) provides confinement in the z-direction. The purple arrows represent the
probability that an atom tunnels between neighboring sites (short-range tunneling). It is possible to
generate a wide variety of potential configurations. Here we are presenting a basic 2D example.

The variety of geometries that can be created in optical lattice systems allow the

physical realization of different Hamiltonians. One of the most popular models in this

context is the Bose-Hubbard model (BHM) with short-range interactions and local
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hopping terms [7, 8]. The particular case of the two-site (or two-well) Bose-Hubbard

Hamiltonian has been very successful in modeling quantum tunneling [9, 10], displaying

two principal dynamical scenarios. These are referred to as Josephson tunneling and

self-trapping, and they have been experimentally observed [11]. In the case of tunnel-

ing, the system can also be controlled to produce either alternating or direct currents

[12]. The success of the two-well BHM is also associated with its integrability [13–

15]. However, the BHM with three or more wells is in general not integrable [16–23].

Integrability is achieved solely with two or with an infinite number of wells.

As the two-well BHM, a model idealized in the description of a physical system is

one that provides accurate and reliable information about the evolution of the system

and its physical properties. It is also desirable that it offers exact solutions that allow

precise control, especially if it is designed to contribute to new quantum technologies.

Physical systems that supposedly come closest to this idealization are those describing

by integrable models. In this scenario, an integrable variant of the Bose-Hubbard model

for multiple wells would be well received! A brief historical discussion on quantum

integrability can be found in Appendix A, and a direct discussion of the subject can be

seen in [14, 15].

A family of integrable multi-well tunneling models associated with exact solvability

was proposed recently in [24, 25], which was achieved through the Yang-Baxter equation

and associated algebraic Bethe Ansatz methods. Each model in this family is defined as

a complete bipartite graph with (n+m) modes that represent its number of degrees of

freedom. Through a generalization of the algebraic Bethe ansatz technique, besides the

(i) energy and (ii) total number of particles, all the (n + m)-2 additional independent

conserved quantities required for integrability1 were also derived, thus allowing for a

complete solution of the models.

The general family of integrable multi-well Hamiltonians for (n+m) wells in terms

of a subset of canonical boson operators ai, a
†
i , Na,i = a†iai, i = 1, ..., n and another

subset bj, b
†
j, Nb,j = b†jbj, j = 1, ...,m, is given by

Hn,m = U(NA −NB)2 +
n∑

i=1

m∑
j=1

ti,j(aib
†
j + a†ibj), (1.1)

where NA ≡ ∑n
i=1 a

†
iai and NB ≡ ∑m

j=1 b
†
jbj represent the number of bosons in each

subset of n(m) wells, with N = NA+NB. It is worth noting that the exchange of indices

of wells belonging to the same subset, leaves the Hamiltonian invariant. The coupling

U denotes the intra-well (short-range) and inter-well (long-range) interaction between

1One of the most common notions of integrability is that integrable systems have as many inde-
pendent constants of motion as there are degrees of freedom. [14]
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bosons, and tij are the constant couplings for the tunneling amplitude. Physically,

the Hamiltonians (1.1) describe quantum tunneling for bosonic systems in multiple (n

+ m) wells. Besides the apparent simplicity, these models show a rich and elegant

mathematical structure. Note that integrability requires the presence of long-range

couplings, which differentiates it from the usual Bose-Hubbard model. Notwithstanding,

Bose-Hubbard models that include long-range interactions exist in the literature and

are known as Extended Bose-Hubbard Models (EBHM), being also non-integrable in

their general form. Here it is worth mentioning that EBHM have been realized in the

lab by different groups using ultracold dipolar atoms, such as [26, 27].

An interesting feature of this integrable family is its bipartite structure, which can

be divided into two subsets A (with n modes) and B (with m modes). In Figure 1.2

below, are shown geometric schemes for some of (n,m) cases of the general Hamiltonian

(1.1). A broader description of the multi-well integrable Hamiltonian can be seen in

Appendix B.

(a) (2,1) (b) (2,2) (c) (3,1) (d) (4,2) (e) (5,1)

Figure 1.2: Geometric schemes for some (n,m) modes cases of the multi-well integrable Hamiltonian
(1.1). In panels (a) and (b) are shown the two models studied in this thesis, where the subsets A and
B are highlighted in different colors.

Although this family of integrable Hamiltonians (1.1) has great potential for phys-

ical, and possibly technological, applications, its knowledge, until very recently, was

essentially mathematical [28]. With the exception of the two-well (1, 1) case, it was not

known whether these models could describe any realistic physical system. However,

as the two-well BHM had already shown itself to be a good model in the description

of physical properties of ultracold matter, and ultracold dipolar atoms were already

being theoretically and experimentally studied in this context, a deeper investigation

of our new integrable models has become even more timely! From this perspective,

in this thesis we investigate two of these new integrable models: the three-well (2, 1)

and four-well (2, 2) cases of the general integrable Hamiltonian (1.1). Our purpose is

to explore the possible advantages of integrability in the design of quantum devices for

systems of ultracold dipolar atoms. As we will see, the systems describe dipole-dipole

interactions (DDI) and tunneling between adjacent wells, for a population of ultracold

dipole bosons loaded in an optical potential configuration. Atoms with large dipole
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moments, such as chromium and dysprosium, were considered to implement the long-

range interaction required for these integrable models. The three-well and the four-well

models are presented separately below.

1.1 Integrable three wells model:

The three-well system opens up high possibilities for physical behavior [29–31], mainly

as an ultracold version of a transistor [32], or a similar type of switching device. There-

fore, we will study the triple-well model looking for a behavior similar to that of the

electronic transistor, but in the domain of the emerging field of atomtronics (ultracold

atoms tunneling between potential wells of optical systems)[33–36].

The (2,1) integrable Hamiltonian is given by

H(2,1) = U(N1 −N2 +N3)
2 +

J1√
2

(a†1a2 + a†2a1) +
J3√

2
(a†2a3 + a†3a2), (1.2)

where Ji, i = 1, 3 are the coupling parameters for the tunneling between wells, a†j, aj are

the creation and annihilation operators for site j, j = 1, 2, 3 (the three bosonic degrees

of freedom), respectively, while Nj = a†jaj are the number operators. As the model

has three degrees of freedom, three independent conserved quantities are required. In

addition to the Hamiltonian and the total number of particles N , N = N1 + N2 + N3,

in this integrable case there is an extra conserved operator,

Q = J2
1N3 + J2

3N1 − J1J3(a
†
1a3 + a†3a1),

satisfying the commutation relations

[H(2,1), N ] = 0, [H(2,1), Q] = 0, [N,Q] = 0. (1.3)

The conserved operator Q will prove to be extremely relevant for the design and control

of quantum systems, as it provides an effective Hamiltonian Heff which, in a resonant

regime2 that arises when JN−1 ≪ U ≪ JN [10], produces analytic formulas for the

tunneling frequency and amplitude, with remarkable accuracy when compared to nu-

merical calculations.

Relation between the integrable triple-well and the EBHM: In order to discuss a possible

physical realization of the system, we make contact with the work of Lahaye, Pfau and

2The resonant tunneling regime is characterised by near-perfect harmonic oscillations between the
source (well 1) and the drain (well 3).
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Santos, “Mesoscopic ensembles of polar bosons in triple-wells”[37], where they study the

extended three-site Bose-Hubbard model. On this occasion, we found that our triple-

well integrable model could be a particular case of the three-site EBHM for dipolar

bosons, which is given by [26, 38],

H =
U0

2

3∑
i=1

Ni(Ni − 1) +
3∑

i=1

3∑
j=1,j ̸=i

Uij

2
NiNj + J1(a

†
1a2 + a1a

†
2) + J3(a

†
2a3 + a2a

†
3),

(1.4)

as long as the integrability condition3 U13 = U0 is satisfied. Here, U0 is the coupling

constant for on-site interactions, while the parameters Uij = Uji, i ̸= j characterize DDI

between particles on different sites. The integrable parameter U depends on U0 through

the condition U = (α − 1)U0/4, with the parameter α (4 ≤ α ≤ 8) (See details in the

3.7.1) depending only on the geometry of the trap [37]. A discussion about a possible

physical realization of this system will be presented in the thesis. (See Appendix C for

experimental feasibility details.)

Breaking integrability to control

To control the quantum dynamics of the system, an extra term H1 = ϵ(N3−N1) is added

to the Hamiltonian (1.1), which breaks the integrability of the resulting Hamiltonian

relative to the conserved quantity Q, resulting in a non-zero commutator [H,Q] ̸= 0.

This term can be understood as an external field applied to the wells labeled 1 and 3

(subset A).

A geometric scheme of the three well model and a representation of the external

field acting on the triple wells is shown in Fig. 1.3, below.

J1 3J

U
y

Figure 1.3: Geometric scheme (bottom) and potential representation (upper) of the triple-well Hamil-
tonian. The blue spheres represent wells 1, 3 of the subset A and the cyan sphere represents well 2 of
the subset B. The bars indicate the tunneling (Ji) between the neighboring wells and ε the external
field. The individual wells can be identified as source, port and drain.

3Condition that arises due to the bipartite structure of the integrable model.
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Using this structure, we demonstrate how to design a theoretical and experimental

configuration of a switching device with multi-level logical possibilities. As we will show,

a surprising feature in this construction is that the ability to control the system in a

predictable way arises through the breaking of integrability4. It is also established how

to generate entangled states for different initial states. These subjects are the contents

of Chapters 2 and 3.

1.2 Integrable four wells model:

The next challenge targetes quantum information technologies.

The long-range anisotropic nature of the dipole interaction plays a relevant role

in the static and dynamic properties of ultracold atoms. In special, it offers insights

into a rich variety of physical phenomena, among which interferometry[37] and macro-

scopic cat-states[42] stand out. These remarkable potentialities led us to investigate the

four-well integrable model of the Hamiltonian (1.1), with the expectation of achieving

high-sensitivity interferometric systems, in addition to identifying the relevance of in-

tegrability in the generation of NOON states (belonging to the class of Schrödinger cat

states). The (2,2) integrable Hamiltonian describes dipolar bosons confined to a closed

circuit of four sites, and is given by

H(2,2) = U(N1 −N2 +N3 −N4)
2 +

J

2

[
(a†1 + a†3)(a2 + a4) + (a1 + a3)(a

†
2 + a†4)

]
, (1.5)

where J is the coupling parameter for isotropic tunneling between wells; a†j, aj are the

creation and annihilation operators for site j, j = 1, 2, 3, 4 (the four bosonic degrees

of freedom) and Nj = a†jaj are the number operators. This model has four degrees of

freedom, so in addition to the energy and the total number of particles N = N1 +N2 +

N3 + N4, two extra independent conserved operators Q1 and Q2 are expected, which

are given by

Q1 = 1
2
(N1 +N3 − a†1a3 − a†3a1),

Q2 = 1
2
(N2 +N4 − a†2a4 − a†4a2),

satisfying the commutation relations

[H(2,2), N ] = 0, [H(2,2), Qi] = 0, [Q1, Q2] = 0, [N,Qi] = 0, j = 1, 2. (1.6)

4We notice that the breaking of integrability has also been discussed in other physical scenarios.
Some examples can be seen in [39–41].
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Analogous to what was observed in the integrable triple-well model [43, 44], in

the resonant tunneling regime, an effective Hamiltonian Heff can be obtained from the

conserved operators Qi, through consideration of second-order tunneling processes.

Relation between the integrable four-well and the EBHM: The integrable four-well

model (1.5) can be obtained from the four-site EBHM [26, 38],

H =
U0

2

4∑
i=1

Ni(Ni − 1) +
4∑

i=1

4∑
j=1,j ̸=i

Uij

2
NiNj

− J

2

[
(a†1 + a†3)(a2 + a4) + (a1 + a3)(a

†
2 + a†4)

]
,

(1.7)

as long as it complies with the integrability condition U0 = U13 = U24 and U12 = U23 =

U34 = U14. The integrable parameter U depends on U0, Uij through the condition

U = (U12 − U0)/4, with Uij = Uji. As we will show later, this connection facilitates a

discussion of experimental feasibility of the system.

Breaking integrability to control

As in the case of the triple well, the control of quantum dynamics is performed by

breaking the integrability of the four-well Hamiltonian. Here, two breaking terms are

needed, one for each subset of wells: HA = ϵA(N3 −N1) and HB = ϵB(N4 −N2), which

breaks the integrability with respect to the conserved quantities Q1 and Q2, resulting

in non-zero commutators [H,Qi] ̸= 0. These terms can be understood as external fields

applied to wells {1, 3} (subset A) and {2, 4} (subset B), respectively. A schematic

representation of the four wells model and an illustration of the external field acting on

the wells are shown in Fig. 1.4

By properly employing this model we show how to introduce protocols to generate

NOON states. The NOON state is one of the most fundamental quantum systems of the

next generation of platforms in quantum computing, communication, measurement, and

simulation. It is defined as an “all and nothing” superposition of two different modes

[45, 46]. For N particles, it has the form

|NOON⟩ =
1√
2

(
|N, 0⟩ + eiφ|0, N⟩

)
(1.8)

where the phase φ is typically used to record information in applications. These in-

clude: in the fields of quantum metrology and sensing, performing precision phase-

interferometry at the Heisenberg limit[47] and overcoming diffraction limits in quan-
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Figure 1.4: Geometric scheme (left) and potential representation (right) of the four-well Hamiltonian.
Left: The spheres represent the four potential wells, while the bars refer to the tunneling (J) between
neighboring wells. The different colors highlight the subset A (wells 1 and 3) and B (wells 2 and 4).
Right: Sketch of the breaking of integrability through the external field εA (εB) acting on the potential
wells and, below, an illustrative detail of the four potential wells of an optical network is shown.

tum lithography[48]; in tests of fundamental physics, NOON states are used to study

Bell-type inequalities violation[49]; they offer promising applications in Quantum Com-

munication and Quantum Computing[50], and their utilization is expected to extend

to areas such as chemistry and biology[51].

Here we propose two different atomtronic protocols to generate NOON states, ex-

ploring the four-well model. The integrability allows us to design a protocol with local

measurement (deterministic) and another with post-selection measurement (probabilis-

tic), while the external fields (εA, εB) can be used to control the system and encode

phases into the NOON state. As we will show later, an added advantage of our pro-

tocols is that the evolution times are independent of total particle number, offering

encouraging prospects for scalability.

In summary, the results obtained in this thesis for the triple and the four-well

models demonstrate the potential and advantages of integrable systems in the design

and control of quantum devices, providing new insights in the development of quantum

technologies.

Thesis Structuring

• In Chapter 2 we demonstrate how integrability, and the breaking of it, can be

employed to investigate tunneling dynamics in a triple-well system. Using this

knowledge, we show how to design a switching device. The experimental feasibility

of this system is also discussed.

19



• In Chapter 3 we expand on the analysis conducted in Chapter 2. We first in-

vestigate the behavior of the system in relation to a variety of initial conditions

and then turn our attention to analyzing the entanglement generation within the

device under time-evolution.

• In Chapter 4 we discuss the main properties of the four-well integrable system,

which describes the interaction of bosons confined to a closed circuit of four

sites. We research an integrable atomtronic interferometry model with Heisen-

berg threshold sensitivity.

• The interferometric model obtained in Chapter 4 is proved to be a potential

producer of NOON states. The production and control of NOON states is the

subject of Chapter 5.

• In Chapter 6 we investigate the onset of chaos in the three-well model. We

analyze under which conditions our integrable system can lead to chaos when its

integrability is broken.

• Chapter 7 presents the conclusions and an outlook of the area.
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Chapter 2

Control of tunneling in an

atomtronic switching device

This chapter discusses how integrability, and the breaking of it, can be utilised to in-

vestigate the tunneling dynamics in a triple-well Hamiltonian with some control. We

begin by identifying the resonant tunneling regime, where the particles can oscillate

between well 1 (source) and well 3 (drain), by second-order processes. After that, we

show that this resonant dynamics can be controlled through an applied external field,

represented by adding a term that breaks the integrability of the Hamiltonian. Sur-

prisingly, analytical formulae for the tunneling amplitude and frequency are obtained,

even when the integrability is broken. As a major result, we show how this model

can be implemented as an atomtronic switching device. In addition, we also discuss

the experimental feasibility of the system. The main content of this chapter was pub-

lished in Communications Physics1. This work was recognized by the Nature Research

Communities, where we were invited to contribute in two blogs, 2 3 4 besides of being

released on Nature’s twitter.

2.1 Foreword

Here we investigate the control of tunneling in a triple-well system, for a population

of ultracold dipolar bosons with large dipole moment, such as chromium and dyspro-

sium,trapped in three aligned optical potentials. The main objective is to show how an

integrable model can facilitate the creation of a switching device. The Hamiltonian has

1Control of tunneling in an atomtronic switching, K.W. Wilsmann, L.H. Ymai, A.P. Tonel, J. Links,
and A. Foerster, Commun. Phys. 1, 91 (2018), doi:10.1038/s42005-018-0089-1

2Breaking eggs to make an omelette-how we cooked up an atomtronic switch, Device Material Com-
munity - Nature, 2018.

3A balancing act, Nature Research Communities, 2019.
4Lunch will be served from NOON, Nature Communities, 2020.
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the general structure [37]

H =
U0

2

3∑
i=1

Ni(Ni − 1) +
3∑

i=1

3∑
j=1;j ̸=i

Uij

2
NiNj

− J1(a
†
1a2 + a1a

†
2) − J3(a

†
2a3 + a2a

†
3). (2.1)

The canonical creation and annihilation operators, a†i and ai, i = 1, 2, 3, represent

the three bosonic degrees of freedom in the model, and Ni = a†iai, i = 1, 2, 3 is the

number operator for each well. The parameters Ji, i = 1, 3 are the couplings for the

tunneling between wells, and U0 is the coupling constant for on-site interactions which

results from contact interactions and dipole-dipole interactions (DDI). Both of these

can be either attractive or repulsive, which in principle allows for the manufacture

of weak net on-site interaction. The parameters Uij = Uji, i ̸= j characterize DDI

between particles on different sites. Although the DDI follows an inverse cubic law,

it is also dependent on the angle between dipole orientation and the displacement

between dipoles. In combination with the geometry of the trap potential (viz. oblate

versus prolate), it is entirely feasible to adjust the system parameters across a wide

range of values. Importantly, this includes the possibility for the inter-well couplings

Uij to have greater magnitude than the on-site coupling U0. The experimental feasibility

of this system for dipolar bosons was detailed by Lahaye et al.[37], using a triple-well

potential. The wells are aligned along the y-axis, separated by a distance l, with bosons

polarized by a sufficiently large external field along the z-direction. It was shown that

U12 = U23 = αU13, where the parameter 4 ≤ α ≤ 8 depends only on the ratio l/σx,

where σx is the width of the Gaussian cloud along the x-direction. (See Methods for

further details.)

In the case when U13 = U0, the Hamiltonian (2.1) is integrable [24]. In this limit

there exists an additional conserved operator besides the Hamiltonian and the total

particle number, such that the number of independent conserved operators is equal

to the number of degrees of freedom. While for classical systems integrability is well-

known to prohibit chaotic behavior, the consequences for quantum system are less

understood [14, 15]. Notwithstanding, it is recognised that quantum integrability has

far reaching impacts. One route to characterize the degree of chaoticity in a quantum

system is through energy level spacing distributions [52]. Integrable systems tend to

display Poissonian distributions [53], while non-integrable systems generally observe the

Wigner surmise [54] following the Gaussian Orthogonal Ensemble, or similar [55, 56].

Another impact of quantum integrability is the absence of thermalisation, observed

in a quantum version of Newton’s cradle [13] and similar systems [57]. Here we will
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demonstrate how integrability, and the breaking of it, can be utilised to investigate

tunneling dynamics. This work contrasts the above mentioned studies in that it applies

to a system with very low number of degrees of freedom.

2.2 Integrability

It has been established that an extension of the model (2.1) for the case of N -sites

contains a family of integrable multi-well tunneling models [24] (See some information

in Appendix B). In the three-wells case, when U13 = U0, we can write it in the reduced

form H0 = −H + (α + 1)U0N
2/4 − U0N/2 yielding

H0 = U(N1 −N2 +N3)
2

+ J1(a
†
1a2 + a1a

†
2) + J3(a

†
2a3 + a2a

†
3), (2.2)

where U = (α−1)U0/4 (See details in Suppl. Material 3.7.1). Note that (3.1) commutes

with the total number operator N = N1 +N2 +N3, and the interchange of the indices

1 and 3 leaves the Hamiltonian invariant. A schematic representation of this triple-well

Hamiltonian is presented in Fig. 2.1 below.

well 1 well 2 well 3

Figure 2.1: Geometric scheme of the integrable triple-well Hamiltonian. The spheres represent the
wells 1,2 and 3, in sequence, and the bonds indicate the tunneling between the wells.

The Hamiltonian has, beyond the energy and the total number of particles N ,

another independent conserved quantity expressed through the operator [24]

Q = J2
1N3 + J2

3N1 − J1J3(a
†
1a3 + a†3a1). (2.3)

This conserved operator can alternatively be interpreted as a tunneling Hamiltonian for

a two-well subsystem containing only wells 1 and 3. Because Q admits the factorization

Q = Ω†Ω, where Ω = J1a3 − J3a1, the dynamical evolution governed by Q is harmonic

for any initial state. Later, it will be shown that Q assumes a fundamental role in the

analysis of resonant [58] quantum dynamics of the system (3.1). This arises due to an

unexpected connection with virtual processes. Details are provided in Methods.

As the model has three degrees of freedom and three independent conserved quan-
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tities satisfying

[H0, N ] = 0, [H0, Q] = 0, [N,Q] = 0, (2.4)

the model is integrable. Further details about the integrability, and associated exact

solvability, have been established. This was achieved through the Yang-Baxter equation

and associated Bethe Ansatz methods [24].

2.3 Breaking the integrability

In order to break the integrability we add to the Hamiltonian (3.1) the operator H1 =

ϵ(N3 − N1), which acts as an external field for the wells labeled 1 and 3. This is

schematically shown in Fig. 2.2. It is important to observe that the above Hamiltonian

still commutes with the operator N . However, the operator Q is not conserved because

the commutator [H,Q] = 2ϵJ1J3(a
†
1a3 − a†3a1) is non-zero when the parameters ϵ, J1

and J3 are all non-zero.

Figure 2.2: Schematic representation of the system. With reference to the Hamiltonian H = H0 +H1,
the arrows J1 and J3 represent the tunneling couplings between the wells, U characterizes inter-well
and intra-well interaction between bosons, while ϵ is the coupling strength for an external field.

2.4 Structure of energy levels

The integrable three-well system (3.1) possesses many features in common with the two-

well Bose-Hubbard model, which is also integrable because the total number operator

is conserved and there are only two degrees of freedom. Set J =
√
J2
1 + J2

3 . Following

Leggett[10], it is useful to define the regimes:

Rabi: U ≪ JN−1.

Josephson: JN−1 ≪ U ≪ JN .

Fock: JN ≪ U .

where in the two-well case the “Fock regime corresponds to a strongly quantum pen-

dulum, while in the Rabi and Josephson regimes the behavior is (semi)classical”[10].
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Adopting the same classification for the integrable three-well system given by (3.1),

numerical computation of the energy spectrum shows that transition from the Rabi to

the Josephson regime is accompanied by the emergence of energy bands. Illustrative

results are depicted in Fig. 2.3. Hereafter units are chosen such that ℏ = 1, and for

all figures isotropic tunneling J1/J = J3/J = 1/
√

2 is adopted for simplicity. The

Hamiltonian acts on the Fock space spanned by the normalized vectors |N1,N2,N3⟩ =

C−1(a†1)
N1(a†2)

N2(a†3)
N3|0⟩, where C =

√
N1!N2!N3! and |0⟩ ≡ |0, 0, 0⟩ is the Fock vacuum.

On each panel the line E = UN2 is depicted. This quantity is the expectation value

of the state |N, 0, 0⟩. In the extreme Rabi regime with U = 0 the energy levels are

uniformly distributed with spacing ∆E = J . The line E = UN2 emerges from the

midpoint of the entire energy spectrum when U = 0, to lie on the lower edge of the

uppermost energy band as U is increased to bring the system into the Josephson regime.

Note that the separation into distinct energy bands becomes very evident once the

system is deep into the Josephson regime. These features significantly influence the

dynamical evolution of the system from the initial state |N, 0, 0⟩. In the Rabi regime, an

accurate description of the initial state requires a linear combination over all eigenstates.

However in the Josephson regime the state |N, 0, 0⟩ can be accurately approximated

as a linear combination of a subset of eigenstates, due to the band structure. This

conclusion applies for all particles numbers, with the result represented in Fig. 2.3

depicting the cases N = 30 and N = 60. Provided UN/J ≫ 1, the separation into

bands is clearly identifiable. The consequences will be investigated at a deeper level in

the next section, where we will fix N = 60. Moreover, it will be shown how the breaking

of the integrability, through the application of an external field, allows for control of

the dynamics in a predictable fashion.

2.5 Quantum dynamics

The time evolution of the expectation values for the number operators are computed

using ⟨Ni⟩ = ⟨Ψ(t)|Ni|Ψ(t)⟩, i = 1, 2, 3, where |Ψ(t)⟩ = exp(−iHt)|ϕ⟩ and |ϕ⟩ represents

an initial state. We adopt a protocol for which |ϕ⟩ = |N, 0, 0⟩, so the well labeled 1 is

the source, the well labeled 2 is the gate, and the well labeled 3 is the drain.

We begin with the integrable model (3.1) and first consider variations in the interac-

tion parameter U to manipulate the tunneling across the wells. Fig. 2.4 presents results

obtained for four choices of U . The dynamics typically display collapse and revival of

oscillations in the Rabi regime, as in Fig. 2.4a. On increasing U , the period increases

while the time-average of ⟨N2⟩ decreases. Furthermore, the dynamics between wells 1

and 3 approach harmonic oscillations with ⟨N1⟩ + ⟨N3⟩ ≃ N . The transition between

the Rabi and Josephson regimes can be seen, qualitatively, in the passage from Fig.

25



Figure 2.3: Energy level distributions. Results are shown for (3.1) in dimensionless units. Panels a,
b: N = 30. Panels c, d: N = 60. The region marked with a circle on the panels a, c is enlarged in
the panels b, d. The dashed vertical lines mark the threshold point, UN/J = 1, separating Rabi and
Josephson regimes. The ball lines mark the expectation energy E = UN2 of |N, 0, 0, ⟩. Only the four
highest energy bands are plotted.

Figure 2.4: Time evolution of expectation values. Dimensionless units are used. In the integrable
regime, the expectation values of the number operators are shown, with the initial state |60, 0, 0⟩. The
configuration used has ϵ/J = 0. a U/J = 0.001; b U/J = 0.015; c U/J = 0.05; d U/J = 0.17.
It is apparent that increasing U leads to an increasing suppression of tunneling into the gate, while
maintaining oscillations between the source and the drain. In the case d the expectation value of
the number operator associated with the gate is negligible, so tunneling to the gate is considered to
be switched-off. The oscillations between the source and the drain are close to being harmonic and
coherent.

2.4b to Fig. 2.4c. This change in behaviour is in accord with the threshold point in

Fig.2.3.
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In this latter regime, Fig. 2.4c and 2.4d, these dynamical features can be understood

by observing that the integrable Hamiltonian possesses a hidden two-well algebraic

structure, with an effective well given by the combined source and drain. As is well

known [9, 10, 59], the self-trapping regime is expected to occur in the two-well model

in the Josephson regime. To be more precise, ⟨N2⟩/N < ϵ̃ when UN > J/(2
√
ϵ̃− ϵ̃2) if

well 2 is initially empty. Thus, for UN ≫ J we find ⟨N2⟩/N ≃ 0, and almost all bosons

are distributed between the source and the drain if only a small fraction of bosons are

initially in the gate.

On the other hand, it has been pointed out [37] that for isotropic tunneling the

source and the drain can form an effective non-interacting two-well system, by second-

order processes [60–62] through the gate, such that ⟨N2⟩ ≃ 0. For general tunneling, we

find the remarkable result that the effective Hamiltonian is simply given by Heff = −λQ,

where Q is the conserved charge (2.3), and λ−1 = 4U(N − 1) (details are provided in

Methods). This produces an effective tunneling coupling given by Jeff = λJ1J3, which

decreases with increasing N , and therefore will only be observed in mesoscopic samples

[37]. In view of the above observations, we formally identify the resonant tunneling

regime of the system to be determined by UN ≫ J , which contains the Josephson

regime.

In Fig. 2.5 the time evolution of expectation values for number operators is displayed

in a case of broken integrability. Increasing the value of ϵ suppresses the tunneling of

particles into the drain, while increasing the time-average value of ⟨N2⟩. For ϵ/J = 1.63

this suppression of tunneling into the drain is strong enough that its number expectation

value is close to negligible, i.e. tunneling into the drain has been switched-off.

2.6 Control of resonant tunneling

In Fig. 2.4d the dynamics is seen to be remarkably close to being harmonic over

sufficiently short time scales, with the period monotonically increasing with interaction

coupling U . This behavior supports the conclusion that the effective Hamiltonian for the

resonant tunneling regime is simply related to the conserved charge Q. The frequency

of oscillation in this regime is given by ωJ = λJ2, with the amplitude also being U -

dependent. When the initial state is |N, 0, 0⟩, the oscillations between the source and

drain are coherent, with tunneling to the gate switched-off. On the other hand, if the

initial state is |0, N, 0⟩ the system will remain trapped in this initial state configuration,

with tunneling from the gate switched-off.

Next, we maintain the system in the resonant tunneling regime UN ≫ J and study

the non-integrable dynamics using the parameter ϵ to control the behavior of the source

and drain subsystem. The approach here, following the study above, is to choose the
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Figure 2.5: Time evolution of expectation values. Dimensionless units are used. The effects of breaking
integrability for the expectation values of the number operators are shown, with the initial state
|60, 0, 0⟩. The configuration used has U/J = 0.001. a ϵ/J = 0; b ϵ/J = 0.47; c ϵ/J = 1.0; d
ϵ/J = 1.63. It is apparent that increasing ϵ leads to greater suppression of tunneling into the drain.
For d the expectation value of the number operator associated with the drain is negligible, so tunneling
into the drain is considered to be switched-off.

initial state |N, 0, 0⟩ and investigate the ability to control the frequency and amplitude

of the populations oscillating between the source and the drain.

In Fig. 2.6a, 2.6b, 2.6c the interaction coupling is fixed as U/J = 0.17, and results

are shown for the expectation values of the populations using three choices for ϵ. It is

seen that the presence of the external field does not significantly influence the gate, in

the sense that it does not affect the negligible average population ⟨N2⟩. Fig. 2.6d shows

how the amplitude decays while increasing the external field, as well as the dependence

of the frequency. The three points highlighted in the curves correspond to the values

of the amplitude and frequency of Figs. 2.6a (cyan circle), 2.6b (yellow triangle), and

2.6c (lime diamond).

In this non-integrable regime the effective Hamiltonian is given by

Heff = −λQ+ ϵ(N3 −N1). (2.5)

For short time scales the dynamics exhibits Josephson-like oscillation [13] with frequency

ωJ =
2λJ1J3√

∆n
, (2.6)

where ∆n = 1/(1+γ2) is the amplitude and γ = (λ(J2
1 −J2

3 )−2ϵ)/2λJ1J3 (see Methods

for details). Increasing the external field reduces the oscillation amplitude ∆n and the
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Figure 2.6: Amplitude and frequency of oscillations. The configuration used has N = 60, U/J =
0.17, and initial state |60, 0, 0⟩. a Number operator expectation values for ϵ/J = 0: switched-on
configuration, with maximum tunneling amplitude between the source and the drain. b Expectation
values for ϵ/J = 0.02: approximately 30% of the maximal tunneling amplitude. c Expectation values
for ϵ/J = 0.17: switched-off configuration. d Tunneling amplitude as a function of the external field
ϵ/J . In the inset: tunneling frequency versus the external field ϵ/J . The markers in the curves
correspond to the values of the amplitude of Fig. 2.6a (cyan circle), 2.6b (yellow triangle), and 2.6c
(lime diamond).

period between the source and the drain, until the amplitude of oscillation is completely

suppressed i.e. all tunneling is switched-off, demonstrating various levels of control,

especially in the range 0 < ϵ < 0.2. Through semiclassical analysis, one can obtain

analytic expressions for the expectation values of the relative populations, ni ≡ Ni/N

(i = 1, 3), in the wells 1 and 3, given by ⟨n1⟩ = 1−⟨n3⟩ and ⟨n3⟩ = ∆n sin2(ωJt/2) (see

details in Methods). In agreement with Chuang et al. [63], the maximum amplitude is

obtained when the field is small.

Retirei a seção Discussion daqui

2.7 Methods

In this section we provide the details concerning algebraic structures behind the model,

and complementary semiclassical approximations, which were used to derive analytic

expressions characterizing quantum control in the resonant tunneling regime. These

expressions were found to give close agreement with results obtained by exact numerical

diagonalization (see Supplementary Material 2.9.2, Supplementary Figures 2 and 3 for

more details). We also discuss the feasibility of physical realization of the system.
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2.7.1 Two-mode structure and the resonant tunneling regime

The integrable three-well model can be structured through two modes, as follows. From

Eq. 3.1 we define J =
√
J2
1 + J2

3 and the operators N1,3 = N1 +N3, a1,3 = J−1(J1a1 +

J3a3) and a†1,3 = J−1(J1a
†
1 + J3a

†
3) satisfying the Heisenberg algebra

[N1,3, a1,3] = −a1,3, [N1,3, a
†
1,3] = a†1,3, [a1,3, a

†
1,3] = 1.

Then

H0 = U(N1,3 −N2)
2 + J(a†1,3a2 + a†2a1,3),

such that the modes of wells 1 and 3 are now represented by the single mode “1, 3”.

The two-well model exhibits a self-trapping regime, with onset in the vicinity of

χ ≡ UN/J ≃ 1 [9, 59]. This translates to a resonant tunneling regime for the triple-well

model. Here we follow the approach of using semiclassical analysis [64], such that this

regime may be clearly identified. Using the usual number-phase correspondence, that is,

a2 = eiθ2
√
N2, a1,3 = eiθ1,3

√
N1,3 and the conservation of boson number N1,3 +N2 = N ,

we find

h =
H0

N
= UN(1 − 2n2)

2 + 2J
√

(1 − n2)n2 cosϕ,

where n2 = N2/N and ϕ = θ1,3− θ2. Consider the dynamics where the initial condition

is n2 = 0. At the initial time t = 0 the system has the energy h = UN . By energy

conservation at all times, we obtain the expression

n2 =
1

2
−
√
χ2 − cos2 ϕ

2χ
. (2.7)

The conditions χ > 1 and | cosϕ| = 1 (maximum value) imply that 0 ≤ n2 ≤ 0.5. From

Eq. 2.7, we conclude that when χ ≫ | cosϕ|, n2 → 0, and the bosons are distributed

between the wells labeled 1 and 3, producing the resonant tunneling regime.

2.7.2 Effective integrable Hamiltonian for resonant tunneling

In order to better understand the dynamics in the resonant tunneling regime, we first

observe that the integrable Hamiltonian can be written, by using the conserved quantity

N , as an effective Hamiltonian without on-site interaction (up to a global constant

UN2). Specifically H0 = HI + V , where the interaction term HI = −4UN2(N1 + N3)
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has eigenstate and eigenvalues given by

HI |N1,N2,N3⟩ = −4UN2(N1 + N3)|N1,N2,N3⟩,

and the tunneling term V = (J1a
†
1 +J3a

†
3)a2 + h.c. is treated as a perturbation. For the

isotropic case J1 = J3 = J/
√

2, [37], since n2 ≃ 0 the interaction part is HI ≃ 0 and the

wells 1 and 3 form an effective non-interacting two-well system coupled through well 2 by

a second-order process [37, 60–62] with the effective HamiltonianHeff = Jeff(a†1a3+a
†
3a1).

Recall that the transition rate from initial state |s⟩ to final state |k⟩ is expressed

W (i) = 2π|⟨k|V (i)|s⟩|2δ(Ek − Es), i = 1, 2,

where V (1) = V for first-order transition (Fermi’s golden rule), δ is the delta function

and

V (2) =
∑
m

V |m⟩⟨m|V
Es − Em

for second-order transitions. Equating second-order transition of V with the first-order

transition of Heff for the states |N, 0, 0⟩ and |N − 1, 0, 1⟩, it is found that

Jeff =
J2

8U(N − 1)
.

Observing that J2
3N1+J

2
1N3 is constant for isotropic tunneling in the regime χ≫ 1, then

it does not affect the dynamics if we consider the linear combination Jeff(a†1a3 +a†3a1) +

λ′(J2
3N1 + J2

1N3). By numerical inspection we conclude that the effective Hamiltonian

for general tunneling, which includes the anisotropic tunneling J1 ̸= J3, is given by

Heff = −λQ,

where Q = J2
1N3 + J2

3N1 − J1J3(a1a
†
3 + a†1a3) is conserved and λ−1 = 4U(N − 1).

2.7.3 Effective non-integrable Hamiltonian and quantum

control

For the non-integrable case, the effective Hamiltonian in the resonant tunneling regime

χ≫ 1 is given by Heff = −λQ+ ϵ(N3 −N1). Returning to a semiclassical analysis it is
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found that, up to an irrelevant constant,

h =
Heff

N
= −λJ2

1 (1 − n1) − (λJ2
3 + 2ϵ)n1

+ 2λJ1J3
√
n1(1 − n1) cosφ,

where n1 = N1/N and φ = θ1 − θ3. For initial condition n1 = 1 and n3 = 0 we have

h = −λJ2
3 , a constant. Applying energy conservation and the condition cosφ = ±1, we

find that the amplitude of oscillation ∆n (Fig. 5d) is given by ∆n = 1/(1 + γ2), where

γ = [λ(J2
1 − J2

3 ) − 2ϵ]/2λJ1J3. Hamilton’s equation gives

Ṅ1 = −∂Heff

∂θ1
= 2λJ1J3

√
N1(N −N1) sinφ,

⇒ ṅ1 = 2λJ1J3
√
n1(1 − n1) sinφ.

Using the Ansatz n1 = 1 − ∆n sin2(ηt), we can easily verify that the above results

provide analytic expressions for the expectation values

⟨n1⟩ = 1 − ∆n sin2 (ωJt/2) , ⟨n3⟩ = ∆n sin2 (ωJt/2) ,

where ωJ is the frequency given by Eq. 2.6. Results for similar types of investigation

have been presented in the case of pair-tunneling between two wells[62].

2.7.4 Physical realization

Here we discuss the feasibility of physical realization of the triple-well Hamiltonian

(3.1), through use of Bose-Einstein condensates (BECs) of dipolar atoms.

Three parallel, tightly focused Gaussian beams, with waist of 1 µm and wavelength

λ = 1.064 nm, separated by a distance l = 1.8µm, form an optical triple-well potential

aligned along the y-axis [37]. A transverse beam, with waist of 6 µm, provides xz-

confinement. For such a setup, in the harmonic approximation the potential of each

well i = 1, 2, 3 is symmetrically cylindrical and is given by

Vtrap(x, y, z) =
3∑

i=1

(
1

2
mω2

xx
2 +

1

2
mω2

r((y − yi)
2 + z2)

)
,

where yi = l, 0,−l. The trap frequencies ωx and ωr can be controlled by the intensity of

the laser beams. This configuration facilitates the formation of three cigar-shaped wells.

We consider a system of bosons with dipole-dipole interactions to provide long-range

interactions, and weakly repulsive contact interactions to promote condensate stability

[65]. The dipoles are oriented along the z-direction. See Fig. 2.7.
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The transverse beam performs the function of the external field that controls the

device. Its focus, when displaced along the y-axis by ∆y, introduces the potential

energy

Vbrak(y) =
1

2
mω2

y∆y(2y + ∆y).

This generates a potential difference, resulting in the external field strength ϵ = mω2
y∆yl.

The frequency of the transverse laser (ωy) is much lower than the frequency of the par-

allel lasers (ωr), so that displacement by ∆y introduces a “tilting” of wells 1 and 3.

These are the relevant wells in the resonant tunneling regime. (More details can be

seen in Appendix C).

For the case of a dipolar BEC of 52Cr [26], we numerically find that the integrability

condition, with α ∼ 5.8, is achieved for ωx ∼ 2π × 64 Hz, ωr ∼ 2π × 220 Hz, where we

assumed the Gaussian approximation for the ground state. The value of U obtained

in units of J is U/J ∼ 7.5 × 10−3, which means that the resonant tunneling regime

can be achieved for N ≫ 130 atoms. In principle, this condition can be satisfied

experimentally [26]. As an example, for N ∼ 5000 atoms, with ωy ∼ 2π × 1.5 Hz,

translating the transverse laser by ∆y = 1.8µm we obtain ϵ/h ∼ 3.6 × 10−2 Hz. It

results in a tunneling amplitude ∆n ∼ 0.25, which means that 25% of the population of

the source in the initial state |N, 0, 0⟩ switch to the drain, and back, through harmonic

tunneling. This example approaches the case of Fig. 2.6b.

Another strongly dipolar BEC which can be considered is 164Dy [66]. In this case,

we calculate α ∼ 5.9 for ωx ∼ 2π× 22.7 Hz, ωr ∼ 2π× 67.3 Hz with U/J ∼ 2.2× 10−2.

For N ∼ 500 atoms, with ωy ∼ 2π × 0.76 Hz, this yields ϵ/h ∼ 3.0 × 10−2 Hz and

∆n ∼ 0.23.

In both cases above, the parameter choices are such that higher-order interaction

terms, such as correlated hopping, are negligible [67].

An analysis of the effects of perturbations is provided in Supplementary Material

2.9.3: Fidelity dynamics, Supplementary Figures 4 and 5.

2.8 Discussion

We have analyzed a model for boson tunneling in a triple-well system. This was con-

ducted in both integrable and non-integrable settings through variation of coupling

parameters. The model draws an analogy with a transistor through identification of

the wells as the source, gate, and drain.

In the integrable setting we identified the resonant tunneling regime between the

source and drain, for which expectation values of particle numbers in the gate are neg-
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well 1
well 2

well 3

Figure 2.7: Schematic representation of the trap geometry. Three parallel lasers (blue) are crossed
by a transverse beam (green). The cigar-shapes, in red, represent a dipolar Bose-Einstein condensate
trapped in a triple-well potential, and the green internal arrows depict the orientation of the dipoles.

ligible. Moreover, it was found that a conserved operator of the integrable system acts

as an effective Hamiltonian, which predicts coherent oscillations. This is in agreement

with observations from numerical calculations. By breaking integrability through appli-

cation of an external field to the source and the drain, we can, surprisingly, control with

remarkable precision the amplitude and frequency of the tunneling dynamics between

wells 1-3, without destroying the harmonic nature of the oscillations. Increasing the

applied field allowed for tuning the system from the switched-on configuration through

to switched-off, passing through different states.

Nonetheless, it is important to comment on the limitations of a three-mode Hamil-

tonian in the description of cold atom systems in a triple-well potential. Contributions

from higher energy levels of the single-particle spectrum cannot be ignored under cer-

tain coupling regimes. For example, the presence of the external field will ultimately

lead to level crossings as the field strength is increased. In the case of the analogous

double-well system, estimates for when this may occur have been formulated [68]. We

have undertaken checks to confirm that it is indeed possible to avoid these undesired

scenarios, within an experimentally feasible scenario. (See Supplementary Material

2.9.1, Supplementary Figure 1 for further details). However it is also noteworthy that

it is possible to include three-body, and higher, interaction terms as corrections [69] to

compensate for when the three-mode approximation breaks down.

Our results open possibilities for multi-level logic applications and consequently new

avenues in the design of atomtronic devices. In addition to what was discussed here,

other important studies of the atomtronic switching device will be explored in the next

chapter. Among them, we will extend the analysis of the quantum dynamics by choosing

other initial states, also investigating the potential that each of these states presents to

generate entangled states.
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2.9 Supplementary Material

2.9.1 Energy levels for the non-integrable Hamiltonian

In Supplementary Figure 1, we show the behavior of the energy levels for the non-

integrable Hamiltonian as we increase the external field ϵ. This will allow us to deter-

mine the range of ϵ for which the switching device can operate.

In order to control the device without unwanted virtual processes, we need the

parameter ϵ to be less than a threshold value ϵc, defined by the point where the crossing

between the energy level bands starts. For the case where |4U(N − 1)ϵ| ≫ |J1J3|, the

crossing between the two upper bands occurs when

∆E ≃ (E0 −Nϵ) − (E1 + (N − 1)ϵ) = 0

⇒ ϵc ≃ 2U

as can be seen in Supplementary Figure 1 by the brown dot-dashed lines. It is worth

noting that the gap between adjacent energy levels of the same band, 2Jeff ≃ 2ϵ,

increases with ϵ. This increase causes a tendency toward self-trapping, as can be seen

in the amplitude equation, ∆n = 1/(1+γ2) ≃ 1/(1+(4U(N−1)ϵ)2/(J1J3)
2), presented

in Methods.

Considering switched-off states to be defined by the condition ∆n < 1/N , the ϵ

dependency for the switched-off configuration becomes

J1J3

4U
√

(N − 1)
< ϵ < 2U. (2.8)

This means that the device’s controlled tunneling occurs for ϵ < J1J3/4U
√

(N − 1),

Supplementary Figure 1. Energy levels. E/JN vs. external field ϵN/J . The orange ball lines
mark the initial energy: E = UN2 − Nϵ. According to Eq. 2.8, the blue dot line marks the region
of the parameter ϵ for which the switched-off configuration starts, while the brown dot-dashed lines
mark the threshold parameter ϵc ≃ 2U , above which unwanted virtual tunneling may occur. The green
dashed line corresponds to the switched-off point shown in Supplementary Figure 2 with the diamond
mark. The switching device operates between 0 ≤ ϵ < ϵc. a: N = 30 and U = 0.34, UN/J ≃ 10. b:
N = 60 and U = 0.17, UN/J ≃ 10. Only the two highest energy bands are plotted.
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while the off-state range occurs between J1J3/4U
√

(N − 1) < ϵ < 2U . For the case of

Supplementary Figure 1b, the off-state range is given by 0.1 ≤ ϵ < 0.34, in accordance

with Fig. 2.6 of the main article.

2.9.2 Comparison between analytic expressions and numerical

diagonalization

Supplementary Figure 2 presents the period dependence on the external field obtained

from the analytic expression for the frequency, Eq.(2.6) in the main article. It com-

pares three points obtained from numerical analysis, giving support that the analytic

expressions are in accordance with quantum dynamics. In Supplementary Figure 3, it

is shown how the temporal evolution of amplitude oscillation depends on the external

field for the resonant tunneling case.

Supplementary Figure 2. Period of oscillation. JT vs. the external field ϵ/J . The orange line
shows the period function obtained from the analytic expression through Eq.(2.6) in the main text,
compared with numerical points marked in “x”. The other markers correspond to the values of the
period of Figs. 5a (blue circle), 5b (yellow triangle) and 5c (lime diamond) in the main article, also
obtained from numerical analysis. The configuration used here has N = 60, U/J = 0.17, and initial
state |60, 0, 0⟩.

2.9.3 Fidelity dynamics

In using properties of integrability to draw conclusions about this model, it is impor-

tant to understand the effects of perturbations away from the integrable point. It has

been found that breaking the integrability, through an external field, still allowed for

predictions of the amplitude and frequency in the resonant tunneling case. Here an

extended analysis is presented to highlight the effects of another integrability-breaking

perturbation.

We use fidelity, which is computed through F (t) = |⟨ψ0|ψ(t)⟩|2 where |ψ0⟩ =

|N, 0, 0⟩, and time-evolution is governed by the Hamiltonian

H = H0 + ξN1N3 + ϵ(N3 −N1) (2.9)
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Supplementary Figure 3. Source dynamics. ⟨n1⟩ vs. the external field ϵ/J . The graph shows
the harmonic dynamic evolution of the fractional occupation in well 1 (source) as a function of time
and external field parameter ϵ. The dynamics of ϵ/J = 0 (cyan line), ϵ/J = 0.02 (yellow line) and
ϵ/J = 0.17 (lime line) are highlighted and the dashed pink line is marking the amplitude function ∆n.
The configuration used here has N = 60, U/J = 0.17, and initial state |60, 0, 0⟩, as in Fig. 2.6 of the
main text. Recall that the dynamics of well 3 (drain) has the same configuration, however it is out of
phase by π, while ⟨n2⟩ = 0.

where ξ is the perturbation parameter. This quantity allows for an investigation of the

probability to revisit the initial state configuration after some period of time evolution,

complementing the earlier dynamics studies.

Supplementary Figure 4 presents fidelity dynamics in the integrable case for different

values of the interacting parameters U . Clearly, the probability to find the initial state

becomes relevant in the Josephson and Fock regimes, cf. Fig. 2.3 in the main article.

In the resonant regime, the initial state can be recovered to a high degree of accuracy.

As ⟨N2⟩ ≃ 0 in this regime, almost the entire boson population periodically tunnels

back and forth. The probability of the initial state |N, 0, 0⟩ to be transferred to the

drain as |0, 0, N⟩, is close to 1.

Supplementary Figure 5 illustrates the impacts of perturbation, through ξ ̸= 0, for

the cases analogous to those of Fig. 2.6 a, 2.6 b in the main article. It is verified that

increasing the value of the perturbation leads to a decrease in the fidelity until there

are no oscillations. This limit occurs when the perturbation is less than the order of

Jeff . Interestingly, when the external field ϵ is included (dotted lines of the graphs), it

improves the fidelity compared ϵ = 0 (solid lines of the graphs). Thus the external field

term renders the harmonic dynamics of the system in the resonant tunneling regime to

be more resistant to perturbation.

In summary, the integrability breaking coupling ϵ does not destroy the harmonic

nature of oscillations in the resonant tunneling regime. It does influence the period and

amplitude, resulting in localization in wells 1 and 3. But this occurs in a fashion which is

predictable, through the results of the classical analysis. In contrast, the coupling ξ does
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Supplementary Figure 4. Fidelity. F vs. time Jt for the Hamiltonian Eq. 2.9, with ξ/J = 0 and
ϵ/J = 0, and four different parameter values of U/J as in Fig. 2.3 in the main article. a U/J = 0.001,
b U/J = 0.015, c U/J = 0.05, and d U/J = 0.17. The configuration has initial state |60, 0, 0⟩. Observe
the transition from the Rabi regime to Josephson from panel b to panel c.
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Supplementary Figure 5. Fidelity. F vs. time Jt for the Hamiltonian Eq. 2.9, with ϵ/h = 0
(continuous line), ϵ/J = 0.02 (dotted line) and ξ/J varying between panels. a ξ/J = 0, b ξ/J = 0.0003,
c ξ/J = 0.001, d ξ/J = 0.01 ≃ Jeff/J . The configuration has initial state |60, 0, 0⟩ and U/J = 0.17.
The parameters ϵ are chosen according to the values used in Fig. 2.6 a and 2.6 b in the main article.

destroy the harmonic nature and produces more pronounced localization, however the

effects are mitigated through increasing ϵ. When the coupling ξ is seen as a perturbation

in the sense that ξ ≪ ϵ, the device dynamics are robust against this perturbation.
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Chapter 3

Entangled states of dipolar bosons

generated in a triple-well potential

This chapter investigates the generation of entangled states in the resonant dynamic

regime of the integrable triple-well Hamiltonian presented in the previous Chapter 2. In

addition to the initial state proposed there, we extend the analysis of the entanglement

dynamics to other initial states. We also identify the instant in time evolution at which

entanglement is maximum, with precise approximations given by analytical formulas,

providing a physical discussion of this state. The main content of this chapter was

published in SciPost Physics1.

3.1 Foreword

Entanglement is a fundamental quantum resource, one which underpins many propos-

als for the implementation of quantum technology. Ultracold quantum gases have been

viewed, for some time, as one of the most promising avenues for the physical produc-

tion and manipulation of entangled states [70]. Experimental efforts towards achieving

macroscopic entanglement continue to drive significant research activity, e.g. [71–76].

Our main objective here is to expand on the analysis conducted in Chapter 2 [43]

in two complementary directions. The first of these is to investigate and understand

the behaviour of the device with respect to a variety of initial conditions. In the

previous Chapter 2, the dynamical evolution was only considered for an initial state

with all particles in well 1, |N, 0, 0⟩. Here, we extend the investigations to the case

of initial states with bosons distributed over the wells. It is found that the harmonic

character of oscillations is still present for appropriately chosen interaction strengths,

1Entangled states of dipolar bosons generated in a triple-well potential, Arlei P. Tonel, Leandro
H. Ymai, Karin Wittmann W., Angela Foerster, Jon Links, SciPost Phys. Core 2 2, 3 (2020),
doi:10.21468/SciPostPhysCore.2.1.003
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and the dynamics can be succinctly described. Encouraged by that result, we then turn

attention to an analysis of the entanglement generated within the device under time-

evolution. That is, our aim is to input non-entangled states and analyse the capacity

of the device to produce entangled states of an ultracold quantum gas. Due to the

integrability of the system, many results can be obtained through analytic formulae.

The chapter is organised as follows. The integrable Hamiltonian is presented in

Sect. 2, and an analysis is given for the energy spectrum. In Sect. 3.3 we conduct com-

putations for the quantum population dynamics, and identify the resonant tunneling

regime. We then introduce an effective Hamiltonian, which leads to analytic expres-

sions for the frequency and amplitude of coherent oscillations between the outer wells.

We also undertake numerical calculations for the quantum fluctuations. Sect. 3.4 deals

with entanglement dynamics for different initial states, and in Sect. 3.5 we obtain an

analytic expression for the time-evolution of states in the resonant regime. Sect. 3.6

contains final remarks.

3.2 Integrable Hamiltonian

An integrable model for a dipolar bosons loaded in an aligned triple-well potential

was recently studied in [43]. In particular, the breaking of integrability was used to

control the tunneling between the two external wells, thus implementing an atomtronic

switching device. In this work, we investigate this model in more detail. The integrable

triple-well Hamiltonian is given by

H = U (N1 −N2 +N3)
2 + J1

(
a†1a2 + a†2a1

)
+ J3

(
a†2a3 + a†3a2

)
. (3.1)

It describes interactions between dipolar bosons in a triple well potential (with strength

U), and tunneling between neighbouring wells (with strength J1 and J3). See Suppl.

Material 3.7.1. The derivation of the Hamiltonian from first principles, and experimen-

tal feasibility, is discussed in Supp. Material 3.7.2 (In Appendix C, a slightly more

detailed version is shown.) Hereafter, we set J1 = J3 = J/
√

2, and work in units such

that ℏ = 1.

The Hamiltonian commutes with the total number operator N = N1 + N2 + N3.

For each fixed value of N , the Hamiltonian acts on a Hilbert space with dimension

d = (N + 1)(N + 2)/2. Beyond the total number of bosons, the operator

Q =
J2

2

(
N1 +N3 − a†1a3 − a1a

†
3

)
(3.2)

is also conserved. We remark that Q does not commute with the Hamiltonian if periodic
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boundary conditions are imposed.

First, we illustrate the structure of the energy levels. We fix the parameters J = 1

and N = 20 and only consider U > 0. In Fig. 3.1, we plot the ordered energies for four

choices of the interaction parameter U . For U = 0, there are 2N + 1 distinct energy

levels and a high level of degeneracy, with a uniform gap ∆E = J between adjacent

levels. For U ̸= 0 the energies mix and it is clearly seen that the energy spectrum

undergoes qualitative changes as U is varied. In particular, we observe the emergence

of new energy bands, for sufficiently large values of U , with the gap between bands

occurring at a larger energy scale.

0 50 100 150 200
n

0

50

100

E
n

Figure 3.1: Ordered energy levels. Arranging the energy levels according to En ≤ Em for n<m, the
figure shows En versus the level n. From top to bottom: U = 0.3 (red), U = 0.1 (green), U = 0.05
(orange) and U = 0 (blue), for N = 20.

A complementary presentation is provided in Fig. 3.2, where the energy level depen-

dence is plotted against the dimensionless parameter UN/J .

0 1 2 3 4 5 6
UN/J

10

20

30

E
/J

Figure 3.2: Energy level distribution. The dimensionless energies E/J are plotted against dimensionless
coupling parameter UN/J . At UN/J = 0 the energies are equidistant and degenerate. As UN/J
increases, the energies mix until reaching a nearly uniform distribution around UN/J ≃ 1 (the dot-
dashed vertical line). Increasing UN/J further leads to the re-emergence of energy bands.

At the intermediate interaction regime, UN/J ∼ 1, a band structure begins to
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emerge (see the vertical line in Fig. 3.2). By increasing the dimensionless coupling

parameter, the number of bands increases with non-uniform spacing between them. In

the strong interaction regime UN/J ≫ N2, all energy levels tend to degenerate into

bands. In the extreme limit UN/J → ∞, the number of bands is (N + 2)/2 if N is

even and (N + 1)/2 if N is odd.

3.3 Quantum population dynamics

The time evolution of any state is governed by

|Ψ(t)⟩ =
d∑

n=1

an exp(−iEnt)|ϕn⟩, (3.3)

where an = ⟨ϕn|Ψ0⟩ for initial state |Ψ0⟩, and {|ϕn⟩} is a set of normalised eigenvectors

associated with the energy eigenvalues {En}. We will analyse the dynamical evolution

for the following class of initial Fock states

|N − l − z, l, k⟩ =
(a†1)

N−l−k√
(N − l − k)!

(a†2)
l

√
l!

(a†3)
k

√
k!

|0, 0, 0⟩, (3.4)

where l = 0, 1, 2, . . . , N and 0 ≤ k ≤ N− l. These Fock states are the most general non-

entangled, number-conserving, pure states. The expectation value of the population in

each well is computed through

⟨Ni(t)⟩ = ⟨Ψ(t)|Ni|Ψ(t)⟩, i = 1, 2, 3. (3.5)

In [43], the dynamics of the population expectation values was studied for the initial

state |N, 0, 0⟩. There a resonant tunneling regime was identified for UN/J >> 1,

where near-coherent oscillations occurred between wells 1 and 3. By coherent, we

mean oscillations in the expectation values which have the same waveform, the same

frequency, and constant phase difference. This regime coincides with the emergence of

energy bands as depicted in Fig. 2. Below we extend this analysis to the class of initial

states (3.4). First, we find that each of the energy bands can be associated with labels

l and N − l. In particular, all states in each band have, approximately, the expectation

value ⟨N2⟩ ≈ l or ⟨N2⟩ ≈ N − l. Moreover, it is anticipated that there will still be

oscillations between wells 1 and 3 for initial states (3.4). An example is given in Fig.

3.3.

Fig. 3.3 shows two distinctive characteristics. The first is confirmation that ⟨N2⟩ is
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Figure 3.3: Expectation value dynamics. Dimensionless units are used. The panels show results for
⟨Ni⟩, i = 1, 2, 3, with UN/J = 6 and the choice of initial states: (a) |20, 0, 0⟩; (b) |18, 2, 0⟩; (c) |16, 4, 0⟩
and (d) |14, 6, 0⟩. ⟨N1⟩ is represented by the solid red line, ⟨N2⟩ by the dotted cyan line, and ⟨N3⟩ by
the dashed blue line.

approximately constant for all choices of the initial states shown. The second, however,

is that as the parameter l in (3.4) is increased, there is a loss of coherence in the oscil-

lations between wells 1 and 3. The reason for that loss of coherence can be appreciated

from Fig. 3.4.

Figure 3.4: Energy level distribution. Dimensionless units are used. This figure is similar to Fig. 2,
but displayed at a different scale. The labels shown on each band give the (approximate) possible
values of ⟨N2⟩ for states within the band. The vertical line indicates UN/J = 6. The circles point out
the four energy bands associated with the four initial states for the dynamics shown in Fig. 3.3.

To understand the above behaviour we define the sets Vl = {|N − k − l, l, k⟩ :

k = 0, ..., N − l}. Then Vl ∪ VN−l provides a basis for each band in the UN/J → ∞
limit. When UN/J is sufficiently large, but finite, these sets still provide accurate

approximations for the bases. But as l increases for l ≤ N/2, or alternatively l decreases

for l ≥ N/2, the threshold value of UN/J which ensures well-separated bands increases.

For l = 0 the band in Fig. 3.4 is clearly identifiable, whereas that for l = 6 is not. As

we can see in Fig. 3.3, the dynamics for the initial state |20, 0, 0⟩ leads to coherent

oscillations, whereas the dynamics for |14, 6, 0⟩ is not coherent.
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The identification of approximate bases for the energy bands leads to a significant

simplification in the computation of the dynamics, in the case when UN/J is sufficiently

large that the bands are well separated. This is what we term the resonant tunneling

regime. In this case the analysis is simplified through use of an effective Hamilto-

nian defined through the conserved operator Q. Using the technique of first-order and

second-order transition processes [60, 62], we find that for an initial state of the form

(3.4) the effective Hamiltonian is

Heff = −λlQ, (3.6)

where Q is given by (3.2) and

λl =
1

4U

(
l + 1

N − 2l − 1
− l

N − 2l + 1

)
. (3.7)

Using semiclassical analysis (see details in [43]), we obtain analytic expressions for the

time evolution of the expectation value of populations in wells 1 and 3. Specifically

⟨N1⟩ =
1

2
(N − l + (N − l − 2k) cos(ωlt)) (3.8)

⟨N3⟩ =
1

2
(N − l − (N − l − 2k) cos(ωlt)) , (3.9)

where ωl = λlJ
2 is the frequency.

The formulae indicate that the initial population in well 3, i.e. k, does not affect the

frequency of oscillation. However, it does impact on the amplitude. For k = l = 0 we

recover the results discussed in [43] and maximum amplitude oscillations are attained.

It is easily seen from (3.8,3.9) that equality of the expectation values ⟨N1⟩ and ⟨N3⟩
occurs when t = (2n+ 1)T/4, n ∈ N, where T = 2π/ωl is the period of oscillation. We

confirm from numerical computations that this is also the case when the Hamiltonian

(3.1) is used, rather than the effective Hamiltonian (3.6). See Fig. 3.5, where N = 60

is used to allow comparison with the results of [43]. For (a) – (c) the parameter

U = 0.17 was chosen to lie in the resonant regime, as explained above (see Fig. 3.3).

The value of U = 0.7 for the panels (d) – (f) was chosen such that the oscillations

have, approximately, half the frequency of those in (a) – (c).

A method to approximately identify the beginning of the resonant regime in terms

of the parameter U as a function of the band l (See Fig. 3.4), can be found in Appendix

E of the thesis.

In order to gain insights into the quantum fluctuations of the coherent oscillations

in the resonant regime, we now consider the variance of the expectation values. The
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Figure 3.5: Expectation value dynamics. Dimensionless units are used. We set J = 1 and N = 60.
The left panels are for U = 0.17 and the initial states : |60, 0, 0⟩ [43], |40, 0, 20⟩ and |30, 0, 30⟩. The
right panels are for U = 0.7 and the initial states: |51, 9, 0⟩, |36, 9, 15⟩ and |26, 9, 25⟩. The solid red
line is for ⟨N1⟩, the dotted green line is for ⟨N2⟩ and the dashed blue line is for ⟨N3⟩.

variance σ2
j of the expectation value ⟨Nj⟩ is defined by

σ2
j (t) = ⟨N2

j (t)⟩ − ⟨Nj(t)⟩2. (3.10)

Obviously, a semi-classical calculation leads to the result that the fluctuations are zero.

Consequently, we compute values of the variance obtained through numerical diago-

nalisation of the Hamiltonian (3.1). Fig. 3.6 shows the normalised variance of ⟨N1⟩,
σ2
1/(N − l)2, for the same initial states as in Fig. 3.5. For each N (assumed even), the

maximum amplitude for the variance occurs when wells 1 and 3 of the initial state are

equally populated, while the minimum amplitude is obtained when one of the wells 1

or 3 is empty for the initial state. Observe that the period of the variance is T/2, where

T is the period of the expectation value oscillations in wells 1 and 3. The maximum

amplitude occurs at the times (2n + 1)T/4, n ∈ N. These times will be seen to be

significant in the subsequent discussion on entanglement.
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Figure 3.6: Time evolution of quantum fluctuations. Dimensionless units are used, and the fluctuations
are normalised by (N − l)2. We set J = 1 and N = 60. The left panel is for U = 0.17, l = 0 and initial
states: |60, 0, 0⟩ (dot blue line), |40, 0, 20⟩ (dashed cyan line) and |30, 0, 30⟩ (solid red line). The right
panel is for U = 0.7, l = 9 and initial states: |51, 9, 0⟩ (dotted orange line), |36, 9, 15⟩ (dashed green
line) and |26, 9, 25⟩ (solid blue line).
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3.4 Entanglement dynamics

For the following discussion we define the density matrix as

ρ(t) = |Ψ(t)⟩⟨Ψ(t)|

and the reduced density matrices

ρ1(t) = tr2 tr3 ρ(t), ρ2(t) = tr1 tr3 ρ(t), ρ3(t) = tr1 tr2 ρ(t)

where trj denotes the partial trace over the space of states for well j. The von Neumann

entropy, defined as [77]

Sj(ρ(t)) = −tr (ρj(t) log ρj(t)) (3.11)

provides a measure of the bipartite entanglement between the subsystem of well j

and the other two wells2. We also define the effective von Neumann entropy, which is

calculated through the effective Hamiltonian (3.6). That is, for state evolution governed

by

|Ψ̃(t)⟩ = exp(−itHeff)|Ψ0⟩

we define

ρ̃(t) = |Ψ̃(t)⟩⟨Ψ̃(t)|

and the reduced density matrices

ρ̃1(t) = tr2 tr3 ρ̃(t), ρ̃2(t) = tr1 tr3 ρ̃(t), ρ̃3(t) = tr1 tr2 ρ̃(t)

where trj denotes the partial trace over the space of states for well j. Then the effective

von Neumann entropy is simply

Sj(ρ̃(t)) = −tr (ρ̃j(t) log ρ̃j(t)). (3.12)

Fig. 3.7 shows evolution of the entanglement between well 1 and the rest of the

system, calculated from Eq. (3.11) for the Hamiltonian (3.1), and Eq. (3.12) for the

effective Hamiltonian (3.6). The initial state is |20, 0, 0⟩, and four values are shown for

the parameter UN/J from weak interaction (Fig. 3.7 (a)) into the resonant tunneling

regime (Fig.3.7 (d)). In the latter case there is excellent agreement between S1(ρ(t)) and

S1(ρ̃(t)). It is seen that the entanglement is a decreasing function of UN/J , indicating

a tendency towards localisation. Note that the maximum entanglement that can be

generated is Smax = log d (dashed blue line), where d = (N + 1)(N + 2)/2. However,

2There is freedom to choose the base for the logarithm. Throughout, we use base 2.
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for the effective Hamiltonian the maximum entanglement that can be generated is

S̃max = log(N − l + 1)) (dot-dashed blue line).
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Figure 3.7: Entanglement dynamics. Dimensionless units are used. For all cases, N = 20 and J = 1,
and the initial state is |20, 0, 0⟩. (a): UN/J = 0.02, (b): UN/J = 0.2, (c): UN/J = 2, and (d):
UN/J = 20. The orange lines depict S1(ρ(t)) and the dotted cyan lines depict S1(ρ̃(t)). The dashed
blue lines (panels (a) and (b)) depict the maximum entanglement, while the dot-dashed line (panel
(d)) represents the maximum entanglement that can be generated by the effective Hamiltonian (3.6).

In Fig. 3.8 the entanglement dynamics governed by the effective Hamiltonian is

shown for six initial states in the resonant regime, the same as in Figs. 3.5 and 3.6.

The maximum entanglement occurs in the vicinity of t = (2n + 1)T/4. (These curves

exhibit some irregular behaviours. It is difficult to precisely identify the times at which

the maxima occur.) The times t = (2n+1)T/4 are also those for which the expectation

values ⟨N1⟩ and ⟨N3⟩ are equal (Fig. 3.5), and their quantum fluctuations are maximal

(Fig. 3.6).
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Figure 3.8: Entanglement dynamics under the effective Hamiltonian. Dimensionless units are used.
We set J = 1 and N = 60. The left panel is for U = 0.17, l = 0 and initial states : |60, 0, 0⟩ (dashed
blue line), |40, 0, 20⟩ (cyan line) and |30, 0, 30⟩ (thicker red line). The right panel is for U = 0.7, l = 9
and initial states: |51, 9, 0⟩ (dashed orange line), |36, 9, 15⟩ (green line) and |26, 9, 25⟩ (thicker blue
line).

3.5 Coherent state description

In this section we provide an explicit formula for states evolving under the effective

Hamiltonian (3.6). These states belong to the class of su(2) coherent states [78], and
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an expression for them can be compactly presented. Recall the Jordan-Schwinger rep-

resentation of su(2)

Jx =
1

2
(a†1a3 + a1a

†
3), Jy = − i

2
(a†1a3 − a1a

†
3), Jz =

1

2
(N1 −N3)

satisfying the commutation relations [Ja,Jb] = iϵabcJc. The time evolution operator

Ũ(t) = exp(−itHeff) = exp(iωlt(N1 + N3)/2) exp(−iωl tJx) has the action (neglecting,

without loss of generality, the overall phase exp(iωlt(N1 +N3)/2))

Ũ(t)a†1Ũ
†(t) ∝

(
cos(ωlt/2)a†1 − i sin(ωlt/2)a†3

)
,

Ũ(t)a†2Ũ
†(t) ∝ a†2,

Ũ(t)a†3Ũ
†(t) ∝

(
−i sin(ωlt/2)a†1 + cos(ωlt/2)a†3

)
.

For initial state |N − l − k, l, k⟩, the above expressions lead to the following form for

the time-dependent state

|Ψ̃(t)⟩ = Ũ(t)|N − l − k, l, k⟩

∝
√

(N − l − k)!
√
k!

k∑
j=0

N−l−k∑
p=0

(−i)(j−p−k)
√

(j + p)!

p!(N − l − k − p)!

√
(N − l − p− j)!

j!(k − j)!

× (sin(ωlt/2))(k+p−j)(cos(ωlt/2))(N+j−l−k−p)|N − l − p− j, l, j + p⟩
(3.13)

that can be rearranged to provide the wavefunction in a closed form (including the

overall phase exp(iωlt(N1 +N3)/2) = exp(iωlt(N − l)/2))

|Ψ̃(t)⟩ = exp(itωl(N − l)/2)
N−l∑
n=0

bn(k, l, t)|N − l − n, l, n⟩, (3.14)

where bn(k, l, t) is given explicitly in Suppl. Material 3.7.3. Note that
N−l∑
n=0

|bn(k, l, t)|2 =

1 for all t.

While the formulae (3.13), (3.14) are not exact for the Hamiltonian (3.1), they

provide an excellent approximation in the resonant tunneling regime. This is confirmed

by calculations for the fidelity, F , defined by [3]

F = |⟨Ψ(t)|Ψ̃(t)⟩|.

Illustrative examples are depicted in Fig. 3.9 below, where the parameter values are the
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same cases as those for Figs. 3.5, 3.6 and 3.8. The high values for the fidelity confirm

the validity of the coherent state approximation. Note that the right panels in Fig. 3.9,

where l = 9, are shown for a higher value of U compared to l = 0 shown in the left

panels. As mentioned earlier, this higher value of U is required in order to reach the

resonant tunneling regime with well separated energy bands.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.9: Fidelity as a function of time. Left panels: U = 0.17 and l = 0, for N = 60 and initial
states (a): |60, 0, 0⟩, (b): |40, 0, 20⟩ and (c): |30, 0, 30⟩. Right panels: U = 0.7 and l = 9, for N = 60
and initial states (d): |51, 9, 0⟩, (e): |36, 9, 15⟩ and (f): |26, 9, 25⟩.

In principle, the coherent state expression (3.13) can be used to compute several

important physical properties in the resonant tunneling regime for initial states (3.4).

In Figure 3.10 below, the Fock state probabilities at t = T/4 are depicted. Each

probability |cn|2 is associated with the basis vector |60 − l − n, l, n⟩. These quantities

are obtained through the dynamics of the Hamiltonian (3.1). The values closely match

those given by the equivalent coherent state approximation through (3.14). The most

probable states are: (a): |30, 0, 30⟩, (b): |58, 0, 2⟩ and |2, 0, 58⟩, (c): |60, 0, 0⟩ and

|0, 0, 60⟩, (d): |26, 9, 25⟩ and |25, 9, 26⟩, (e): |48, 9, 3⟩ and |3, 9, 48⟩ and (f): |51, 9, 0⟩
and |0, 9, 51⟩.

From these results one can identify that panels (c) and (f) show the states with the

most uniform probability distribution. This helps to understand why the variance, and

the entanglement entropy, increases with increasing number of particles k in well 3 of

the initial state. The decomposition of the state in terms of Fock states comprises an

increasing number of components with increasing k. This correlates with the cases for

k = N/2 (N even), or k = (N ± 1)/2 (N odd) having the highest variance, as shown in

Fig. 3.6, and the most entanglement, as shown in Fig. 3.8.

3.6 Discussion

In this work we analysed the capacity for entanglement generation in the integrable

triple well model. Our study was mostly undertaken in the resonant tunneling regime.
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(a)
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(c)

↙|58, 0, 2⟩ |2, 0, 58⟩↘

←|60, 0, 0⟩ |0, 0, 60⟩→

(d)

(e)

(f)

→|26, 9, 25⟩ ←|25, 9, 26⟩

↙|48, 9, 3⟩ |3, 9, 48⟩↘

←|51, 9, 0⟩ |0, 9, 51⟩→

Figure 3.10: Fock state probabilities. Results shown for t = T/4 and N = 60. The index n labels the
Fock state |N − l − n, l, n⟩, and |cn|2 denotes the probability associated to it. Left panels: U = 0.17
and l = 0 for initial states (a): |60, 0, 0⟩, (b): |40, 0, 20⟩ and (c): |30, 0, 30⟩. Right panels: U = 0.7
and l = 9 for initial states (d): |51, 9, 0⟩, (e): |36, 9, 15⟩ and (f): |26, 9, 25⟩. The vertical dashed lines
mark the midpoints of the probability distributions. In the right column, where l = 9, the results
display a slight asymmetry with respect to reflections about the midpoints.

We considered a class of unentangled initial states and studied the quantum evolution.

We conducted calculations of population expectation values, quantum fluctuations, and

entanglement. We found that the maximum entanglement occurred when the expec-

tation values for populations in wells 1 and 3 are equal, where also their variances are

maximal. We identified the time interval required to achieve the maximum entangle-

ment. Analytic formulae for the evolution of the states were also obtained.

The next natural step is to study a more complex system of the integrable family

of multi-well Hamiltonians presented in the Introduction. In this sense, we will subse-

quently investigate the integrable closed four-well model, which consists of 2+2 modes.

Through an analysis of the quantum dynamics of this four-well system in the resonant

tunneling regime, we will observe interesting interference arising between these two

modes. This effect, which is not present in the triple well case, opens new possibilities

for physical applications, as we will see in the next chapter.
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3.7 Supplementary Material

3.7.1 Integrable Hamiltonian

The extended triple-well Hamiltonian has the general structure [37]

H =
U0

2

3∑
i=1

Ni(Ni − 1) +
3∑

i=1

3∑
j=1;j ̸=i

Uij

2
NiNj − J1(a

†
1a2 + a1a

†
2) − J3(a

†
2a3 + a2a

†
3).

(3.15)

Observing that N2 = (N2
1 +N2

2 +N2
3 ) + 2N1N2 + 2N1N3 + 2N2N3 leads to

H =
U0

2
(N2 −N) + (U12 − U0)N1N2 + (U13 − U0)N1N3 + (U23 − U0)N2N3

− J1(a
†
1a2 + a1a

†
2) − J3(a

†
2a3 + a2a

†
3). (3.16)

Considering the particular case where U13 = U0, and the symmetry configuration where

U12 = U23 = αU0, the resulting Hamiltonian is integrable [24, 43] and can be written as

H0 =
U0

2
(N2 −N) + (α− 1)U0N2(N1 +N3) − J1(a

†
1a2 + a1a

†
2) − J3(a

†
2a3 + a2a

†
3)

where α is a constant parameter that depends only on the ratio l/σx, while σx is the

width of the Gaussian cloud along the x-direction. Now, setting U = (α − 1)U0/4, we

demonstrate that the integrable Hamiltonian (3.1) is related to H through

H = −H0 + (α + 1)U0N
2/4 − U0N/2

= U(N1 −N2 +N3)
2 + J1(a

†
1a2 + a†2a1) + J3(a

†
2a3 + a†3a2).

3.7.2 Experiment feasibility

In order to discuss how to physically implement our proposal in a laboratory setting,

and to provide numerical values of parameters for experimental setups in the cases of

Chromium and Dysprosium, which produce the desired dipole-dipole coupling param-

eters, we follow the main lines of the discussion presented in [26, 37]. For the general

Hamiltonian that takes into account both contact and dipole-dipole interactions, we

have

H =

∫
d3r⃗Ψ†(r⃗) (H0) Ψ(r⃗) +

1

2

∫
d3r⃗d3r⃗′Ψ†(r⃗)Ψ†(r⃗′)V (r⃗ − r⃗′)Ψ(r⃗′)Ψ(r⃗), (3.17)
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where

H0 = − ℏ2

2m
∇2 + Vtrap(r⃗)

for suitable trapping potential Vtrap. The interaction potential is given by

V (r⃗ − r⃗′) = Vsr(r⃗ − r⃗′) + Vdd(r⃗ − r⃗′),

where the short-range (Vsr) and the dipole-dipole interaction (Vdd) potentials have the

form

Vsr(r⃗ − r⃗′) = gδ(r⃗ − r⃗′),

Vdd(r⃗ − r⃗′) =
Cdd

4π

(1 − 3 cos2 θ)

|r⃗ − r⃗′|3

where g = 4πℏ2a/m, a is the s-wave scattering length, Cdd = µ0µ
2, µ is the magnetic

dipole moment, µ0 is the permeability of the vacuum and θ is the angle between the

magnetic dipole moment (which is fixed in the z-direction) and the vector (r⃗− r⃗′). The

scattering length a(B) = abg (1 − ∆B/(B −B0)) can be controlled by a magnetic field

B, in the vicinity of a Feshbach resonance.

Consider the approximation

Ψ(r⃗) =
3∑

i=1

ϕi(r⃗)ai,

where ϕi(r⃗) = w0(r⃗ − r⃗i) is the localized Wannier function in the center of well i for

a single particle. The localized Wannier function is the ground state of H0 within a

harmonic approximation.

Using the above approximations, the Hamiltonian (3.17) reduces to

H =
U0

2

3∑
i=1

Ni(Ni − 1) + U12N1N2 + U23N2N3 + U13N1N3

− J1(a
†
1a2 + a†2a1) − J3(a

†
2a3 + a†3a2),
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where

Jk = −
∫
d3r⃗ϕ∗

k(r⃗)H0ϕ2(r⃗),

Usr = g

∫
d3r⃗|ϕ1(r⃗)|4,

Udd =

∫
d3r⃗d3r⃗′|ϕ1(r⃗)|2|ϕ1(r⃗′)|2Vdd(r⃗ − r⃗′),

Uij =

∫
d3r⃗d3r⃗′|ϕi(r⃗)|2|ϕj(r⃗′)|2Vdd(r⃗ − r⃗′),

and U0 = Usr + Udd. By symmetry U12 = U23, and the Hamiltonian becomes

H =
U0

2

3∑
i=1

Ni(Ni − 1) + U12N2(N1 +N3) + U13N1N3

− J1(a
†
1a2 + a†2a1) − J3(a

†
2a3 + a†3a2).

Using the conservation of N , we devolve into the same equation as Eq. (3.16).

A schematic representation of the experimental configuration is shown in Fig. 3.11.

Three cigar-shaped Bose-Einstein condensates are trapped in a triple-well potential

generated by three Gaussian beams, separated by a distance l = 1.8µm (one beam

for each potential) along the y-axis. They are crossed by a transverse beam which

provides xz-confinement. The (approximate) harmonic potential of each well i = 1, 2, 3

is symmetrically cylindrical and is locally given by

Vtrap(x, y, z) =
1

2
mω2

xx
2 +

1

2
mω2

r((y − yi)
2 + z2),

where yi = l, 0,−l, ωx is the frequency along the x-axis, and ωr is the radial frequency

in the yz-plane.

Table 3.1 lists experimental values, and resulting coupling parameters, for two differ-

ent dipolar atoms, Chromium, 52Cr, and Dysprosium, 164Dy [43]. Some of the coupling

parameters are indicated in Fig. 3.12.

3.7.3 Coherent state approximation in closed form

Consider exp (−itHeff) = V U , where

V = exp

(
iωlt

2
(N1 +N3)

)
, ωl = λlJ

2,

U = exp (−iωltJx) , Jx =
1

2
(a†1a3 + a†3a1).
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well 1 well 2 well 3

ll

w0

w̃0

Figure 3.11: Schematic representation of the trap geometry. The three cigar-shapes (purple) represent
the dipolar Bose-Einstein condensates, trapped in a triple-well potential formed by three parallel beams
(blue), with waist w0. The three beams are crossed by a transverse beam (green) with waist w̃0. The
wells are separated by a distance l = 1.8µm. The dipolar atoms are aligned to the z-axis by a magnetic
field (red arrows).

Parameters 52Cr 164Dy

distance between wells l 1.8 µm 1.8 µm

parallel laser wavelength λ 1.064 µm 1.064 µm

parallel laser waist w0 1 µm 1 µm

transverse laser wavelength λ 1.064 µm 1.064 µm

transverse laser waist w̃0 6 µm 5 µm

y − z radial trap frequency ωr/(2π) 220 Hz 67 Hz

x trap frequency ωx/(2π) 64 Hz 23 Hz

s-wave scattering length a/aB 0.1 1

dipolar scattering length add/aB 16 131

trap geometry parameter α = U12/U0 5.81 5.89

one-site interaction U0/(2πℏ) 0.019 Hz 0.046 Hz

Table 3.1: Experimental values and resulting parameters for 52Cr and 164Dy.

Using the identity

k∑
j=0

N−l−k∑
p=0

f(p+ j, p− j, p, j) =
N−l∑
n=0

∑
j∈Sn(k,l)

f(n, n− 2j, n− j, j),

where

Ik = {0, 1, 2, · · · , k},
Sn(k, l) = {j ∈ Ik : j = n− p, where p ∈ IN−l−k},
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U12 U23

U13

U0

Figure 3.12: Schematic representation of the device. The cigar-shapes (purple), represent dipolar Bose-
Einstein condensates, whose Gaussian distribution occurs predominantly in the x-direction. Dipole-
dipole interactions are characterized by U12 = U23 = αU0, and U13 = U0 is the integrability condition.
Recall that U = (α− 1)U0/4 is the parameter that appears in the Hamiltonian (3.1).

we find

U |N − l − k, l, k⟩ =
N−l∑
n=0

bn(k, l, t)|N − l − n, l, n⟩,

with

bn(k, l, t) =

√
CN−l

k

CN−l
n

∑
j∈Sn(k,l)

(−i)k+n−2jcN−l−k−n+2j
l sk+n−2j

l CN−l−k
n−j Ck

j ,

In the above expressions, the following shorthand notation is adopted for the binomial

coefficients and trigonometric functions:

Cn
k =

(
n

k

)
=

n!

k!(n− k)!
,

cl = cos (ωlt/2) ,

sl = sin (ωlt/2) .

Note that, for all t,

N−l∑
n=0

|bn(k, l, t)|2 = 1.

Thus, we have the normalised states

|Ψ̃(t)⟩ = exp(itωl(N − l)/2)
N−l∑
n=0

bn(k, l, t)|N − l − n, l, n⟩.
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Using the above formula, we find

⟨Ψ̃(t)|N1|Ψ̃(t)⟩ =
N−l∑
n=0

(N − l − n)|bn(k, l, t)|2 =
1

2
(N − l + (N − l − 2k) cos(ωlt)),

⟨Ψ̃(t)|N2|Ψ̃(t)⟩ =
N−l∑
n=0

l|bn(k, l, t)|2 = l,

⟨Ψ̃(t)|N3|Ψ̃(t)⟩ =
N−l∑
n=0

n|bn(k, l, t)|2 =
1

2
(N − l − (N − l − 2k) cos(ωlt)),

which agree with the semiclassical result presented in the main text.
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Chapter 4

Integrable atomtronic

interferometry

In this chapter, we proceed to investigate the integrable four-well model looking for

applications in interferometry. As in the previous triple well case, we consider the sys-

tem in the resonant tunneling regime. Analytic formulae for the quantum dynamics of

certain observables are derived using the conserved operators of the system. We present

the temporal evolution of the population imbalance, showing an excellent agreement

between numerical and analytical behavior, evidencing the phenomenon of interferom-

etry. By designing interferometric protocols, we expose the functionality of the system

as a high-sensitivity interferometer and also as a producer of NOON states. Finally,

we show that the system is capable of interferometry with sensitivity at the Heisenberg

limit, highlighting a connection with quantum information. The main content of this

Chapter was published in Physical Review Letter1.

4.1 Foreword

Recent developments in the manipulation of wave-like properties in matter are driving a

raft of atom-interferometric applications, in the vicinity of the Heisenberg limit, within

the field of quantum metrology [79, 80]. It has long been recognized that the ability

to effectively and efficiently harness quantum interference is equivalent to implement-

ing certain tasks in quantum computation [45]. Nowadays, ultracold quantum gases

are proving to be successful in enabling quantum simulations, for phenomena such as

quantum magnetism and topological states of matter, beyond the capabilities of clas-

sical supercomputers [81]. Through a confluence of these types of investigations, there

are several efforts to push research towards designs for atomtronic devices [36, 82, 83],

1Integrable atomtronic interferometry, D.S. Grun, Karin Wittmann W., L.H. Ymai, J. Links, and
A. Foerster, Phys. Rev. Lett., 129, 020401 (2022), doi:10.1103/PhysRevLett.129.020401
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based on circuits with atomic currents [84–87]. These devices promise high levels of

control in the manipulation of many-body systems, leading to advanced sensitivity in

metrology [88] and other quantum technologies [33, 43, 89–91].

Around a decade ago [37] a class of models was identified for physical realization of

an interferometer, using dipolar atoms. The Hamiltonian governing the time evolution

of the system is the extended Bose-Hubbard model on four sites, with closed boundary

conditions and long-ranged interactions. Here, we will study the integrable four-well

Hamiltonian that governs the temporal evolution of ultracold dipolar bosons with large

dipole moment, such as dysprosium, trapped in a circuit of four optical potentials. We

will show that it can be seen as a particular case of the four-site extended Bose-Hubbard

model. In this integrable case, there are four conserved operators, equal to the number

of degrees of freedom.

The conserved operators of the integrable system are used to guide the design of

measurement protocols for interferometric tasks (see Fig. 4.1). Our results are applica-

ble in a particular regime, designated as resonant tunneling, whereby the energy levels

separate into distinct bands. Through an effective Hamiltonian approach, the entire

energy spectrum and structure of eigenstates becomes explicit for resonant tunneling.

Moreover, the system’s behavior is clear in quantum information theoretic terms. The

interferometer is equivalent to a system of two hybrid qudits [92], and the time-evolution

of states is equivalent to the operation of a controlled-phase gate [93, 94]. We describe

proof of principle examples of high-fidelity measurement protocols to identify and pro-

duce certain NOON states [45, 80, 95–97], We also provide a physical-feasibility analysis

of the system with first-principles calculations of the Hamiltonian parameters within

an explicit Bose-atom setup (see Supplemental Material 4.7.1).

Figure 4.1: Schematic representation of the interferometric circuit with tunneling between nearest
neighbors. An initial state is prepared with M particles in site 1, and P particles in a (generally
entangled) state across sites 2 and 4. After Hamiltonian time-evolution, measurement of particle
number at site 3 is used to deduce information about the initial, or post-measurement, state across
sites 2 and 4.
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4.2 The model

An extended Bose-Hubbard Hamiltonian on a square plaquette has the form [26, 38]

H =
U0

2

4∑
i=1

Ni(Ni − 1) +
4∑

i=1

4∑
j=1,j ̸=i

Uij

2
NiNj

− J

2
[(a†1 + a†3)(a2 + a4) + (a†2 + a†4)(a1 + a3)].

(4.1)

where {aj, a†j : j = 1, 2, 3, 4} are canonical boson annihilation and creation operators,

U0 characterizes the short-range interactions between bosons at the same site, Uij = Uji

accounts for long-range (e.g. dipole-dipole) interactions between sites, and J represents

the tunneling strength between neighboring sites. The Hamiltonian commutes with

the total particle number N = N1 + N2 + N3 + N4 where Nj = a†jaj. Moreover, the

Hamiltonian is integrable when U13 = U24 = U0 and U12 = U14 = U23 = U34. It acquires

two additional conserved operators

Q1 =
1

2
(N1 +N3 − a†1a3 − a†3a1),

Q2 =
1

2
(N2 +N4 − a†2a4 − a†4a2),

such that [Q1, Q2] = [Qj, H] = [Qj, N ] = 0, j = 1, 2. Integrability results from deriva-

tion of the model through the Quantum Inverse Scattering Method. It is intimately

related to exact solvability, due to the algebraic Bethe Ansatz [98]. Hereafter we only

consider the integrable case.

4.3 Resonant tunneling regime

It is straightforward to check that there are large energy degeneracies when J = 0. From

numerical diagonalization of (4.1), with N particles and sufficiently small value of J , it

is seen that the low-energy levels coalesce into well-defined bands [99], similar to that

observed in an analogous integrable three-site model [43, 44]. In this regime, an effective

Hamiltonian Heff is obtained through consideration of second-order tunneling processes.

For an initial Fock state |M − l, P − k, l, k⟩, with total boson number N = M + P , the

effective Hamiltonian is a simple function of the conserved operators

Heff = (N + 1)Ω(Q1 +Q2) − 2ΩQ1Q2, (4.2)
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where Ω = J2/(4U((M − P )2 − 1)) with U = (U12 − U0)/4. This result is valid for

J ≪ U(M −P ), which characterizes the resonant tunneling regime. For time evolution

under Heff , both N1 +N3 = M and N2 +N4 = P are constant. The respective (M + 1)-

dimensional subspace associated with sites 1 and 3 and (P + 1)-dimensional subspace

associated with sites 2 and 4 serve as two, coupled, hybrid qudits [92], and provide the

state space for the relevant energy band. This yields a robust approximation for the

dynamics under (4.1), which we benchmark below. For later use we will designate the

qudit associated with sites 1 and 3 as qudit A, and that associated with sites 2 and 4

as qudit B.

It is found through Bogoliubov transformations that the spectrum of Heff is Eeff =

(N+1)Ω(q1 +q2)−2Ωq1q2 with q1 = 0, ...,M and q2 = 0, ..., P . Thus the time evolution

under Heff is recognized as a controlled-phase gate [93, 94]. From here, several analytic

results are accessible. For initial Fock state |M,P, 0, 0⟩, the expectation value of the

fractional imbalance I(t) between sites 1 and 3 is (in units where ℏ = 1)

I(t) ≡ ⟨N1 −N3⟩/M = cos((M + 1)Ωt)[cos(Ωt)]P . (4.3)

When P = 0, there are harmonic oscillations in the imbalance. For non-zero P , the

oscillations are no longer harmonic due to interference. For comparison, results from

numerical diagonalization of (4.1) are shown in the upper panels of Fig. 4.2

Other initial states can be studied, such as

|Φ(ϕ)⟩ =
1√
2
|M,P, 0, 0⟩ +

exp (iϕ)√
2

|M, 0, 0, P ⟩ , (4.4)

which is a product of a number state for site 1, vacuum for site 3 (qudit A), and a phase-

dependent NOON state [45, 80] across sites 2 and 4 (qudit B). We find the following

result for the fractional imbalance between sites 1 and 3:

⟨N1 −N3⟩/M = cos((M + 1)Ωt) [cos(Ωt)]P (4.5)

+ cos(ϕ) cos((M + 1)Ωt+ πP/2)[sin(Ωt)]P .

This formula provides excellent agreement with numerical calculations using (4.1). Ex-

amples are provided, for choices ϕ = 0 and ϕ = π, in the lower panels of Fig. 4.2 using

experimentally feasible parameters evaluated in Supplemental Material 4.7.1.
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Figure 4.2: Time evolution of expected fractional imbalance ⟨N1 −N3⟩ /M (dot points) for the
Hamiltonian (4.1) as a function of time t in units of seconds, with U/J ≃ 1.2, U/ℏ ≃ 2π × 19.5
Hz, J/ℏ ≃ 2π × 16.2 Hz, and different initial states : (a) |4, 0, 0, 0⟩. (b) |4, 11, 0, 0⟩. (c-d)
(|4, 11, 0, 0⟩+exp (iϕ) |4, 0, 0, 11⟩)/

√
2 with ϕ = 0 (c) and ϕ = π (d). The top panels display agreement

with the formula (4.3) (solid lines), while the bottom panels are in agreement with (4.5) (solid lines).

4.4 NOON state identification and production

The above results are sufficient to demonstrate the efficacy of the system to perform

certain interferometric tasks. First consider a black box processor P that outputs one

of two possible NOON states, either symmetric or antisymmetric. The output state,

with particle number P , is loaded into qudit B. With M particles in site 1 and zero

in site 3 of qudit A, this composite initial state is given by (5.1) with either ϕ = 0

(symmetric) or ϕ = π (anti-symmetric). Choose M such that N = M + P is odd,

let the system evolve for time tm = π/(2Ω), and then measure the particle number at

site 3. According to (4.5), there are only two possible measurement outcomes. One is

to obtain the outcome zero, which occurs with probability 1 when ϕ = π. The other

is to obtain the outcome M , which occurs with probability 1 when ϕ = 0 (cf. the

lower panels of Fig. 4.2, where the time of measurement is tm ≃ 3.57s). Moreover, this

measurement is non-destructive and the NOON state in qudit B is preserved 2.

This analytic result is an excellent approximation for the behavior governed by

(4.1). From numerical results using the parameters of Fig. 4.2, we find that the success

probability when ϕ = 0 is 0.98334, and it is 0.99383 when ϕ = π. This delivers a proof of

principle example to show that the model (4.1) has capacity to perform interferometry

with high accuracy.

Remarkably, the earlier analysis on NOON state identification can now be inverted

to show that the interferometer itself provides a high-fidelity simulation of the black

2Within the superlattice configuration described in Supplemental Material 4.7.1, non-destructive
measurement can be physically realized through Faraday imaging [100, 101] or site-selective measure-
ment [102, 103] combined with off-resonant fluorescence imaging [104].
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box processor P. For |Ψ0⟩ = |M,P, 0, 0⟩ with N = M + P odd, it can be shown that

|Ψ (tm)⟩ =
(−1)(N+1)/2

2
|M,P, 0, 0⟩ +

1

2
|M, 0, 0, P ⟩ (4.6)

+
1

2
|0, P,M, 0⟩ +

(−1)(N−1)/2

2
|0, 0,M, P ⟩ .

In accordance with the previous discussion, measurement at site 3 produces one of only

two possible outcomes. A measurement outcome ofM causes wavefunction collapse such

that the state of qudit B is the symmetric (antisymmetric) NOON state if (N + 1)/2 is

odd (even). Conversely, a measurement outcome of zero causes wavefunction collapse

with an antisymmetric (symmetric) NOON state in qudit B if (N + 1)/2 is odd (even).

As before, it is useful to compare this result obtained from (5.3) against the analo-

gous predictions of (4.1). Numerically, using the parameters of Fig. 4.2, we find that

the outcome fidelity of this processor simulation for (4.1) is 0.97831 for outcome zero,

and 0.99298 for outcome M , with respective probabilities of 0.49611 and 0.47639, close

to the theoretically predicted values of 1/2 in each case. See Supplemental Material

4.7.2 for further details, including probabilities and fidelities for intermediate outcomes.

Entanglement and correlations.– The ability to produce NOON states as described

above is clearly dependent on the ability to create entanglement. More important is

the ability to create “useful” entanglement since, as emphasized in the review article

[80]: “Not all entangled states are useful for quantum metrology”. See also [105].

Below we demonstrate how this notion applies in the present context by analyzing the

entanglement produced and the correlations present in the system.

It is convenient for our study to use the entanglement measure of linear entropy E(ρ),

defined in terms of a density matrix ρ(t) = |Ψ(t)⟩⟨Ψ(t)| as [106, 107] E(ρ) = 1− tr(ρ2).

The linear entropy is bounded between 0 and 1 − 1/d, where d is the dimension of the

space on which the density matrix acts. For initial state |Ψ0⟩ = |M,P, 0, 0⟩ the entan-

glement between qudits A and B at time tm is quantified through E(ρ1,3(tm)) = 1/2,

where ρ1,3(tm) ≡ tr2,4 ρ(tm) is the reduced density matrix (see Supplemental Material

4.7.2 for details). This result is independent of P . It asserts that immediately prior to

making measurement at site 3, at time t = tm, the entanglement between qudits A and

B is independent of whether N = M + P is even or odd.

Further, let ρ3(tm) = tr1(ρ1,3(tm)), which can be compactly expressed as

ρ3(tm) =
M∑
q=0

P(q) |q⟩ ⟨q| ,

where P(q) refers to the probability of measuring q particles at site “3”. The linear

entropy of ρ3 quantifies the entanglement between the subsystems, sites 1 and 3, within
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qudit A. Now we encounter a significant difference between the even and odd cases.

When N is odd, E(ρ3(tm)) = 1/2. For even N , E(ρ3(tm)) = 1 − 1

22M

(
2M

M

)
∼ 1 −

1√
Mπ

, where the second step invokes Stirling’s approximation. By symmetry, the

same conclusion can be drawn for qudit B (with M replaced by P ). The curious

observation to make here is that in the odd case, which enables a protocol for NOON

state production, the pre-measurement entanglement within the qudits is substantially

less than that for the even case. This is despite the pre-measurement entanglement

between the qudits being independent of number parity. While number-parity effects

are ubiquitous in fermionic systems [108–112], they are less frequently encountered in

bosonic models. The situation reported here displays some features in common with

the work of [113].

A similar feature is observed in the correlations of the system. In order to quantify

the effects of odd/even N , we first define the following NOON correlation function

between sites “1” and “3”,

C1,3 =
4

M2
(⟨N1⟩ ⟨N3⟩ − ⟨N1N3⟩) , (4.7)

where C1,3 = 1 if there exists a NOON state at qudit A. Again for initial state |Ψ0⟩ =

|M,P, 0, 0⟩, using (4.3) and the result ⟨(N1 − N3)
2⟩/M2 = 1 + αM (I(2t) − 1), αM ≡

(M − 1)/(2M), yields

C1,3(t) = 1 − I2(t) + αM (I(2t) − 1)

and C2,4(t) = C1,3(t)
∣∣∣
M↔P

by symmetry. At t = tm, we obtain C1,3(tm) = M−1,

C2,4(tm) = P−1 for N even, and C1,3(tm) = C2,4(tm) = 1 for N odd where the last

result asserts the simultaneous existence of NOON states in each of the qudits only

for the odd case. The presence of a NOON state at t = tm is signalled by attaining

the maximum of the NOON correlation function C1,3 and a simultaneous dip in the

normalized linear entropy Ẽ(ρ3(t)) = (M+1)E(ρ3(t))/M , as shown in Fig. 4.3. Further

details on correlations between the qudits, and in particular the role of Eq. (4.5), are

discussed in Supplemental Material C.

4.5 Heisenberg-limited interferometry.

Finally, we establish that the system is capable of interferometry with sensitivity at the

Heisenberg limit, through the archetypal example of parameter estimation through the
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Figure 4.3: Normalized linear entropy and NOON correlation function. The red (green) line depicts
Ẽ(ρ3(t)) (C1,3(t)) calculated with the effective Hamiltonian Heff of (5.3), while the dots illustrate the
numerical values obtained with the Hamiltonian (4.1). The initial state is |Ψ0⟩ = |4, 11, 0, 0⟩, and the
Hamiltonian parameters are U/ℏ = 2π × 19.5 Hz and J/ℏ = 2π × 16.2 Hz.

phase of a NOON state [45, 80]. Consider initial state (5.1) with N = M +P odd, and

ϕ = 0. A new phase φ is encoded into the bosons at site 4 through a transformation,

a†4 7→ exp(iφ)a†4 (cf. [37, 99]). This still corresponds to (5.1), but now with ϕ = Pφ, a

phenomenon known as phase super-resolution [96, 97]. Again for time interval t = tm,

the imbalance between sites 1 and 3 is obtained from (4.5) as

⟨N1 −N3⟩ = (−1)(N+1)/2M cos(Pφ) (4.8)

providing the interference fringe with maximal contrast. Fig. 4.4 shows the dependence

of the fractional imbalance ⟨N1 −N3⟩/M on parameters φ and the time t.

Next, it can be confirmed that ⟨(N1 −N3)
2⟩ = M2, so

∆⟨N1 −N3⟩ =
√
⟨(N1 −N3)2⟩ − ⟨N1 −N3⟩2

= M | sin(Pφ)|,

where ∆ denotes the standard deviation. Using the standard estimation theory ap-

proach [45, 80], it is found that the system achieves Heisenberg-limited phase sensitivity

since

∆φ =
∆⟨N1 −N3⟩

|d⟨N1 −N3⟩/dφ|
=

1

P
.

This is an improvement on the classical shot-noise case where ∆φ ∼ 1/
√
P [45, 80]. In

Supplemental Material 4.7.4, we present a discussion on the robustness of the system

with respect to perturbation about the integrable case.

4.6 Discussion

We have provided an example of integrable atomtronic interferometry, through an ex-

tended Bose-Hubbard model, with four sites arranged in a closed square. The integrable
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Figure 4.4: Dependence of ⟨N1 −N3⟩ /M as a function of time t (in units of seconds) and phase φ,
for initial state (5.1) with M = 4, P = 11, ϕ = Pφ, and U/J ≃ 1.2. Upper surface: The colors
range from light to dark blue, indicating lower and higher values for the imbalance fraction. The green
color represents the region where ⟨N1⟩ ≈ ⟨N3⟩. Lower plane: The effect on the system’s dynamics is
highlighted, specifically for the limiting cases φ = 0 and φ = π/P , where it is seen that there is a
minimum-maximum inversion at φ = π/(2P ).

properties of the model furnished the necessary tools to understand the dynamics of the

system in the resonant tunneling regime. It allowed for the analytic calculation of dy-

namical expectation values and correlation functions heralding NOON state formation.

This, in turn, informed the relevant time interval required to implement certain mea-

surement protocols. The probabilities for measurement outcomes were computed via

the density matrix. We demonstrated proof of principle examples that the integrable

system functions as an identifier of NOON states produced by a black box processor,

and as a simulator of such a processor.

Our study highlights the quantum information connections of the model by detailing

its function as a hybrid qudit system subjected to a controlled-phase gate operation.

Besides providing feasibility for the physical set up and identifying means to experimen-

tally probe the correlations between the qudits, the proposed scheme also allows for the

further investigations of measurement-based protocols for novel quantum technologies.

In the next chapter, we will expand on this study by designing two protocols, one

probabilistic and another deterministic, to generate, control and encode a phase into

the NOON state.
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4.7 Supplementary Material

4.7.1 Physical setup and parameter evaluations for the inte-

grable system

We describe a physical setup for the system based on superlattices, which allows for

the creation of many copies of disconnected four-well square plaquettes [114]. This

configuration can be obtained by the overlapping of two 2D optical lattices - generated

separately by laser beams with wavelengths λ = 532 nm and 2λ, added to a vertical 1D

lattice generated by a laser with wavelength 2λ to provide pancake-shaped trapping 3.

A scheme of the superlattice is shown in Supplemental Figure 4.5.

Figure 4.5: Schematic representation of the superlattice beams. Left, the two-dimensional lattice
with two sets of counterpropagating beams crossing each other at 90◦ is represented in cyan. The
one-dimensional vertical lattice with a counterpropagating beam along the z-axis, whose purpose is to
create a pancake-shaped potential is represented in orange. Right, a schematic of the 2D superlattice
with four-well square plaquettes.

The total potential is given by:

Vtrap(x, y, z) = −V0 sin2(kx) − V0 sin2(ky)

+ V1 sin2(kx/2) + V1 sin2(ky/2) +
1

2
mω2

zz
2,

(4.9)

where ωz =
√
k2V2/(2m) is the z-direction trapping frequency, k ≡ 2π/λ and m is the

mass of the atomic species and the depths Vi, (i = 0, 1, 2) of optical lattices control the

geometry of potential trap and, consequently, the energy parameters of Hamiltonian.

We set V1/V0 = V2/9V0 = 1, which allows for a pancake-shaped potential trap with

aspect ratio κ2 ≡ ωz/ωr = 1.5. Here we focus on only one plaquette with four sites

around the origin (0,0). By performing a harmonic approximation of (4.9), we obtain

3A setup for cigar-shaped trapping is discussed in [99]
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the potential for the i-th site of the chosen plaquette:

V
(i)
trap(x, y, z) =

1

2
mω2

r

[
(x− xi)

2 + (y − yi)
2
]

+
1

2
mω2

zz
2,

where ωr =
√

2V0k2/m is the radial trapping frequency and ri = (xi, yi) = (ζi−1d/2, ζid/2),

ζi ≡ (−1)⌊i/2⌋, is the center of site i = 1, 2, 3, 4. The distance between the nearest wells

is given by d = l/δ, where l = π/k = λ/2 is the usual lattice spacing constant, and

δ = [1 − V1/(2πV0)]
−1 is a constant that arises in this approximation.

We assume that the atoms are tightly confined in the trap, such that the wave-

function for each site - ϕi(r) - can be defined as the ground-state of Vtrap(r) in the

harmonic approximation. In the usual second quantization formalism, the bosonic

field operator is written as Ψ(r) =
∑4

i=1 ϕi(r)ai. Due to the tight confinement, the

second-nearest-neighbors tunneling term vanishes, and we can recover the Hamilto-

nian (4.1), where the parameters are defined as U0 = g

∫
dr |ϕ1(r)|4 + U11, Uij =

Cdd

4π

∫
dr

∫
dr’|ϕi(r)|2|ϕj(r’)|2

1 − 3 cos2 θP
|r− r’|3 and J = 2

∫
dr ϕ1(r)

[
ℏ2∇2

2m
− Vtrap(r)

]
ϕ2(r).

The respectively on-site and inter-site energies U0 and Uij are consequences from

the interaction potential :

V (r− r’) = g δ(r− r’)︸ ︷︷ ︸
VSR

+
Cdd

4π

1 − 3 cos2 θP
|r− r’|3︸ ︷︷ ︸
VDDI

.

The first term (VSR) characterizes the short-range interaction with coupling constant

g = 4πℏ2a/m, where a is the s-wave scattering length, which can be positive or negative

- yielding, respectively, a repulsive and attractive contact interaction -, and whose val-

ues can be tuned through a magnetic field via Feshbach Resonance. In the dipole-dipole

interaction (DDI) potential (VDDI), Cdd = µ0µ
2, where µ0 = 4π× 10−7N/A2 is the vac-

uum magnetic permeability, µ is the atom’s magnetic dipole moment and θP is the angle

between the dipole orientation and the direction of r− r’. The insertion of ϕi(r) as the

ground-state of Vtrap(r) in the above equations results in U0 = κ
(η
π

)3/2(
g − Cdd

3
f(κ)

)
Uij =

Cdd

4π

∫ ∞

0

dr r exp

(
− r2

4η

)
J0(rdij)Z(r),

with Z(r) =
4

3

√
κ2η

π
− r exp

(
r2

4κ2η

)
erfc

(
r

2
√
κ2η

)
and J0 is the Bessel function

of first kind. We define η ≡ mωr/(2ℏ), and dij stands for the distance between the two

sites. Here we also notice that, in the limit dij → 0, Uij → −κCdd

3

(η
π

)3/2
f(κ), where

f(κ) is a function that relates the trap aspect ratio κ2 with the DDI [26]. A schematic

representation of the interactions U0 and Uij is depicted in Supplemental Figure 4.6.
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Figure 4.6: Schematic representation of the on-site (U0) and inter-site (Uij) interactions of ultracold
Bose gases trapped in a four-site square plaquette. The oblate shapes in cyan represent the trap and
the arrows depict the polarization of the dipoles aligned in the z-direction. The resulting parallel
alignment of the dipoles causes a repulsive dipole-dipole interaction both within the same well and
between neighboring wells, as depicted in the sketch on the lower left.

As stated in the article, the Hamiltonian acquires two additional independent, con-

served operators when the integrability condition, U0 − U13 = 0, is fulfilled. This

condition can be solved numerically in the following way: by choosing a value for the

s-wave scattering length (a), the value of the parameter ωr is varied up to the point

where U0 is equal to U13. This means that it is the condition of integrability that states

the value for the trapping frequencies, thereby ensuring it’s fulfillment.

For the Hamiltonian parameters in this work, we considered 164Dy, for which the

magnetic dipole moment is µ = 9.93 (in units of Bohr magneton µB), with a = −21.4

(in units of Bohr radius a0) and V1/V0 = V2/9V0 = 1. Here, the DDI provides significant

long-range interactions and the trap geometry favors the repulsive on-site DDI which

dominates the short-range attractive contact interaction, such that U0 > 0. From the

integrability condition, we obtain ωr ≈ 2π × 51.46 kHz, resulting in U0/ℏ ≈ 2π × 41.38

Hz, U12/ℏ ≈ 2π×119.25 Hz and J/ℏ ≈ 2π×16.18 Hz, as used throughout the analysis.

4.7.2 Probabilities, fidelities and trade-off between fidelity and

protocol time

Here we provide benchmarks establishing the effectiveness of Hamiltonian (4.1) in

the simulation of the black box processor P , through numerical calculation of prob-

abilities and outcome fidelities. A general N -particle state is expressed as |Θ⟩ =
N∑

j,k,l=0

cj,k,l|j, k, l, N − j−k− l⟩ such that cj,k,l = 0 if j+k+ l > N , and
N∑

j,k,l=0

|cj,k,l|2 = 1.

When a measurement is made at site 3, the probability P(r) to obtain the measurement
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outcome r is

P(r) =
N∑

j,k=0

|cj,k,r|2 (4.10)

satisfying
N∑
r=0

P(r) = 1. After the measurement, the wavefunction collapses to

|Θ(r)⟩ =
1√
P(r)

N∑
j,k=0

cj,k,r|j, k, r,N − j − k − r⟩

such that ⟨Θ(r)|Θ(r)⟩ = 1. Set

|Φ(r, ϕ)⟩ =
1√
2
|M − r, P, r, 0⟩ +

exp (iϕ)√
2

|M − r, 0, r, P ⟩

and define the outcome fidelity F(r, ϕ) to be

F(r, ϕ) = |⟨Φ(r, ϕ)|Θ(r)⟩|. (4.11)

We take |Θ⟩ = exp(−itmH) |4, 11, 0, 0⟩ and use (4.1) with U/ℏ ≃ 2π × 19.5 Hz,

J/ℏ ≃ 2π×16.2 Hz to numerically calculate the measurement probabilities and outcome

fidelities through (4.10,4.11). Results are given in Table I.

Measurement Probability Phase Fidelity
r P(r) ϕ F(r, ϕ)

4 0.47639 π 0.99298
3 0.00729 π 0.12352
2 0.00368 π 0.02552
2 0.00368 0 0.01375
1 0.00625 0 0.13710
0 0.49611 0 0.97831

Table 4.1: Measurement probabilities and fidelities after evolution under (4.1) until time tm. The
initial state is |4, 11, 0, 0⟩, and U/ℏ ≃ 2π× 19.5 Hz, J/ℏ ≃ 2π× 16.2 Hz as used in Figs. 4.2, 4.4 of the
main text. The calculations show that the highest fidelity outcomes, close to 1, occur with the highest
probabilities, close to 1/2. This is in agreement with the results predicted by the effective Hamiltonian
(5.3).

To analyze the trade-off between protocol time and fidelity, we evaluate the fidelity

(4.11) for different values of tm (determined by different values of U) for both ϕ = 0 and

π. We find that the system reaches proximity to the resonant regime for parameters U

and J such that tm > 1.75s. Note that lifetimes of atoms in optical lattices may be as

large as 300s [115]. As seen in Supplemental Figure 4.7, the parameters U/ℏ ≃ 2π×19.5

Hz and tm ≃ 3.57s (used in the main text and marked by the dashed vertical line) are

within the stable resonance region.
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Figure 4.7: Trade-off between fidelity and protocol time. The fidelities of the NOON states (obtained
after the measurement procedure) for initial state |4, 11, 0, 0⟩ with J/ℏ ≃ 2π × 16.2 Hz and varying
U/ℏ from ∼ 2π × 2 Hz to ∼ 2π × 40 Hz (top axis), such that tm varies accordingly between ∼ 0.3
s and ∼ 7.3 s. Cyan line: ϕ = 0. Brown line: ϕ = π. The vertical dashed line shows tm ≃ 3.57s
corresponding to U/ℏ ≃ 2π × 19.5 Hz as used in the main text.

One of the counter-intuitive features of this theoretical framework is the acute de-

pendence on whether the total particle number N = M + P is even or odd. To

provide an understanding of this phenomenon, we take the initial state |M,P, 0, 0⟩
and consider the time evolution of the reduced density matrix ρ1,3(t) for qudit A,

ρ1,3(t) = tr2,4 (|Ψ(t)⟩⟨Ψ(t)|), where tr2,4 is the partial trace taken over the state space

for qudit B, and |Ψ(t)⟩ = exp(−itHeff) |M,P, 0, 0⟩. We then obtain

ρ1,3 (tm) =
1

2
|Ψ+⟩⟨Ψ+| +

1

2
|Ψ−⟩⟨Ψ−|,

|Ψ±⟩ =
1√
2M

M∑
r=0

√(
M

r

)
exp

(
−i(N ± 1)rπ

2

)
|χ(r)⟩ ,

|χ(r)⟩ =
1√

2M(M − r)!r!
(a†1 + a†3)

M−r(a†1 − a†3)
r |0⟩ .

The above results then allow for a calculation of the probability P(r) that, measurement

of the number of particles at site 3, when t = tm, yields the outcome r, resulting

P(r) =
1

2
bM,r(sin

2((N − 1)π/4)) +
1

2
bM,r(sin

2((N + 1)π/4))

where bM,r(x) =

(
M

r

)
xr(1−x)M−r, r = 1, ...,M, are the Bernstein polynomials. When

N is even, P(r) =
1

2M

(
M

r

)
. When N is odd, P(r) = (δr,0 + δr,M)/2. The binomial

distribution of the even case has maximal support, in stark contrast to the double-delta

function distribution of the odd case.
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4.7.3 Correlations between qudits

The interdependence between the measurement of particle number in qudit A and

the symmetry of NOON state produced in qudit B, as discussed below Eq. (4.6),

can be characterized in terms of the swapped fractional imbalance correlation (SFIC).

This is defined as CX
AB ≡ ⟨IAVB⟩ − ⟨IA⟩⟨VB⟩ for a given initial state |X⟩, where IA =

(N1 − N3)/M is the fractional imbalance operator of the qudit A and VB is the swap

operator [116] acting on qudit B as VB|a, b, c, d⟩ = |a, d, c, b⟩. Since V 2
B = Id, the

swap operator has eigenvalues ±1 that allow to distinguish between a symmetric (+1)

or antisymmetric (−1) NOON state in qudit B. The value of the SFIC is bounded,

|CX
AB| ≤ 1. After the initial state |Ψ0⟩ = |M,P, 0, 0⟩ evolves for time t = tm, the SFIC

achieves the boundary values CΨ0
AB = +1 or CΨ0

AB = −1. Throughout the evolution from

the initial state |Ψ0⟩ the expectation value of the swap operator is ⟨VB⟩ = 0. This result

allows Eq. (4.5) to be formulated as

IΦ(ϕ)(t) ≡ ⟨Φ(ϕ)|eiHtIAe
−iHt|Φ(ϕ)⟩

= I(t) + CΨ0
AB cosϕ, (4.12)

and the SFIC for initial NOON state |Φ(ϕ)⟩ as a phase-controlled quantity given by

CΦ
AB = CΨ0

AB sin2 ϕ. These formulae reveal two important aspects: (i) since |CΨ0
AB| = 1

at t = tm, the interference fringe emerges with maximal contrast when |CΦ
AB| achieves

its maximum, see Eq. (4.8); (ii) Eq. (4.12) provides CΨ0
AB = IΦ(0)(t) − I(t), meaning

the SFIC CΨ0
AB can be determined in terms of fractional imbalances for the initial states

|M,P, 0, 0⟩ and the NOON state |Φ(0)⟩. The SFIC CΨ0
BA can be defined in an analogous

way. These correlations simultaneously attain the maximum value |CΨ0
BA| = |CΨ0

AB| = 1

at t = tm.

4.7.4 Robustness of the interferometer

An important consideration is the robustness of an integrable system against noise

[117]. Here, we discuss the interferometric performance under perturbations away from

integrability, allowing for U0 − U13 ̸= 0. Specifically,

Hϵ = H + ϵν(N1N3 +N2N4).

where the parameter ϵ has the magnitude of U0 − U13 ̸= 0 and ν ∈ [−1, 1] is a random

fluctuation number that models experimental noise, such as that resulting from laser

intensity variations or magnetic field fluctuations [118].

To quantify the robustness, we examine the time evolution of the fidelity between
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the initial state

|Ψ⟩ =
1√
2

(|4, 11, 0, 0⟩ + |4, 0, 0, 11⟩),

evolving under H, and the same state evolving under Hϵ. The state evolving under H is

expressed as |Ψ(t, 0)⟩ = exp(−itH)|Ψ⟩ while the state evolving under Hϵ is iteratively

defined as |Ψ(t + δt, ϵ)⟩ = exp(−iδtHϵ)|Ψ(t, ϵ)⟩ where the fluctuation ν is applied in

each time step δt = tm/N ∼ 4 ms. Then for each value of ϵ, 100 numerical data points

are considered to compute the average fidelity Fϵ(t) = |⟨Ψ(t, 0)|Ψ(t, ϵ)⟩|. The results

are presented in Supplemental Figure 4.8.
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Figure 4.8: Robustness analysis. (a) time evolution of the fidelity Fϵ until t = tm ≃ 3.57s (endpoint
of the axis), for different values of the parameter ϵ = 0.1, 0.2, 0.3, 0.4, 0.5 (in units of ℏ s−1, according
to the legend) with N = 900, ϕ = 0, U/ℏ ≃ 2π × 19.5 Hz and J/ℏ ≃ 2π × 16.2 Hz. (b) |U0 − U13| vs
∆ωr = |ω′

r − ωr| where ωr = 2π × 51.4619 kHz at U0 = U13. The dashed lines mark the cases where
|U0 − U13| = 0.1, 0.2, 0.3, 0.4, 0.5 (in units of ℏ s−1).
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Chapter 5

Protocol designs for NOON states

Here we show how to generate NOON states using the integrable four-well model dis-

cussed in the previous chapter. This is achieved by designing protocols to transform

initial Fock states to NOON states through use of time evolution, application of an

external field, and local projective measurements. By variation of the external field

strength, we demonstrate how the system can be controlled to encode a phase into

the NOON state. The main content of this chapter was published in Communications

Physics 1.

5.1 Foreword

Quantum systems are widely considered to be the most promising foundation for the

next generation of platforms in computing, communication, measurement and simula-

tion. This is primarily due to the properties of state superposition and entanglement.

To realize the potential for progress, it is necessary to establish protocols that are

capable of generating important quantum states.

The NOON state is a relevant quantum state, belonging to the class of Schrödinger

cat states. More specifically, it is defined as an “all and nothing” superposition of two

different modes [45, 46]. For N particles, it has the form

|NOON⟩ =
1√
2

(
|N, 0⟩ + eiφ|0, N⟩

)
(5.1)

where the phase φ is typically used to record information.

The creation of Bose-atom NOON states would enable new tests, using massive

states, of the foundations for quantum mechanics. A step in this direction was taken

with the demonstration of the matter-wave equivalent of the HOM effect [119, 120].

1Protocol designs for NOON states, D.S. Grun, L.H. Ymai, Karin Wittmann Wilsmann, A.P. Tonel,
A. Foerster, J. Links, Comm. Phys., 5, 36 (2022), doi:10.1038/s42005-022-00812-7
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Prospects for creating Bose-atom NOON states using a double-well potential were first

floated some time ago [121]. This early work considered an attractive system, which

is prone to instability. In principle a more robust repulsive system can be prepared

to evolve to a high-fidelity approximation of a NOON state. However, the drawback

there is that the process is associated with an extremely large time scale. Recently, new

studies of the double-well system have been undertaken to reduce the time scale. One

example proposes to adiabatically vary the system parameters through an excited-state

phase transition during the process [122]. Another study employs periodic driving to

lower the NOON-state evolution time [123]. Nonetheless, the time to generate a NOON

state in these examples still, increasingly, scales with the total number of particles. Here

we present an alternative to circumvent these issues.

Our approach adopts a closed-circuit of four sites, with a Fock-state input of M

particles in site 1, P particles in site 2, and no particles in sites 3 and 4, denoted as

|Ψ0⟩ = |M,P, 0, 0⟩. The initial step is to create an uber-NOON state, with the general

form

|u-NOON⟩ =
1

2

(
|M,P, 0, 0⟩ + eiφ1|M, 0, 0, P ⟩

+eiφ2|0, P,M, 0⟩ + eiφ3|0, 0,M, P ⟩
)

for a set of phases {φ1, φ2, φ3}. This state may be viewed as an embedding of NOON

states (5.1) within two-site subsystems. We then describe two protocols to extract a

NOON state from an uber-NOON state, one through dynamical evolution followed by

local projective measurement and post-selection, the other from dynamical evolution

alone. The protocols are schematically presented in Fig. 5.1.

The approach taken has the following properties: (i) The system has long-ranged

interactions, described by the Extended Bose-Hubbard Model (EBHM)[124]. There

exists a choice of the coupling parameters for which this model is integrable[98]. As in

other physically realized integrable systems [13, 102, 125–130], this property facilitates

several analytic calculations for physical quantities. Here, integrability exposes the

protocols available for NOON state generation. The execution time is found to be

dependent on the difference between the two initially populated sites within the four-

site system. It is independent of total particle number, opening a means for scalability.

(ii) The system can be controlled by breaking the integrability over small time scales.

Encoding of the phase into a NOON state only requires breaking of integrability over

an interval that is several orders of magnitude smaller than the entire execution time.

This causes minimal loss in fidelity. (iii) With currently available technology, the system

may be realized and controlled using dipolar atoms (e.g. dysprosium or erbium) with

repulsive interactions, trapped in optical lattices[131, 132]. In this setup, the evolution

74



Figure 5.1: NOON state generation scheme. The four spheres on the left represent the initial state,
with white indicating an empty site. Cyan and blue correspond to M and P particles respectively.
In time-evolved states, gradient colors are used to indicate that the state of a site is entangled with
the rest of the system - superposition states for each step are shown in the framed legend. The bars
connecting the spheres denote tunneling between nearest-neighbor sites, while the rectangles represent
applied external fields to sites 1-3 (ν) and 2-4 (µ). In Protocol I, the system initially evolves for time
tm− tµ, towards the u-NOON state. Then, a field is applied across sites 2-4 for time tµ (dashed brown
time line), to encode a phase. Finally, the light cyan halo portrays a projective measurement process
at site 3, denoted by M. The outcomes |0⟩ and |M⟩ signify which of two possible NOON states results
across sites 2-4. Similarly in Protocol II, the system first evolves for time tm− tν , then a field is applied
to sites 1-3 for time tν to implement the phase π/2. Next, the system evolves for time tm − tµ, after
which a field is applied to sites 2-4 to encode a phase during time tµ. This results in a NOON state
across sites 2-4, without performing a measurement procedure.

times that we compute for NOON-state generation are of the order of seconds.

For the four-site configuration, the EBHM Hamiltonian is

H =
U0

2

4∑
i=1

Ni(Ni − 1) +
4∑

i=1

4∑
j=1,j ̸=i

Uij

2
NiNj

− J

2

[
(a†1 + a†3)(a2 + a4) + (a1 + a3)(a

†
2 + a†4)

]
,

(5.2)

where a†j, aj are the creation and annihilation operators for site j, and Nj = a†jaj are

the number operators. The total number operator N = N1 +N2 +N3 +N4 is conserved.

Above, U0 characterizes the interaction between bosons at the same site, Uij = Uji is

related to the long-range (e.g. dipole-dipole) interaction between bosons at sites i and

j, and J accounts for the tunneling strength between different sites.

Below, we describe two protocols that enable the generation of NOON states, with

fidelities greater than 0.9. A physical setup to implement them is also discussed.
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Results.- Insights into the physical behaviour of Eq. (5.2) become accessible at

integrable coupling. Setting U13 = U24 = U0, the system acquires two additional

conserved quantities, Q1 and Q2, such that 2Q1 = N1 + N3 − a†1a3 − a1a
†
3 and 2Q2 =

N2+N4−a†2a4−a2a†4. Together with the total number of particlesN and the Hamiltonian

H, the system possesses four independent, conserved quantities. This is equal to the

number of degrees of freedom, satisfying the criterion for integrability. Suppose that,

initially, there are M atoms in site 1 and P atoms in site 2. We identify the resonant

tunneling regime as being achieved when U |M − P | ≫ J (see Methods for details),

where U = (U12 − U0)/4. This regime is characterized by sets of bands in the energy

spectrum (see Supplementary Material 5.7.1). In this region, an effective Hamiltonian

Heff enables the derivation of analytic expressions for several physical quantities.

In the settings discussed above, the system described by Eq. (5.2) provides the

framework to generate uber-NOON states when N = M + P is odd [133]. To encode

phases, however, it is necessary to break the integrability in a controllable fashion. Here,

we introduce two idealized protocols to produce NOON states with general phases by

breaking the system’s integrability with externally applied fields. We call the subsystem

containing sites 1, 3 as A, and the one containing sites 2, 4 as B. We denote three

time intervals: tm, tµ and tν . The first, corresponding to integrable time evolution,

is associated with evolution to a particular uber-NOON state. The others, associated

with smaller scale non-integrable evolution, produce phase encoding. Both protocols

are built around a general time-evolution operator

U(t, µ, ν) = exp

(
−it
ℏ

[H + µ(N2 −N4) + ν(N1 −N3)]

)
,

where the applied field strengths µ, ν implement the breaking of integrability. It is

convenient to introduce the phase variable θ = 2µtµ/ℏ, and to fix tν = ℏπ/(4Mν), with

ℏ the reduced Planck constant.

5.2 Protocol I

In this protocol we employ breaking of integrability through an applied field to sub-

system B and a measurement process. The protocol consists of three sequential steps,

schematically depicted in Fig. 5.1:

(i) |ΨI
1⟩ = U(tm − tµ, 0, 0) |Ψ0⟩;

(ii) |ΨI
2⟩ = U(tµ, µ, 0) |ΨI

1⟩;

(iii) |ΨI
3⟩ = M|ΨI

2⟩,

76



where tm = ℏπ/(2Ω) (see Methods) and M represents a projective measurement of

the number of bosons at site 3 (which could be implemented, in principle, through

site-selective imaging [114, 134, 135] or Faraday rotation detection[100, 101, 136]). A

measurement outcome of 0 or M heralds a high-fidelity NOON state in subsystem B.

For other measurement outcomes, the output is discarded and the process repeated

(post-selection).

Idealized limit

There is an idealized limit for which the above protocol has perfect success probability

and output fidelity. Taking tµ → 0, µ → ∞ such that θ remains finite, and using

the effective Hamiltonian, provides explicit expressions for the uber-NOON states that

result at steps (i) and (ii)

|ΨI
1⟩ =

1

2

(
β |M,P, 0, 0⟩ + |M, 0, 0, P ⟩

+ |0, P,M, 0⟩ − β |0, 0,M, P ⟩
)

|ΨI
2⟩ =

1

2

(
β |M,P, 0, 0⟩ + eiPθ |M, 0, 0, P ⟩

+ |0, P,M, 0⟩ − βeiPθ |0, 0,M, P ⟩
)

Note that due to the conservation of N1 + N3 and N2 + N4 under the effective Hamil-

tonian, Fock states such as |M, 0, P, 0⟩ and |0,M, 0, P ⟩ do not appear in the above

expression. Next, the two possible states at step (iii) depend on the measurement

outcome r at site 3:

|ΨI
3⟩ =


1√
2

(
β |M,P, 0, 0⟩ + eiPθ |M, 0, 0, P ⟩

)
, r = 0,

1√
2

(
|0, P,M, 0⟩ − βeiPθ |0, 0,M, P ⟩

)
, r = M,

with β = (−1)(N+1)/2. These states are recognized as products of a NOON state for

subsystem B with Fock basis states for subsystem A.

In the non-ideal case with non-zero tµ and finite µ, there is a small probability

that the measurement outcome r is neither 0 or M . Numerical benchmarks for the

measurement probabilities and NOON state output fidelities are provided in a later

section. Next, we describe a second protocol.
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5.3 Protocol II

Now we specify an alternative protocol that does not involve measurements, so post-

selection is not required. Employing the same initial state |Ψ0⟩, the following sequence

of steps are implemented to arrive at a NOON state in subsystem B (illustrated in Fig.

5.1):

(i) |ΨII
1 ⟩ = U(tm − tν , 0, 0) |Ψ0⟩;

(ii) |ΨII
2 ⟩ = U(tν , 0, ν) |ΨII

1 ⟩;

(iii) |ΨII
3 ⟩ = U(tm − tµ, 0, 0) |ΨII

2 ⟩;

(iv) |ΨII
4 ⟩ = U(tµ, µ, 0) |ΨII

3 ⟩.

Idealized limit

Similar to Protocol I, in the limit µ, ν → ∞, tµ, tν → 0, and implementing U(t, µ, ν)

with the effective Hamiltonian produces

|ΨII
1 ⟩ =

1

2

(
β |M,P, 0, 0⟩ + |M, 0, 0, P ⟩

+ |0, P,M, 0⟩ − β |0, 0,M, P ⟩
)

;

|ΨII
2 ⟩ =

1

2

(
β |M,P, 0, 0⟩ + |M, 0, 0, P ⟩

+ i |0, P,M, 0⟩ − iβ |0, 0,M, P ⟩
)

;

|ΨII
3 ⟩ =

1√
2

(
|M,P, 0, 0⟩ + βe−iπ/2 |M, 0, 0, P ⟩

)
;

|ΨII
4 ⟩ =

1√
2

(
|M,P, 0, 0⟩ + Υ |M, 0, 0, P ⟩

)
where Υ = β exp(i(Pθ − π/2)).

5.4 Protocol fidelities

The analytic results provided above are obtained by employing the effective Hamilto-

nian in an extreme limit, with divergent applied fields acting for infinitesimally small

times. Below we give numerical simulations of the protocols to show that, for physically

realistic settings where the fields are applied for finite times, high-fidelity outcomes for

NOON state production persist.

Throughout this section, we use |Ψ⟩ to denote an analytic state, obtained in an

idealized limit. We adopt |Φ⟩ to denote a numerically calculated state, obtained by
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time evolution with the EBHM Hamiltonian (5.2). Two sets of parameters are chosen

to illustrate the results (expressed in Hz):

Set 1: {U/ℏ = 104.85, J/ℏ = 71.62, µ/ℏ = 30.02};

Set 2: {U/ℏ = 105.60, J/ℏ = 104.95, µ/ℏ = 27.42}.

For all numerical simulation results presented below, the initial state is chosen as |Ψ0⟩ =

|4, 11, 0, 0⟩, i.e. M = 4 and P = 11.

The fidelities of Protocols I and II are defined as [3] FI = | ⟨ΨI
3|ΦI

3⟩ | and FII =

| ⟨ΨII
4 |ΦII

4 ⟩ |, respectively. This is computed for Pθ ranging from 0 to π, achieved by

varying tµ. In the case of Protocol II, we use ν = µ for both sets of parameters. The

systems considered here can, in principle, be implemented using existing hardware –

see Physical proposal.

Illustrative results are presented in Table 5.1, where it is seen that FII is lower than

FI. This can be attributed to two primary causes. The first is that, while Protocol

I takes τI ∼ tm to produce the final state, Protocol II requires double the evolution

time τII ∼ 2tm. The longer evolution time contributes to a loss in fidelity. The second

reason is that, the measurement occurring in the final step of Protocol I has the effect

of renormalizing the quantum state after collapse, which increases the fidelity of the

resulting NOON state when a measurement of r = 0 or r = M is obtained. However,

there is a finite probability that the measurement outcome is neither r = 0 nor r = M

(see Supplementary Material 5.7.2).

In summary, both protocols display high fidelity results greater than 0.9. For Pro-

tocol I the outcomes are probabilistic (See Supplementary Material 5.7.2 for data). By

contrast, the slightly lower fidelity results of Protocol II are deterministic. These results

also reflect the trade-off between fidelity and total evolution time. The higher fidelity

results associated to parameter Set 1, compared to Set 2, are produced through longer

evolution time.

FI FII Pθ = π/2

r = 0 r = M tµ tν tm

Set 1 0.986 0.997 0.974 0.0024 s 0.0065 s 6.1639 s

Set 2 0.964 0.991 0.920 0.0026 s 0.0072 s 2.8913 s

Table 5.1: Fidelities for Protocols I and II. Numerical calculations of the fidelities FI and FII and
related times tm, tµ and tν concerning to the parameters of Set 1 and Set 2 for M = 4 and P = 11.
As the values remain almost constant for Pθ ∈ [0, π], varying less than 1%, we displayed here only the
values corresponding to the phase Pθ = π/2, for fixed tν and tµ. Set 1: U/ℏ = 104.846 Hz, J/ℏ = 71.62
Hz, µ/ℏ = 30.02 Hz and tm ∼ 6.16s. Set 2: U/ℏ = 105.60 Hz, J/ℏ = 104.95 Hz, µ/ℏ = 27.42 Hz
and tm ∼ 2.89s. The required times tm, 2tm to produce the NOON states are comparable with typical
lifetimes of optical lattice traps, which can be as large as a few minutes[115]
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5.4.1 Readout statistics

A means to test the reliability of the system, through a statistical analysis of local

measurement outcomes, is directly built into the design. This results from the system’s

capacity to function as an interferometer[133]. For both protocols, once the output

state has been attained we can continue to let the system evolve under U(tm, 0, 0). This

yields the readout states, denoted as |ΨI
RO⟩, |ΨII

RO⟩ respectively for protocols I and II.

In the idealized limits these are

|ΨI
RO⟩ =



c(θ)√
2

(|M,P, 0, 0⟩ + β |M, 0, 0, P ⟩)

+
is(θ)√

2
(β |0, P,M, 0⟩ − |0, 0,M, P ⟩), r = 0,

c(θ)√
2

(|M,P, 0, 0⟩ − β |M, 0, 0, P ⟩)

− is(θ)√
2

(β |0, P,M, 0⟩ − |0, 0,M, P ⟩), r = M,

|ΨII
RO⟩ =

1√
2
s
(
θ − π

2P

)
(|M,P, 0, 0⟩ + β |M, 0, 0, P ⟩)

− i√
2
c
(
θ − π

2P

)
(β |0, P,M, 0⟩ − |0, 0,M, P ⟩) ,

where c(θ) ≡ cos (Pθ/2) and s(θ) ≡ sin (Pθ/2). For |ΨI
RO⟩, the measurement proba-

bilities at site 3 are P(0) = cos2 (Pθ/2) and P(M) = sin2 (Pθ/2). Combined with the

probability of measuring r = 0,M in step (iii), we obtain four possibilities for the total

probabilities as PI(0, 0) = PI(M, 0) = 0.5 cos2 (Pθ/2) and PI(0,M) = PI(M,M) =

0.5 sin2 (Pθ/2). Meanwhile, for |ΨII
RO⟩, the measurement probabilities at site 3 are

PII(0) = sin2 (Pθ/2 − π/4) and PII(M) = cos2 (Pθ/2 − π/4). As a numerical check,

we consider the same sets of parameters from previous section. Then, we numerically

calculate the above probabilities using the Hamiltonian (5.2), comparing the predicted

analytic results with the numerical ones, as shown in Fig. 5.2. See Supplementary

Material 5.7.2 for numerical probabilities of Protocol I, and related fidelity data. For

results with Set 2, see Supplementary Material 5.7.3.
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Figure 5.2: Readout probabilities for Protocols I and II. Comparison between analytic and numerically-
calculated probabilities for parameters of Set 1 for different values of Pθ. a Results for Protocol I. The
pink dot and the blue “x” (green square and the blue “+”) depict the probabilities of measuring r = 0
(r = M) during the readout, having measured r = M or r = 0 in step (iii) respectively. b Results
for Protocol II. The probabilities of measuring N3 = 0 (N3 = M) in the readout are shown as green
(orange) triangles. The dotted line depicts the analytic predictions of the probabilities with respect to
Pθ. The insets show the accordance between predicted and calculated probabilities in semilogarithmic
scale.

5.5 Methods

5.5.1 Resonant tunneling regime

The Hamiltonian (5.2) has large energy degeneracies when J = 0. Through numerical

diagonalization of the intergable Hamiltonian for sufficiently small values of J , it is seen

that the levels coalesce into well-defined bands, similar to that observed in an analogous

integrable three-site model[43, 44]. By examination of second-order tunneling processes

in this regime (see Supplementary Material 5.7.1), an effective Hamiltonian Heff is

obtained.

For an initial Fock state |M − l, P − k, l, k⟩, with total boson number N = M + P ,

the effective Hamiltonian is a simple function of the conserved operators with the form

Heff = (N + 1)Ω(Q1 +Q2) − 2ΩQ1Q2, (5.3)

where Ω = J2/(4U((M − P )2 − 1)) and U = (U12 − U0)/4. This result is valid for

J ≪ U |M − P |, and it is this inequality that we use to define the resonant tunneling

regime.
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A very significant feature is that, for time evolution under Heff , both N1 +N3 = M

and N2+N4 = P are constant. The respective (M+1)-dimensional subspace associated

with sites 1 and 3 and (P + 1)-dimensional subspace associated with sites 2 and 4

provide the state space for the relevant energy band (see Supplementary Material 5.7.1).

Restricting to these subspaces and using the effective Hamiltonian (5.3) yields a robust

approximation for (5.2).

5.5.2 Physical proposal

We propose a physical construction, consisting of ultracold dysprosium 164Dy atoms

trapped in an optical superlattice [114], to test the theoretical results. The trapping

is accomplished by superimposing two 2D square optical lattices, one with “short”

periodicity λ/2 and another with “long” periodicity λl/2 = λ, where the wavelength

λ = 2π/k = 532 nm. The potential of the superlattice is given by

V (r) = − Vs sin2(kx) − Vs sin2(ky)

+ Vl sin
2 (kx/2) + Vl sin

2 (ky/2) +
1

2
mω2

zz
2,

where Vs and Vl are the depths of the short and long lattices, respectively. The trap

frequency ωz =
√
Vzk2/(2m) of the harmonic confinement in z direction is controlled

by the depth Vz of vertical counter-propagating laser beams with wavelength λl = 1064

nm, and m is the atom’s mass. We are interested in only one plaquette with four wells

around the origin of the xy-plane, for which the potential of the i-th well (i = 1, 2, 3, 4)

in the harmonic approximation is given by

V (i)(r) =
1

2
mω2

r [(x− xi)
2 + (y − yi)

2] +
1

2
mω2

zz
2,

where the radial trap frequency ωr =
√

2Vsk2/m is determined by the depth of the short

lattice. The i-th well is centered at one of the (xi, yi) = (ζi−1d/2, ζid/2), ζi ≡ (−1)⌊i/2⌋,

positions in the xy-plane. The distance between nearest wells is d = λ/(2δ), where

the parameter δ = [1 − Vl/(2πVs)]
−1 is constant, which results from the harmonic

approximation and causes the sites to slightly approach each other. In our studies we

consider Vl = Vs.

To establish equivalency between V (r) and the Hamiltonian of Eq. (5.2), we em-

ploy the standard second-quantization procedure. From this, we calculate the on-site

interaction parameter U0 as:
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U0 = Ucontact + Udip

= κ
(η
π

)3/2(
g − Cdd

3
f(κ)

)
, (5.4)

where the value of κ2 ≡ ωz/ωr = 0.53 (0.56) establishes the cigar-shaped harmonic

potential, η ≡ mωr/(2ℏ), g ≡ 4πℏ2a/m, with a being the s-wave scattering length

(tunable via Feshbach Resonance), Cdd ≡ µ0µ
2
1 is the coupling constant, where µ0 is

the vacuum magnetic permeability, µ1 is the atomic magnetic moment, and f(κ) is

a function that describes how the dipolar interaction behaves for different geometries

(encoded in κ)[26]. Taking site 1 as the “starting point’, the parameter U1j, which

accounts for the dipole-dipole interaction between atoms at sites 1 and j, is expressed

as:

U1j =
Cdd

4π

∫ ∞

0

dr r exp

(
− r2

4η

)
J0(rd1j)Z(r), (5.5)

Z(r) =

(
4

3

√
κ2η

π
− r exp

(
r2

4κ2η

)
erfc

(
r

2
√
κ2η

))
,

where J0 is the Bessel function of first kind, d1j = λ/(2δ), if j = 2, 4, and d1j = λ/(
√

2δ)

, if j = 3. Here, the on-site dipolar interaction is given by Udip = lim
dij→0

U1j ∝ f(κ).

In this environment, the preparation of arbitrary initial Fock states, as in our pro-

tocols, may be accomplished [103, 134] by changing one of the superimposed optical

lattices’ phase with respect to the other, creating imbalances in the trapping potentials

in a controllable way, such that the desired initial state becomes favourable within a

Mott Insulator regime (see Supplementary Material 5.7.4).

Integrability condition

The physical setup above is able to simulate the EBHM. The ability to generate NOON

states, however, relies on the particular case for which the EBHM is integrable; as

explained previously, this can be accomplished by making U0 = U13, which we call

the “integrability condition”. The approach is to first choose a value for the s-wave

scattering length by changing the magnetic field. Then, from the condition just stated,

one has to adjust ωr by varying the laser beams intensities[8] such that, at some point,

U0 becomes the same as U13. From this point every Hamiltonian parameter is evaluated

only after the integrability condition is satisfied, which sets the intensity of the trapping

scheme.

By considering a = 32.5 (30) a0, the system becomes integrable at ωr ≈ 2π× 54.110
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(2π × 51.759) kHz, as is depicted in Fig. 5.3. This frequency implies a 2D-lattice

depth of Vs ≈ 39.953ER (36.558ER), where ER/ℏ = 2ℏ(kπ)2/(mλ2) = 26.894 kHz

is the recoil energy, characterizing a deep lattice. This configuration infers a stable

system. [124, 137]. Then, by using this trapping frequency to calculate the Hamiltonian

parameters, one finds U/ℏ ≈ 104.846 (105.600) Hz and J/ℏ ≈ 71.624 (104.953) Hz.

It is also important to highlight that the tunneling parameter J13/ℏ ∼ 3.2×10−4 Hz

(J13/ℏ ∼ 7.7 × 10−4 Hz) between diagonal sites 1-3, which is nullified by the condition

U0 = U13 in (5.2), is less than 1/tm ∼ 0.16 Hz (1/tm ∼ 0.35 Hz), relative to Set 1 (Set

2), ensuring the integrability requirement, considering J13 = J24, since U0 = U13 = U24.

From this, one infers that the tunneling between different horizontal layers of the

optical lattice is even smaller, since the distance between these layers is bigger than the

distance between diagonal sites by a factor of
√

2.

Figure 5.3: Fulfillment of integrability condition. The s-wave scattering length value is set, followed
by a variation of the radial trapping frequency ωr up to the point at which U0 = U13, corresponding to
the frequency required for the system to be integrable. The red dashed (solid) and cyan long dashed
(solid) depict U0 (U13) for a = 32.5 a0 and a = 30 a0, respectively, for different values of ωr. By setting
a = 32.5 a0 (30 a0), we find ωr ≈ 2π×54.110 kHz (51.759 kHz ) as the frequency for integrability, which
results in U0/ℏ = U13/ℏ ≈ 244.405 Hz (245.141 Hz). The points where U0 = U13 and the corresponding
frequencies ωr are highlighted by the dotted lines. The system is robust for small deviations from the
integrable point (see Supplementary Material 5.7.5 for more details).

Breaking of integrability

To produce a controllable breaking of integrability, it is sufficient to consider an addi-

tional 2D square long-lattice with the potential

Vbreak = Vb sin2(kx/2 + φ) + Vb sin2(ky/2 + ϵφ),

where the depth Vb = 10−3Vs and phase φ control the potential offset ∆ =

2Vb sin (2φ) sin [π/(2δ)] of sites 1-3 (ϵ = +1) and 2-4 (ϵ = −1). When this addi-

tional long-lattice is switched on, the depth of the fixed long-lattice is ramped down

to Vl → Vl − Vb to keep the parameter δ constant and it implements the terms

µ = 0.5 ∆ exp(−k2/(8ηr)) δϵ,+1 and ν = 0.5 ∆ exp(−k2/(8ηr)) δϵ,−1. For φ = 15 mrad
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and the previously obtained radial trapping frequency, the parameters µ/ℏ and ν/ℏ can

(non-simultaneously) assume the value of 30.016 (27.415) Hz. Therefore, considering

M = 4 and P = 11, one should vary tµ from 0 to ∼ 4.8 (5.2) ms to encode Pθ from 0

to π. Notice that for the case presented on Table 5.1, where Pθ = π/2, tµ ∼ 2.4 (2.6)

ms. Also, from the condition 2νtν/ℏ = π/(2M), corresponding to Pθ = π/2, tν ∼ 6.5

(7.2) ms. Fig. 5.4 illustrates the complete trapping scheme.

Figure 5.4: a Trapping scheme of the four-site model. The 2D square optical lattice is generated
with two sets of counter-propagating laser beams crossing at 90

◦
with the other. The superlattice of

four-site model is achieved overlapping the 2D short-lattice (cyan) and long-lattice (blue). The vertical
lattice (orange) provides confinement in z direction. An additional 2D square long-lattice (green) is
used to implement the integrability break control. b Zoom into the region of the superlattice which
contains the four-site plaquette. c Breaking-of-integrability scheme. The system’s integrability can be
broken by changing the phase difference between the superlattice and the additional 2D square long-
lattice, effectively causing a potential imbalance |∆| between wells 1 and 3 or wells 2 and 4, as in the
detail. d The light grey background represents the trapping potential in the vicinities of the four-well
system. The cigar-shaped of isosurfaces of the ground-state density, at a distance of d between nearest
neighbors, are depicted in blue with direction of dipole aligned in z-direction represented by purple
arrows.

5.6 Discussion

We have addressed the challenging problem of designing protocols to facilitate NOON

state creation, based on the formation of an uber-NOON state. The insights gained

from integrability allowed us to develop two protocols. Protocol I employs a local

measurement procedure to produce NOON states with slightly higher fidelities, over

a shorter time, than Protocol II. However Protocol I is probabilistic, requiring post-

selection on the measurement outcome. This is in contrast to the deterministic approach

of Protocol II. For both protocols, phase-encoding is performed by breaking the system’s

integrability, in a controllable fashion, at specific moments during the time evolution.

And in both protocols the output states were shown to have high-fidelity in numerical
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simulations. We also identified a readout scheme, by converting encoded phases into

a population imbalance, that allows verification of NOON state production through

measurement statistics. Due to its natural ability to works as an interferometer and

to produce NOON states with high fidelity, we can consider the integrable four well

model as a second building block in the family of integrable multi-well models, with

the triple well being considered as the first one. This configurates our basic “toolbox”

that will, hopefully open new avenues in integrability-enhanced atomtronic quantum

technologies.

So far, besides demonstrating the feasibility of the switching device and the NOON

state generation, the physical setups we provided can also be employed in the study

of thermalization processes and other many-body features of the EBHM. An approach

towards thermalization will be presented in the next chapter, for the simplest case of

the triple well model.
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5.7 Supplementary Material

5.7.1 Energy bands and effective Hamiltonian

Here we give an overview of the origin for the effective Hamiltonian. Recall that the

integrability condition is U13 = U24 = U0 and U12 = U23 = U34 = U14. When J = 0,

the Fock state |M − l, P − k, l, k⟩ is eigenstate of the Hamiltonian Eq. (2) of the main

text, with energy

E = C − U(M − P )2 (5.6)

where C = (U0 + U12)N
2/4 − U0/2. The result is independent of l and k, indicating

degeneracies. For small values of J , the degeneracies are broken and lead to energy

levels in well-defined bands, each with 2(M + 1)(P + 1) energy levels, except for N

even, where the band with the highest energy, M = P , will have (M + 1)(P + 1) levels.

The level energy structure of the case we are analyzing, with N = 15, is shown in Figure

1. In it, we highlight in cyan the band with M = 4 and P = 11 (and vice versa), while

the vertical lines marks the two sets of parameters pointed in the main text (repeated

here, expressed in Hz):

Set 1: {U/ℏ = 104.85, J/ℏ = 71.62, µ/ℏ = 30.02};

Set 2: {U/ℏ = 105.60, J/ℏ = 104.95, µ/ℏ = 27.42}.

0 1 2
U/J

-150

-100

-50

0

E
/

J

Figure 5.5: Energy band formation. Dimensionless energy eigenvalues E/J as a function of dimension-
less coupling U/J , where U = (U12 − U0)/4 and considering C = 0 in (5.6). The dashed vertical line
marks U/J ∼ 1.5 (concerning parameter Set 1) and the dot-dashed line marks (U/J ∼ 1) (concerning
parameter Set 2), while cyan depicts the band containing the expectation energy of the initial state
|Ψ0⟩ = |4, 11, 0, 0⟩. The formation of the bands is due to the quadratic dependence of (M − P ) in the
energy (5.6).

An effective Hamiltonian for each band is obtained by consideration of second-order
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processes. Associated to labels M and P , such that N = M + P , we obtain

Heff =
J2

16U(M − P + 1)

(
a1a

†
3 + a3a

†
1

)(
a†2a2 + a†4a4

)
+

J2

16U(M − P + 1)

(
a1a

†
1 + a3a

†
3

)(
a†2a4 + a†4a2

)
− J2

16U(M − P − 1)

(
a2a

†
2 + a4a

†
4

)(
a†1a3 + a†3a1

)
− J2

16U(M − P − 1)

(
a2a

†
4 + a4a

†
2

)(
a†1a1 + a†3a3

)
+

J2

16U

(
1

M − P + 1
− 1

M − P − 1

)
×
(
a†1a2a3a

†
4 + a†1a

†
2a3a4 + a1a

†
2a

†
3a4 + a1a2a

†
3a

†
4

)
.

For a given initial Fock state, the resonant regime is achieved when the expectation

energy lies in a region characterized by an energy band. There, the values of the

integrability-breaking parameters µ, ν may be as large as the band-separation allows,

which is depicted in Figure 5.6.

Figure 5.6: Energy bands for broken integrability. Four-site model energy distribution for the two sets
of parameters U and J , as in the main text. a Set 1: U/J ∼ 1.5 and b Set 2: U/J ∼ 1. The vertical
lines indicate the respective integrability-breaking parameters µ/ℏ = 30.016 Hz (a) and µ/ℏ = 27.415
Hz (b). The cyan lines represent the energy band associated to the initial state |Ψ0⟩ = |4, 11, 0, 0⟩.

5.7.2 Probabilities and fidelities

Supplementary Table 1 shows the measurement probabilities of Protocol I, as well as the

fidelity of the resulting state with the respective NOON state, for M = 4, P = 11 and

the two aforementioned sets of parameters. The resulting NOON state from Protocol I

can be either symmetric (r = 0) or antisymmetric (r = M). For intermediate values for

the outcome of measuring N3, we calculate the fidelity of the resulting state with the

symmetric NOON state (r = 0, 1) or the antisymmetric state (r = 2, 3, 4), respectively.
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Protocol I:

Set 1

Phase (Pθ)

Measurement 0 π/6 π/4 π/3 π/2 π

r P(r) FI P(r) FI P(r) FI P(r) FI P(r) FI P(r) FI

0 0.4982 0.9850 0.4969 0.9742 0.4968 0.9774 0.4974 0.9846 0.4984 0.9859 0.4984 0.9867

1 0.0046 0.0953 0.0060 0.0976 0.0061 0.1136 0.0055 0.1057 0.0045 0.0575 0.0044 0.0823

2 0.0027 0.0117 0.0026 0.0087 0.0026 0.0262 0.0027 0.0303 0.0027 0.0307 0.0027 0.0356

3 0.0067 0.0955 0.0056 0.0793 0.0046 0.0892 0.0056 0.0929 0.0067 0.0823 0.0048 0.0901

4 0.4816 0.9966 0.4831 0.9969 0.4837 0.9969 0.4823 0.9969 0.4815 0.9969 0.4832 0.9972

Set 2

Phase (Pθ)

Measurement 0 π/6 π/4 π/3 π/2 π

r P(r) FI P(r) FI P(r) FI P(r) FI P(r) FI P(r) FI

0 0.4911 0.9568 0.4912 0.9711 0.4893 0.9613 0.4886 0.9533 0.4918 0.9639 0.4924 0.9661

1 0.0107 0.1518 0.0108 0.1491 0.0125 0.1641 0.0131 0.1703 0.0101 0.0915 0.0095 0.1182

2 0.0053 0.0450 0.0052 0.0436 0.0052 0.0145 0.0053 0.0487 0.0051 0.0436 0.0052 0.0526

3 0.0104 0.1527 0.0145 0.1382 0.0109 0.1560 0.0096 0.1624 0.0148 0.1077 0.0095 0.1168

4 0.4660 0.9879 0.4604 0.9881 0.4646 0.9874 0.4671 0.9885 0.4616 0.9912 0.4667 0.9925

Table 5.2: Measurement probabilities and NOON state fidelities. Probability of measuring r particles
at site 3 of Protocol I, and fidelity of the resulting state with the symmetric NOON state (r = 0, 1)
or the antisymmetric NOON state (r = 2, 3, 4). In this calculation, we employed the parameters Set 1
and Set 2 and considered M = 4 and P = 11.

5.7.3 Readout statistics

For less ideal choices of parameters, it is possible to perform a fitting on the readout

probabilities amplitudes, such that

Protocol I


P(0, 0) = P(M, 0) =

c00
2

cos2
(
Pθ

2

)
P(0,M) = P(M,M) =

cMM

2
sin2

(
Pθ

2

)

Protocol II


P(0) = c0 sin2

(
Pθ

2
− π

4

)
P(M) = cM cos2

(
Pθ

2
− π

4

)
where c00, cMM , c0 and cM are constants that are obtained by fitting the numerically-

evaluated data with the analytic models. By choosing the parameters of Set 2, we
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obtain the following constants from a least-squares fitting: c00 = 0.938, cMM = 0.893,

c0 = 0.954 and cM = 0.909. The results are shown in Figure 5.7.

5.7.4 Initial state preparation

Based on previous works [103, 134] on optical superlattices, here we point out how to

generate the proposed initial state by manipulating the potential depths and relative

phase φ of the 2D short and long lattices. In this environment, the preparation of

arbitrary initial Fock states can be carried out by loading the 2D long-lattice with

relative phase φ = π/4 along x-direction in the MI (Mott Insulator) regime [26, 38] and

controlling the atomic density by adjusting an additional transverse trap. A resonant

laser pulse removes atoms from the first and second wells neighboring the one of interest

[134]. After adiabatically ramping up the 2D short-lattice the remaining atoms occupy a

double well plaquette. The imbalanced population between the wells can be determined

by applying a biased potential, which is tuned by the depth and relative phase along

the y-direction of an additional shallow 2D long-lattice. By switching off the shallow

2D long-lattice, a four-site plaquette emerges by tuning the relative phase to φ = 0

while the all depths of the superlattice are adjusted to fulfill the integrability condition,

then the time evolution of protocols can commence.

5.7.5 Robustness

Here we analyze the system’s robustness in response to perturbation. Consider that,

relative to the integrability condition, the system parameters are subject to error esti-

mated as |U0 − U13|/ℏ ≈ α∆ωr, where α ≃ 6.586 × 10−3 for Set 1, α ≃ 6.919 × 10−3

for Set 2. The parameter ∆ωr = |ω′
r − ωr| denotes the maximal amplitude of fluctu-

ation of the trap frequency ω′
r around the frequency ωr at the integrability condition.

To quantify the robustness, we generate the state |Ψ(∆ωr)⟩ by iteratively evolving the

initial state |Ψ0⟩ under the perturbed Hamiltonian

H ′ = H + α s∆ωr(N1N3 +N2N4), (5.7)

where s ∈ [−1, 1], for each time-step δt ≈ 4 ms over the protocol time. The variable

s obeys a truncated Gaussian distribution, with standard deviation σ = 1/4 . For

each ∆ωr, 100 time evolutions were simulated to compute the average fidelity FI(II) =

|⟨ΨI(II)
3(4) |Ψ(∆ωr)⟩| with phase θ = 0. Numerical results are presented in Figure 5.8. The

average fidelities for both Set 1 and Set 2 are above 0.9, with |∆ωr/ωr| up to ∼ 0.01.
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Figure 5.7: Readout probabilities. Comparison between analytic and numerically-calculated probabil-
ities relating to the parameters of Set 2 with µ/ℏ = ν/ℏ = 27.415 Hz, for different values of Pθ. a
Probability distributions for measuring N3 = 0 (N3 = M) after time evolution subsequent to Protocol
I. b Probability distributions of measuring N3 = 0 (N3 = M) after time evolution subsequent to
Protocol II. In both cases, the dotted lines refer to the analytic probabilities adjusted to the numerical
points according to the Eqs. (5.7). The coefficients used were c00 = 0.934, cMM = 0.888, c0 = 0.901
and cM = 0.948. The insets show the accordance between predicted and calculated probabilities in
semilogarithmic scale.
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Figure 5.8: Robustness. Average NOON states fidelities with respect to perturbation parameter ∆ωr,
for Protocols I (panels a and b) and II (panels c and d). Panels a and c: Set 1. Panels b and d:
Set 2. For each ∆ωr, the fidelity is numerically computed at the NOON-state evolution time under
the Hamiltonian (5.7), for each respective protocol. The average fidelity is calculated as the mean of
100 temporal evolutions, and the error bars represent the standard deviation. These are subject to
fluctuations around ωr, drawn from a truncated Gaussian, every 4 ms. Both Set 1 and Set 2 exhibit
average fidelities above 0.9 for |∆ωr/ωr| up to ∼ 0.01.
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Chapter 6

Interacting bosons in a triple well:

Preface of many-body quantum

chaos

In this chapter, we systematically investigate the onset of quantum chaos in the triple-

well model when moving away from integrability as its potential gets tilted. We show

that even in its deepest chaotic regime, the system presents features reminiscent of

integrability. Our studies are based on level spacing distribution and spectral form fac-

tor, structure of the eigenstates, and diagonal and off-diagonal elements of observables

in relationship to the eigenstate thermalization hypothesis. The main content of this

chapter was published in Physical Review E1.

6.1 Foreword

The interest in many-body quantum chaos has grown significantly in recent years due

to its close connection with thermalization [138–140], scrambling of quantum informa-

tion [141], and the fact that many-body quantum systems can now be studied experi-

mentally in a controllable way with a variety of experimental set-ups, from cold atoms

and ion traps to superconducting devices and nuclear magnetic resonance. In studies

of many-body quantum chaos, the focus is usually on interacting lattice systems with

many sites and many particles, where the Hilbert space grows exponentially with the

system size. Here, instead, we investigate the onset of quantum chaos in a system that

has only three wells, but where the number N of particles is large. The Hilbert space

grows quadratically with N , and as N increases, the system is brought closer to the

1Interacting bosons in a triple well: Preface of many-body quantum chaos, D.S. Grun, L.H. Ymai,
Karin Wittmann Wilsmann, A.P. Tonel, A. Foerster, J. Links, Phys. Rev. E, 105, 034204 (2022),
doi:10.1103/PhysRevE.105.034204
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classical limit.

By tilting the potential through an external field, the bosonic triple-well model

discussed in Chapters 2,3 becomes chaotic. However, while previously the model was

investigated in the strong interaction regime (resonant tunneling regime), here it will

be studied in the weak interaction regime, which, as will be shown, is the potentially

chaotic region - see Fig. 6.2 below. We provide a systematic study of this transition

based not only on spectral correlations, but also on the structure of the eigenstates

and its consequences to the eigenstate expectation values and the distributions of the

off-diagonal elements of the number operator of each well, in close connection with the

notion of the eigenstate thermalization hypothesis (ETH).

Contrary to systems where the number of wells and particles are increased, the

number of degrees of freedom in the triple-well model is fixed. Increasing its number of

bosons does not enhance its chaotic features. The range of values of the integrability

breaking parameter that leads to chaos is not extended for larger N ’s and the eigenstates

do not reach higher degrees of ergodicity. Even for energies close to the middle of the

spectrum, for which a semiclassical analysis gives positive Lyapunov exponents [142],

the distributions of the components of the eigenstates and of the off-diagonal elements

of the number operators are not Gaussian, which contrasts with what happens for

multi-well systems.

6.2 Model

The quantum system that we study consists of N bosons in an aligned triple-well

potential described by the Hamiltonian2 [43],

Ĥ =
U

N

(
N̂2

1 + N̂2
2 + N̂2

3

)
+ ϵ
(
N̂3 − N̂1

)
+

2U

N

(
−N̂1N̂2 − N̂2N̂3 + N̂1N̂3

)
+

J√
2

(
â†1â2 + â†2â1

)
+

J√
2

(
â†2â3 + â†3â2

)
, (6.1)

where N̂i = â†i âi is the number operator of the well i, âi (â†i ) is the annihilation (creation)

operator, U is the onsite interaction strength and also the strength of the interactions

between wells, J is the tunneling amplitude between wells, and ϵ is the amplitude of

the tilt between the wells. We consider repulsive interaction, U ≥ 0.

Hamiltonian (6.1) conserves the total number of bosons, N = N1 + N2 + N3, and

when ϵ = 0, it commutes with the parity operator. The matrix has dimension D =

2This Hamiltonian is the same discussed in Chapters 2 and 3, with a slight change of notation to
preserve the form used in the reference [143]
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(N + 2)!/(2!N !). Our studies of the structure of the eigenstates are done in the Fock

basis, |n⟩ = |N1, N2, N3⟩. We denote the eigenstates and eigenvalues of Ĥ by |α⟩ and

Eα.

A schematic representation of our model is shown in Fig. 6.1. When ϵ = 0 [Fig. 6.1 (a)],

the model is integrable and solvable with the algebraic Bethe ansatz [24]. At this point,

in addition to energy and the total number of particles, our three-degree-of-freedom

model has a third independent conserved quantity, Q = J2N3/2 + J2N1/2 − J2(a†1a3 +

a†3a1)/2 [24, 43]. The system becomes nonintegrable [Fig. 6.1 (b)] when the tilt is in-

cluded. As discussed in Sec. 6.3.1, the model shows signatures of quantum chaos when

the tilt amplitude is of the order of the hopping and interaction strengths, ϵ ∼ J, U .

Figure 6.1: Schematic representation of the three-well system described by Eq. (6.1) for both the
integrable (a) and the non-integrable (b) regime. The red arrows indicate the intrawell and interwell
interaction strength U , the black arrows indicate the tunneling amplitude J between adjacent wells,
and ϵ represents the tilt of the potentials of wells 1 and 3 with respect to well 2.

In the absence of the potential tilt and of the interaction between wells, our model

coincides with the bare Bose-Hubbard model with 3 sites. Signatures of quantum chaos

were studied in this model, for example, in [18, 23]. This case and also the extended

triple-well Bose-Hubbard model with dipolar interaction [37] exhibit properties similar

to those of our system in the chaotic domain. Comparisons between the three models

are presented in the Suppl. Material 6.7.1.

6.2.1 Parameters and density of states

In our numerical analysis, we fix J = 1, U/J = 0.7, and vary ϵ for different numbers of

particles. The choice of U is justified with Fig. 6.2 (a), where we show the eigenvalues as

a function of the interaction strength for ϵ = 0. When U = 0, there is only hopping and

the model is trivially solved. This is usually referred to as Rabi regime [43] in analogy

with the double-well model [10, 144, 145]. As the interaction strength increases and

becomes larger than the hopping amplitude, U/J > 1, energy bands are formed. The

extreme scenario of U ≫ J is the Fock regime, where the eigenstates approach the Fock

states, and the model is again trivially solved. The region where we can expect chaos
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to develop is therefore for 0 < U/J < 1, which explains the choice U/J = 0.7 indicated

with the red dotted vertical line in Fig. 6.2 (a).

Figure 6.2: Normalized eigenvalues as a function of the interaction strength, U/J , for ϵ = 0 (a) and
as a function of the tilt amplitude, ϵ/J , for U/J = 0.7 (b). The vertical line in Fig. 6.2 (a) marks the
value U/J = 0.7, which is used in panel (b) and in all of our subsequent studies. In Fig. 6.2 (b), the
vertical lines marks the values ϵ/J = 0.7 (dotted line) and ϵ/J = 1.5 (dashed line) used in our studies
of the chaotic regime. In all panels N=10.

In chaotic systems, the eigenvalues are correlated and avoid each other [146, 147],

while in integrable models (apart from the picket-fence scenario [53, 148, 149]), the

energy levels can cross. This difference is clearly seen in Fig. 6.2 (b), where we fix

U/J = 0.7 and vary ϵ/J . Level crossing happens when 0 ≤ ϵ/J < 1, but is avoided for

ϵ/J ≳ 1, where the “spaghetti structure”, typical of repulsive energy levels, becomes

visible.

In Fig. 6.3, we compare the density of states (DOS),

ν(E) =
D∑

α=1

δ(E − Eα), (6.2)

of the model (6.1) for three values of the tilt, ϵ/J = 0, 0.7, and 1.5. In realistic

interacting many-body quantum systems with many degrees of freedom, such as spin

models with many excitations [150] or Bose-Hubbard models with many particles and

many sites [17, 151], the DOS is typically Gaussian [152, 153], which can be explained

using the central limit theorem. This contrasts with our model [Figs. 6.3 (a)-(c)], which

has few degrees of freedom.

Systems with few-degrees of freedom, such as the Dicke model [154], spin-1/2 models

with less than 4 excitations [155], and multi-well Kronig-Penney-like systems with few

particles [156], often present shapes other than Gaussian. We see in the Suppl. Ma-

terial 6.7.1 that the bare triple-well Bose-Hubbard model and the extended triple-well

Bose-Hubbard model show distributions that, similarly to our model in Fig. 6.3 (c), are

not yet Gaussian, but get close to it. The DOS for the extended Bose-Hubbard model

and for our model are comparable, since both have long-range couplings.
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Figure 6.3: Density of states for N = 270, U/J = 0.7, and ϵ/J = 0 (a), 0.7 (b) and 1.5 (c). The solid
line in (c) is a linear fitting for the left and right sides of the distribution, while the dotted line is a
Gaussian distribution fitting.

6.3 Spectral correlations

To quantify the degree of correlations between the eigenvalues, we study the level spac-

ing distribution and the spectral form factor. We show that for U/J ∼ 0.7, as ϵ in

Eq. (6.1) increases from zero, our triple-well model leaves the integrable point (ϵ = 0)

and moves towards the chaotic domain.

6.3.1 Level spacing distribution

The transition to quantum chaos can be verified with the distribution P (s) of the

spacings s between nearest unfolded energy levels. For chaotic systems with real and

symmetric Hamiltonian matrices, as in Eq. (6.1), P (s) follows the Wigner surmise [147,

157], PW(s) = (πs/2) exp (−πs2/4), as obtained also for the eigenvalues of full random

matrices from a Gaussian orthogonal ensemble (GOE). This distribution indicates that

the eigenvalues are correlated and repel each other, that is, P (s = 0) = 0. In integrable

models, the level spacing distribution is Poissonian, PP(s) = e−s, since the energy levels

are uncorrelated 3.

The analysis of the level spacing distribution requires unfolding the eigenvalues

and separating them by symmetry sectors. The unfolding procedure corresponds to

rescaling the eigenvalues, so that the local density of states of the rescaled energies is 1.

The separation by subspaces is necessary, because eigenvalues from different symmetry

sectors have no reason to be correlated.

In Figs. 6.4 (a)-(c), we illustrate P (s) for ϵ/J = 0, 0.7, and 1.5, respectively. The

Poissonian distribution is obtained for the integrable point ϵ = 0 in Fig. 6.4 (a), and

the Wigner shape is seen for ϵ/J = 1.5 in Fig. 6.4 (c), as we had anticipated from the

3As mentioned above, this excludes integrable models with picket-fence kind of spectra [53, 148, 149]
and also integrable models with an excessive number of degeneracies [158].
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“spaghetti structure” in Fig. 6.2 (b). An intermediate picture emerges for ϵ/J = 0.7 in

Fig. 6.4 (b).

Figure 6.4: Level spacing distribution for N = 270 and ϵ/J = 0 (a), ϵ/J = 0.7 (b), and ϵ/J = 1.5
(c); and chaos indicator β as a function of the tilt amplitude for various N ’s (d). In (a)-(c): The
dashed (solid) line represents the Poissonian (Wigner) distribution. In (d): The green vertical line at
ϵ/J = 1.5 marks where β gets the closest to 1, indicating the Wigner distribution.

The proximity of the level spacing distribution to the Poissonian or the Wigner

distribution can be quantified with the chaos indicator β, which is obtained by fitting

P (s) with the Brody distribution [153] (see also [159]),

Pβ(s) = (β + 1)bsβ exp(−bsβ+1), b =

[
Γ

(
β + 2

β + 1

)]β+1

(6.3)

For chaotic systems, β ∼ 1 and for a Poissonian distribution, β ∼ 0.

In Fig. 6.4 (d), we show β as a function of ϵ/J for N = 60, 90, . . . , 210. As evident

from the figure, a high degree of chaos happens for ϵ/J ∈ [1.3, 1.7]. Notice that this

range of values does not grow as N increases, which contrasts with interacting many-

body quantum systems with many sites [160–162], where studies of chaos indicators

for different system sizes suggest that in the thermodynamic limit, an infinitesimal

integrability breaking term may be enough to bring those systems to the chaotic domain.

In addition and also contrary to the results for systems with many sites [161, 162], larger

values of N do not take β closer to 1. The only effect that an increased value of N

appears to have for the triple-well model is to reduce the fluctuations in the values of

β for nearby ϵ’s, which concurs with improved statistics.
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6.3.2 Spectral form factor

The level spacing distribution detects only short-range correlations. To get a better idea

of the degree of spectral correlations, one may resort to other indicators of quantum

chaos, such as the spectral form factor,

SFF (t) =

〈∣∣∣∣∣
D∑

α=1

f(Eα)e−iEαt

∣∣∣∣∣
2〉

, (6.4)

which captures both short- and long-range correlations. The spectral form factor is

used to study level statistics in the time domain. When the eigenvalues are correlated

as in random matrices, SFF (t) develops the so-called correlation hole [163–168], which

we further discuss below Eq. (11). The spectral form factor is advantageous over the

direct analysis of the eigenvalues, because it does not require unfolding the spectrum or

separating the eigenvalues by symmetry sectors [162, 169], although averages, indicated

by ⟨.⟩ in Eq. (6.4), are needed, since this quantity is non-self-averaging [170, 171].

A filter function f(Eα), as used in Eq. (6.4), is often added to the spectral form

factor [172]. When f(Eα) coincides with the components of an initial state projected in

the energy eigenbasis, the spectral form factor becomes the survival probability [171].

In our analysis, we choose [173]

f(Eα) =
rαg(Eα)∑
β rβg(Eβ)

, (6.5)

where rα are random numbers from a uniform distribution in the interval [0, 1], the

function g(E) = ρ(E)/ν(E), and ρ(E) is a chosen energy profile, which, in our case, is

a rectangular function,

ρ(E) =


1

2σ
for E ∈ [Ec − σ,Ec + σ]

0 otherwise,

(6.6)

of width σ, centered at the energy Ec, and with bounds at Emin = Ec − σ and Emax =

Ec + σ. The division of ρ(E) by ν(E) is done using the linear fits for the DOS in

Fig. 6.3 (c). This procedure compensates for variations in the density of states and

ensures the rectangular shape of the filter function [173]. As it will become clear in

Sec. 6.4, the region where the eigenstates are mostly chaotic happens for E/(JN) ∈
[−0.2, 1]. For this reason, we choose Ec/(JN) = 0.5 and σ/(JN) = 0.35.

In Fig. 6.5, we consider a large Hilbert space and show SFF (t) in the chaotic region

of strong level repulsion averaged over various realizations of the random numbers rα
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and taking into account also a moving time average starting at t ∼ 5/J , where the

fluctuations are large. The numerical results are presented together with the analytical

expression obtained following Refs. [173–175],

Sanalyt
FF (t) =

1 − ⟨SFF ⟩
η − 1

[
η

sin2(σt)

(σt)2
− b2

(
t

2πνc

)]
+ ⟨SFF ⟩, (6.7)

where

η =
⟨r2α⟩

⟨rα⟩2⟨SFF ⟩
=

4

3⟨SFF ⟩
is the effective dimension associated with the chosen filter function, and

νc =
η

2σ
(6.8)

is the density of states at E = Ec, or equivalently, the inverse mean level spacing probed

by the chosen energy profile [173].

Figure 6.5: Spectral form factor for three values of N . The lines with fluctuations, which have lighter
colors, represent numerical results; the thin smooth lines give the analytical expression in Eq. (6.7);
and the dashed horizontal lines indicate the saturation point ⟨SFF ⟩ in Eq. (6.11). The symbols mark
the time to reach the minimum of the correlation (circle) and the saturation time (diamond). For the
numerical results: Averages over 500 random realizations and also running averages.

The first term in the square brackets of Eq. (6.7) describes the behavior of SFF (t)

at short times. It is obtained by writing Eq. (6.4) as an integral,

SFF (t) =

〈∣∣∣∣∫ Emax

Emin

ρ0(E)e−iEtdE

∣∣∣∣2
〉
, (6.9)
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and substituting the energy distribution,

ρ0(E) =
D∑

α=1

f(Eα)δ(E − Eα), (6.10)

with the smoothed energy profile ρ(E) from Eq. (6.6), which can be done for large

Hilbert spaces. The Fourier transform in Eq. (6.9) gives
sin2(σt)

(σt)2
. This function leads

to a power-law decay with exponent 2 due to the bounds of the filter function [176–178].

The effects of the spectral correlations get manifested at larger times, when the

discreteness of the spectrum is resolved and the correlations are then detected. This

results in the dip in Fig. 6.5 below the horizontal dashed line that represents the infinite-

time average

⟨SFF ⟩ =
∑
α

|f(Eα)|2. (6.11)

This dip is known as correlation hole [163–168] and it does not exist in models that

present a Poissonian level spacing distribution. In the case of GOE full random matrices,

the dip is described by the two-level form factor [157],

b2(t̄) =


1 − 2t̄+ t̄ ln(2t̄+ 1) t̄ ≤ 1

t̄ ln

(
2t̄+ 1

2t̄− 1

)
− 1 t̄ > 1

. (6.12)

This function describes very well our numerical results and confirms the chaoticity of

our triple-well model.

By comparing the results for different numbers of bosons in Fig. 6.5, it is clear

that the time to reach the minimum of the correlation hole and the time to reach

saturation increase with N . Analytical expressions for these times are given in the

Suppl. Material 6.7.2. They are much shorter than those obtained for interacting

many-body quantum systems with many sites [175].

6.4 Eigenstates

In chaotic quantum systems, the eigenvalues are correlated and the eigenstates are

uncorrelated. In this section, we analyze the transition to quantum chaos through the

changes in the structure of the eigenstates. As ϵ increases from zero and the system

moves from the integrable to the chaotic domain, we expect the eigenstates away from

the edges of the spectrum to become closer to the eigenstates of GOE full random

matrices [138, 139]. The GOE eigenstates are random vectors with components that

are real and which correspond to independent Gaussian random numbers satisfying the
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normalization condition. In realistic many-body quantum systems, a fraction of the

components of the chaotic eigenstates can be nearly zero, but the nonzero components

follow a Gaussian distribution [150].

To detect the onset of chaotic eigenstates, one can employ measures of delocaliza-

tion [159, 179] and fractality [151], and analyze the distributions of the components of

the eigenstates. These methods are, of course, attached to a basis choice. We use here

the Fock basis, |n⟩, which are the eigenstates of the number operators studied in Sec. V.

This basis is in close connection with cold-atom experiments, where dynamics are initi-

ated by preparing the system in Fock states. Nevertheless, in the Suppl. Material 6.7.4

and Suppl. Material 6.7.5, we also provide the analysis of the eigenstates using as basis

the eigenstates of the Ĥ(ϵ = 0) part of the total Hamiltonian in Eq. (6.1). Our main

conclusion that the components of the eigenstates of the triple-well model do not follow

a Gaussian distribution holds for either choice of basis.

Even the most delocalized eigenstates of our triple-well model are not fully chaotic.

A similar conclusion can be drawn for the triple-well Bose-Hubbard model in Ref. [23].

The anomalous scaling of the eigenstate-to-eigenstate fluctuations of expectation values

of local observables with the Hilbert space found in that work might be attributed to

eigenstates that are not fully chaotic.

6.4.1 Delocalization Measures

In Figs. 6.6 (a)-(c), we show the Shannon entropy, Sα
h , of each eigenstate |α⟩ written in

the Fock basis |n⟩,

Sα
h ≡ −

D∑
n=1

|Cα
n |2 ln |Cα

n |2, (6.13)

as a function of energy. In the equation above, Cα
n = ⟨n|α⟩. This entropy measures

the degree of delocalization of the eigenstates in the chosen basis. If the eigenstate

coincides with a basis vector, there is a single |Cα
n |2 = 1 and the state is completely

localized. In this case, Sα
h = 0. If the eigenstate is homogeneously spread in the Hilbert

space, being therefore completely delocalized, then all |Cα
n |2 = 1/D and the entropy

reaches its maximum value Sα
h = ln(D). An equivalent measure of delocalization is the

participation ratio,

Pα
R ≡

D∑
n=1

1

|Cα
n |4

, (6.14)

whose figures are provided in the Suppl. Material 6.7.3. The participation ratio was

also considered in the analysis of the triple-well Bose-Hubbard model in Ref. [23].

For GOE full random matrices, the components Cα
n of the eigenstates are inde-

pendent real random variables from a Gaussian distribution with weights |Cα
n |2 that
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fluctuate around 1/D, so SGOE
h ∼ ln(0.48D). In Figs. 6.6 (a)-(c), we show Sα

h divided

by SGOE
h .

Figure 6.6: Shannon entropy Sh and overlaps of neighboring eigenstates Ω as a function of energy for
N = 90 (light lime dots) and N = 270 (dark blue dots). In (a) and (d): ϵ/J = 0, in (b) and (e):
ϵ/J = 0.7, and in (c) and (f): ϵ/J = 1.5. The solid horizontal lines mark the results for GOE full
random matrices. The dashed vertical lines in (c) and (f) mark approximately the center of the chaotic
region.

In the integrable regime [Fig. 6.6 (a)], we see a pattern of lines that must be associ-

ated with periodic orbits, likely to be found in the phase space of the classical limit of

our model. This subject will be discussed in detail in a future publication 4. As ϵ/J in-

creases, regions of chaos begin to emerge [Fig. 6.6 (b)], where the fluctuations decrease

significantly and Sα
h reaches values closer to SGOE

h , as in the vicinity of E/(JN) ∼ 0.3

and E/(JN) ∼ 0.9. For ϵ/J = 1.5 [Fig. 6.6 (c)], an evident chaotic region emerges for

E/(JN) in the interval given approximately by [-0.2,1]. This energy range explains our

choice for Ec/(JN) = 0.5 in the analysis of the spectral form factor in Eq. (6.6). We

have also verified that the semiclassical analysis of the model in this region of energy

leads to positive Lyapunov exponents5.

Notice, however, that the regular pattern of lines seen in Fig. 6.6 (a) persists in the

edges of the spectrum for Fig. 6.6 (b) and even for Fig. 6.6 (c). Our system is clearly

separated into regions of chaos and non-chaos, independently of the number of bosons.

This is confirmed by comparing the results for N = 90 (light color) and N = 270 (dark

color) in Fig. 6.6 (c).

4Forthcoming publication.
5Forthcoming publication.
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In Figs. 6.6 (d)-(f), we show the quantity Ωα,α′ first proposed in Ref. [150] to measure

how similar two neighboring eigenstates |α⟩ and |α′⟩ are,

Ωα,α′ ≡
D∑

n=1

|Cα
n |2|Cα′

n |2. (6.15)

In full random matrices, where the components |Cα
n |2 and |Cα′

n |2 are uncorrelated Gaus-

sian random numbers, ΩGOE ∼ 1/D. Correlations result in values of Ωα,α′ > 1/D. Large

values of Ωα,α′ and large fluctuations are found throughout the spectrum of the inte-

grable model [Fig. 6.6 (d)], while in the chaotic domain [Fig. 6.6 (f)] they are restricted

to the edges of the spectrum, E/(JN) < −0.2 and E/(JN) > 1, where chaos does not

develop. Notice, however, that even in the chaotic region, Ω > ΩGOE, which indicates

that some level of correlation among the components persists.

Figure 6.7: Box-and-whisker plots for the Shannon entropy (a), overlaps of neighboring eigenstates
(b), and participation ratio (c) for various N ’s. The data range comprises eigenstates with energies
E/(JN) ∈ [0.4, 0.6] from those presented in Fig. 6.6 (c), where U/J = 0.7 and ϵ/J = 1.5. The median
for each N is marked with the orange line inside each box and the average with the diamond symbol.

To get some insight on how the level of correlations depend on N , in Figs. 6.7 (a)-(c),

we select the eigenstates in the chaotic region with energies E/(JN) ∈ [0.4, 0.6] and

study how the averages over these states for ⟨Sh⟩/SGOE
h , ⟨Ω⟩/ΩGOE, and ⟨PR⟩/PGOE

R

change from N = 60 to N = 270. The analysis is done with box-and-whisker plots [180],

which displays the data distribution through its quartiles. The horizontal line drawn in

the middle of the boxes indicates the median and the whiskers (the lines extending from

the boxes) indicate variability outside the upper and the lower quartiles. The averages

are marked with symbols.

The medians in Fig. 6.7 change as N grows. The fact that the values for all three

quantities are below those for random matrices is understandable, since we are dealing

with the eigenstates of realistic systems with two-body couplings, so some level of

correlation always exists. It calls attention, however, that the normalized averages for

the entropy grows with N [Fig. 6.7 (a)], while the averages for Ω [Fig. 6.7 (b)] and
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PR [Fig. 6.7 (c)] move further away from the random matrix results. The overlaps of

neighboring states and the participation ratio are more sensitive to fluctuations in the

tails of their distributions than the Shannon entropy, due to the logarithm present in

the latter [181].

We note that the growth of ⟨Ω⟩/ΩGOE and the decay of ⟨PR⟩/PGOE
R with N in

Fig. 6.7 are not artifacts of the Fock basis. They hold also for the basis corresponding

to the eigenstates of Ĥ(ϵ = 0) [not shown].

From Fig. 6.7 (c), it is not possible to conclude whether ⟨PR⟩/PGOE
R tends to a

constant for larger N ’s or keeps decreasing. The latter would imply absence of fully

developed chaos, in contrast with what is observed for chaotic multi-well systems, and

would suggest multifractality. Motivated by this discussion, the next subsection inves-

tigates whether the eigenstates with energies in the most chaotic region, those with

E/(JN) ∼ 0.5, might indeed be multifractal.

6.4.2 Multifractality

For a state that is extended, but not fully delocalized, ⟨PR⟩ is not proportional to PGOE
R .

This can be indicated by writing ⟨PR⟩ ∝ D−D2 , where D2 is known as the generalized

dimension. If D2 = 1, the state is fully delocalized and ⟨PR⟩ ∝ PGOE
R . When D2 = 0,

the state is localized in the chosen basis. Contrary to these two cases, for 0 < D2 < 1,

the state is fractal, meaning that it is extended, but not ergodic.

The analysis of multifractality requires one further step. To verify whether a state is

multifractal, we study how the generalized dimension Dq, obtained from the generalized

inverse participation ratio, IqPR =
∑

n |Cα
n |2q, depends on q [182, 183]. The generalized

dimension is extracted from the scaling analysis of

⟨IqPR⟩ ∝ D−(q−1)Dq . (6.16)

Multifractality implies that 0 < Dq < 1 and that Dq exhibits a nonlinear behavior with

q.

We extract the generalized dimension Dq for the eigenstates with energy E/(JN) ∼
0.5 by analyzing how ⟨IqPR⟩ scales with the Hilbert space dimension D. The slope of

the curve for ln⟨IqPR⟩ as a function of lnD gives Dq, as illustrated in Fig. 6.8 (a) for

q = 0.5 and Fig. 6.8 (b) for q = 1.5, where we vary the dimension of the Hilbert space

from D = 1 891 (for N = 60) to D = 36 856 (for N = 270).

Our results for Dq as a function of q are shown in Fig. 6.8 (c). The values of Dq

are larger than 0.9, but always smaller than 1, and they are nonlinear in q, suggesting

multifractality.
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Figure 6.8: Scaling analysis of the generalized inverse participation ratio averaged over 300 eigenstates
with E/(JN) ∼ 0.5 for q = 0.5 in (a) and q = 1.5 in (b), and generalized dimension Dq as a function
of q in (c); ϵ/J = 1.5. In (a) and (b), the solid line is a linear fitting and the symbols are the numerical
results obtained by varying the dimension of the Hilbert space from D = 1891 (N = 60) to D = 36 856
(N = 270).

6.4.3 Distribution of Components

The discussion above prompts a more detailed analysis of the components of the eigen-

states. We select a representative eigenstate |α⟩ =
∑

nC
α
n |n⟩ with energy E/(JN) ∼

0.5. The distribution of its components in Fig. 6.9 (a) shows a high peak at Cα
n ∼ 0.

This excessive number of zero amplitudes comes mostly from the Fock states that have

energy en = ⟨n|H|n⟩ outside the chaotic region, that is en/J < −0.2 or en/J > 1. By

removing the components associated with these states, the peak is erased, as seen in

Fig. 6.9 (b). The remaining Fock states constitute 59% of the Hilbert space, but they

are the main constituents of the selected eigenstate, leading to
∑
n

−0.2≤en/J≤1

|Cα
n |2 = 0.90.

Figure 6.9: Distribution of the components Cα
n of an eigenstate with energy E/(JN) ∼ 0.5; ϵ/J = 1.5,

N = 270. In (a), all components are considered, while in (b), only those for which −0.2 ≤ en/J ≤ 1.
Solid line: Laplace distribution; dashed line: Logistic distribution; dotted line: Gaussian distribution.

The best distribution in Fig. 6.9 (a) is Laplace. After removing the peak, in
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Fig. 6.9 (b), the best distribution becomes Logistic, which is more similar to a Gaussian,

but exhibits longer tails. A Gaussian distribution is what one would expect for a fully

chaotic state. This is the distribution obtained for the components of the eigenstates of

full random matrices and also for chaotic systems with many wells and particles. Thus,

the analysis in Fig. 6.9 shows that the eigenstates of our triple-well model do not reach

fully chaotic structures. A similar conclusion is reached when the zero-detuning basis

is employed, as shown in the Suppl. Material 6.7.5.

The lack of ergodicity of the eigenstates is valid also for the triple-well Bose-Hubbard

models presented in the Suppl. Material 6.7.1. The distributions of the components of

their most delocalized eigenstates are also Logistic.

6.5 Eigenstate thermalization hypothesis

Chaotic eigenstates explain and ensure the validity of the eigenstate thermalization

hypothesis (ETH) [160, 184]. The ETH says that when the eigenstate expectation

values of a few-body observable O, that is Oαα = ⟨α|Ô|α⟩, are smooth functions of the

eigenenergies, these values approach the result from the microcanonical ensemble, Omic,

as the system size increases [140]. The hypothesis is also attached to the conditions of

absence of degeneracies and Oαβ ≪ Oαα, where Oαβ = ⟨β|Ô|α⟩ are the off-diagonal

elements of the observable. These are the prerequisites for thermalization, where the

infinite-time average of the observable coincides with its thermodynamic average.

In the case of interacting many-body quantum systems, the onset of chaotic eigen-

states also leads to the Gaussian distribution of the off-diagonal elements of few-body

observables [185], 6. In this section, we investigate the consequences that the lack of

gaussianity of the eigenstates of our model has on the diagonal and off-diagonal ele-

ments of the number operator of each well. This observable, which is diagonal in the

Fock basis, is chosen for its experimental accessibility.

6.5.1 Diagonal Elements

We start the analysis by investigating the diagonal elements of N̂i in Fig. 6.10. As

the integrability breaking term increases from ϵ/J = 0 in Fig. 6.10 (a) to ϵ/J = 1.5 in

Fig. 6.10 (c), the fluctuations decrease significantly, reflecting the similar behavior of the

eigenstates illustrated in Fig. 6.6. For the integrable model in Fig. 6.10 (a), there is a

clear regular structure, and (N1)αα = (N3)αα due to the Hamiltonian parity symmetry.

In Fig. 6.10 (b), smaller fluctuations appear for E/(JN) ∼ 0.3 and E/(JN) ∼ 0.9, as

6In interacting many-body quantum systems, deviations from Gaussian distributions occur for
many-body observables [186]. If the Hamiltonian is quadratic, deviations happen also for few-body
observables [187].
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it happens also for the entropy in Fig. 6.6 (b). In Fig. 6.10 (c), smaller fluctuations are

seen throughout the spectrum, consistent with the notion of ETH. Notice, however, that

outside the chaotic region, for E/(JN) < −0.2 and E/(JN) > 1, one still sees regular

structures that resemble the pattern of lines seen for the eigenstates in Fig. 6.6 (c).

Close to E/(JN) ∼ 0.5 in Fig. 6.10 (c), the population inversion, where (N2)αα

(red) and (N3)αα (green) become larger than (N1)αα (blue), is consistent with the tilt,

which causes states with occupation on site 2 and, especially, on site 3 to have larger

energies than states with population on site 1. For very high energies, it is therefore

natural that (N1)αα ≃ (N2)αα → 0. In contrast, for low energies, the distribution of

particles is relatively symmetric around (N2)αα, with N1 > N2 > N3 and (N3)αα → 0,

as expected.

Figure 6.10: Eigenstate expectation values for (N1)α,α (blue), (N2)α,α (red), and (N3)α,α (green) as
a function of energy, for ϵ/J = 0.0 (a), ϵ/J = 0.7 (b), and ϵ/J = 1.5 (c); N = 270. Average relative
deviation of the eigenstate expectation values of N̂1 with respect to the microcanonical average (d)
and the normalized extremal fluctuations of the eigenstate expectation values of N̂1 (e) both as a
function of the integrability breaking term ϵ. In (d) and (e), the eigenstates lie in the energy range
[E/(JN)−∆E/(JN), E/(JN) + ∆E/(JN)] with E/(JN) = 0.5 and ∆E/(JN) = 0.1.

To study the fluctuations of an observable around the microcanonical expectation

value, we consider the deviation of its eigenstate expectation value,

∆micO =

∑
α |Oαα −Omic|∑

αOαα

, (6.17)
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with respect to the microcanonical result,

Omic =
1

N E,∆E

∑
α,

|E−Eα|<∆E

Oαα, (6.18)

where NE,∆E is the number of energy eigenstates with energy in the window ∆E. We

also study the normalized extremal fluctuation [184],

∆mic
e O = |maxO − minO

Omic

|, (6.19)

where maxO and minO are the maximum and minimum values of Oαα. In Fig. 6.10 (d)

[Fig. 6.10 (e)], we present the results for ∆micN1 [∆mic
e N1] for eigenstates with E/(JN) =

0.5 in the window of width ∆E/(JN) = 0.1. The results for (N2)αα and (N3)αα are

similar (not shown).

Figures 6.10 (d)-(e) are analogous to Fig. 6.4. They show that the smallest fluctua-

tions of the eigenstate expectation values happen in the vicinity of ϵ/J ∼ 1.5, where the

chaos indicator β is also the largest . The fluctuations increase as the system approaches

both integrable limits, as ϵ/J → 0 (Bethe ansatz) and as ϵ/J → ∞ (self-trapping).

At a fixed value of ϵ/J , one sees that ∆micN1 in Fig. 6.10 (d) decreases slightly

as the total number of particles increases. A discussion of how ∆micO scales with

the dimension D of the Hilbert for the triple-well Bose-Hubbard model is provided in

Ref. [23], where it is found that the scaling does not follow expectations consistent with

fully chaotic eigenstates. Similarly to our analysis of Fig. 6.4, the results in Fig. 6.10 (d)

suggest that the reduction of the fluctuations for larger N ’s is caused by better statistics,

not necessarily improved levels of chaos. Contrary to multi-well systems, our model is

limited to three degrees of freedom.

Our results for the extremal fluctuations in Fig. 6.10 (e) add to the above discus-

sion. We see that ∆mic
e N1 does not decrease as N increases. This contrasts with the

case of interacting many-body quantum systems with many sites, where the extremal

fluctuations do decrease as the number of particles and wells increase. The extremal

fluctuation is a more rigorous test of the validity of the ETH [184], and by extension of

the degree of quantum chaos.

6.5.2 Off-diagonal elements

The strongest signatures of quantum chaos for our triple-well model happen for ϵ/J ∼
1.5, but the results for level statistics [Fig. 6.4], structure of the eigenstates [Fig. 6.9],

and extremal fluctuations [Fig. 6.10 (e)] indicate that even at this point, full chaos is

not achieved. Here, we investigate how this saturated level of chaos, in particular the
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non-Gaussian distribution of the eigenstates components in Fig. 6.9, gets reflected into

the distribution of the off-diagonal elements of the number operators.

The off-diagonal elements of N̂i is given by

⟨α|N̂i|β⟩ =
D∑

n=1

Cα
nC

β
n⟨n|N̂i|n⟩

=
N∑

n=1
⟨n|N̂i|n⟩=1

Cα
nC

β
n + 2

N−1∑
n=1

⟨n|N̂i|n⟩=2

Cα
nC

β
n + . . .+N

1∑
n=1

⟨n|N̂i|n⟩=N

Cα
nC

β
n .

(6.20)

In the case of fully chaotic eigenstates, where Cα
n ’s are independent Gaussian random

numbers, the distribution of (Ni)αβ should also be Gaussian. This is evident from the

equation above. The product of independent random variables is again an indepen-

dent random variable, and according to the central limit theorem, the sum of random

variables from any distribution follows a Gaussian distribution.

In Fig. 6.11, we show the distribution of the number operator of well 1 (for equivalent

results for wells 2 and 3, see the Suppl. Material 6.7.6.) As the integrability term ϵ/J

increases from zero [Fig. 6.11 (a)] to 1.5 [Figs. 6.11 (c)], the peak at (N1)αβ/N ∼ 0

decreases and the distribution gets more similar to a Gaussian, although this shape is

never achieved, independently of the number of particles.

Figure 6.11: Distributions of the off-diagonal elements of the number operator of well 1, ⟨α|N̂1|β⟩,
for 300 eigenstates with energy E/(JN) ∼ 0.5. The value of the integrability breaking parameter is
indicated in the panels. The distributions are shown for different numbers of particles, N = 60 (green)
to N = 270 (red) in increments of 30.

In Fig. 6.12 (a), we select only the curve for N = 270 from Fig. 6.11 (c) and show

that its best fit is a Laplace distribution. Some explanations are now in order. The

Laplace distribution (more precisely, a modified Bessel function of the second kind)

describes the off-diagonal elements of single-particle eigenstates in chaotic quadratic

Hamiltonians [187]. In this case, N = 1 and the only term that survives in Eq. (6.20)

is the last one. This term is a single product of two Gaussian random variables, whose
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distribution is indeed Laplace. Our scenario is completely different from this one, since

in Eq. (6.20), we have large sums of the products Cα
nC

β
n .

Figure 6.12: Distributions of the off-diagonal elements of the number operator of well 1, ⟨α|N̂1|β⟩, for
300 eigenstates with E/(JN) ∼ 0.5, N = 270, ϵ/J = 1.5. The solid line indicates the best fit: (a)
Laplace, (b) Logistic, and (c) Gaussian distribution. In (a), just as in Fig. 6.11 (c), all the components
Cα

n of the eigenstates are considered. In (b), only those components for which 0.25 ≤ en/J ≤ 0.7 are
taken into account. In (c), the components are those from Gaussian random vectors.

Similar to our analysis in Fig. 6.9, a closer study of Fig. 6.12 (a) reveals that the peak

at (N1)αβ/N ∼ 0 is caused by the Fock states with energies outside the chaotic region.

By removing the contributions from the states with en/J < 0.25 and en/J > 0.75, the

distribution of (N1)αβ becomes Logistic, as seen in Fig. 6.12 (b), which is closer but not

yet Gaussian. If, however, we calculate Eq. (6.20) using eigenstates from GOE random

matrices, then we finally reach the Gaussian shape, as expected from the central limit

theorem and as illustrated in Fig. 6.12 (c).

The study of the off-diagonal elements corroborates our claims that the triple-well

model in Eq. (6.1) do not have fully chaotic eigenstates. The same holds for the triple-

well Bose-Hubbard models presented in the Suppl. Material 6.7.1, where the distribu-

tions of the off-diagonal elements of the number operators are not Gaussian either.

6.6 Discussion

We investigated the spectrum, eigenstates, and occupation numbers of an integrable

bosonic triple-well model that becomes chaotic with the addition of a external potential.

The analysis of the structure of the eigenstates shows that for values of the tilt where

chaos emerges, there are still regions of energy where the system remains non-chaotic.

Furthermore, even within the energy interval of chaos, the eigenstates are not fully

chaotic (ergodic), that is, their components do not follow Gaussian distributions and the

generalized dimensions are smaller than 1, which suggest reminiscences of correlations.

Diagonal and off-diagonal ETH, which are other good indicators of the level of

chaoticity of a many-body quantum system, were also not entirely fulfilled by our
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model.

Studies of the eigenstates and off-diagonal elements of observables can reveal details

about quantum systems that are not always easily accessible from a direct study of

their eigenvalues. In our specific case, the analysis of the eigenstates and observables

shows that three wells constitute the preface for many-body quantum chaos.

A natural extension of this work is to examine how our results change by increasing

the number of wells, specially the four-well model presented in Chapters 4 and 5, the

role played by the geometry of the system, and the addition of nonlinear terms [64] or

external drives [188, 189].
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6.7 Supplementary Material

6.7.1 Bose-Hubbard Models

Bose-Hubbard models describe interacting spinless bosons on a discrete lattice [7] and

are experimentally implemented with ultracold atoms in optical lattices [8]. In the case

of three wells, the bare Bose-Hubbard model is represented by the Hamiltonian

Ĥ =
U0

N

(
N̂1

(
N̂1 − 1

)
+ N̂2

(
N̂2 − 1

)
+ N̂3

(
N̂3 − 1

))
+

J√
2

(
â†1â2 + â†2â1

)
+

J√
2

(
â†2â3 + â†3â2

)
, (6.21)

where U0 is the onsite interaction, J is the hopping (tunneling) parameter, and N =

N1 +N2 +N3 is the total number of particles.

This system presents signatures of quantum chaos when the number L of wells

coincides with the number particles, L = N ≥ 5 [17]. However, as shown in [23], the

model is also chaotic for only 3 sites and N ≫ 3. Notice that the Hamiltonian has

parity symmetry, so to study level statistics, one should either break this symmetry,

as done in [23], or separate the eigenvalues by symmetry sector. An alternative is to

resort to the correlation hole, which detects level repulsion even in the presence of

symmetries [162, 169].

The extended version of the Bose-Hubbard model,

Ĥ =
U0

N

(
N̂1

(
N̂1 − 1

)
+ N̂2

(
N̂2 − 1

)
+ N̂3

(
N̂3 − 1

))
+
U1

N

(
N̂1N̂2 + N̂2N̂3 +

1

α
(N̂1N̂3)

)
+

J√
2

(
â†1â2 + â†2â1

)
+

J√
2

(
â†2â3 + â†3â2

)
, (6.22)

includes also interactions between the wells, which emerge in dipolar gases. As discussed

in [37], the parameter α depends on the geometry of the trap and can vary between

4 ≤ α ≤ 8. The extended Bose-Hubbard model also has parity symmetry through

exchange of wells 1 and 3. Depending on the choices of parameters and with some

rearrangement of the signs, Eq. (6.22) coincides with the Hamiltonian of our model in

Eq. (6.1) in the integrable limit.

In Fig. 6.13, we show the DOS for the two Bose-Hubbard models above for pa-

rameters that lead to approximate Wigner-Dyson distributions. For N = 180 and the

positive parity sector, we get Brody factors β ≈ 0.8. Figure 6.13 can be compared with

the DOS for the chaotic triple-well model with the external tilt in Fig. 6.3 (c). None of

the distributions, that in Fig. 6.3 (c) or the ones in Fig. 6.13, have a Gaussian shape.
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Figure 6.13: Density of states for (a) the bare Bose-Hubbard model from Eq. (6.21) and (b) the
extended Bose-Hubbard model from Eq. (6.22). All eigenvalues from both symmetry sectors are
considered; N = 180. The parameters used lead to Wigner-Dyson distributions: (a) U0/J = 2.03, (b)
U0/J = 1.85, U1/J = 1.2 and α = 2

√
2. The solid lines are Gaussian fits.

In Fig. 6.14, we show results for the Shannon entropy, components of the eigenstates,

and off-diagonal elements of N̂1 for both Bose-Hubbard models in the chaotic domain.

The plot for the Shannon entropy in Fig. 6.14 (a), and Fig. 6.14 (d) can be compared

with Fig. 6.6. Similarly to our model, the Bose-Hubbard models present a region of

energy away from the edges of the spectrum where the entropy is larger and has smaller

fluctuations. As we move closer to borders of the spectrum, a pattern of regular lines

similar to those in Fig. 6.6 appear.

We studied the distributions of the components of various eigenstates in the chaotic

region of the spectrum, with energy E/(JN) ∼ 1 [E/(JN) ∼ 1.4] for the bare Bose-

Hubbard model [extended Bose-Hubbard model]. In most cases, the best fit is a Logistic

distribution, as illustrated in Fig. 6.14 (b) [Fig. 6.14 (e)]. For the Bose-Hubbard models,

we do not find an excessive number of Cα
n ∼ 0 as in Fig. 6.9 (a), but the tails are still

longer than in Gaussian distributions.

The lack of gaussianity of the eigenstates result in the non-Gaussian distributions

of the off-diagonal elements of the number operators. This is illustrated in Fig. 6.14 (c)

and Fig. 6.14 (f) for N̂1. Contrary to Fig. 6.12, none of the usual distributions, Laplace,

Logistic, Gaussian, or Lorentzian, capture well the histogram for (N1)αβ.

6.7.2 Additional results for our triple-well model

We leave to this Suppl. Materail some further details about our triple-well model. This

includes the dependence of the timescales of the spectral form factor on N , a plot for

the participation ratio, and the distributions of off-diagonal elements for the number

operators of the three wells.
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Figure 6.14: Shannon entropy (a,d), distribution of the components of an eigenstate in the chaotic
region (b,e), and distribution of the off-diagonal elements of the number operator of well 1 (c,f) for the
bare Bose-Hubbard model (a)-(c) and the extended Bose-Hubbard model (d)-(f) in the positive parity
sector; N = 180. The parameters are the same as in Fig. 6.13. In (a,d): Solid line indicates the result
for random matrix theory. In (b,c,e,f): Solid line represents the Laplace; dashed line, the Logistic; and
dotted line, the Gaussian distribution. The best fit in (b) and (e) is the Logistic distribution. In (b),
E/(JN) = 1.16 and in (e), E/(JN) = 1.33.

Timescales for the spectral form factor

The time tmin to reach the minimum of the correlation hole and the time for the satu-

ration of the spectral form factor (Heisenberg time) can be derived using the analytical

expression in Eq. (6.7).

Time for the minimum of the correlation hole

To determine the time tmin, we consider the envelope of the initial oscillatory decay,

sin2(σt) → 1, (the choice sin2(σt) → 1/2 would also be suitable) and use the expression

of the function b2(t/(2πνc)) for short times, t ≤ 2πνc. The latter is justified, because the

minimum of SFF (t) is the point where the function [η sin2(σt)]/(σt)2, that causes the

decay of the spectral form factor, meets the b2(t/(2πνc)) function, which is responsible

for bringing SFF (t) up to saturation. The time is then obtained from

dSanalyt
FF

dt
= 0 (6.23)

4η

σ2t3min

=
1

πνc
+

1

πνc(1 + tmin

πνc
)
−

ln
(

1 + tmin

πνc

)
πνc

,
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which can be solved numerically to determine tmin. By expanding the equation above,

using tmin ≪ πνc, we get that

tmin =

(
2πνcη

σ2

)1/3

=

(
16π

9⟨SFF ⟩2σ3

)1/3

. (6.24)

Since ⟨SFF ⟩ scales with the inverse of the dimension of the Hilbert space, that is ⟨SFF ⟩ ∝
N−2, and σ ∝ N , we have that tmin grows with the number of particles as

tmin ∝ N1/3. (6.25)

This is confirmed numerically for all N ’s considered here, as indicated by the values of

tmin marked with circles in Fig. 6.5.

Saturation time

The saturation time, tS, corresponds to the time when SFF (t) reaches its infinite-time

average ⟨SFF ⟩. At these very long times, only the b2 function is relevant, and since it

shows a power-law behavior, b2

(
t

2πνc

)
→ π2ν2c

3t2
, the complete saturation is not well

determined [175]. We define tS as the moment when SFF (tS) = (1 − δ)⟨SFF ⟩, where δ

is a small value that guarantees that SFF (t) is already within the fluctuations around

the infinite-time average. This gives

tS
2πνc

ln

(
tS/πνc + 1

tS/πνc − 1

)
= δ

(η − 1)⟨SFF ⟩
1 − ⟨SFF ⟩

+ 1 (6.26)

and using that tS ≫ πνc, we arrive at

tS =
πνc

2
√
δ
∝ N, (6.27)

which shows that the saturation time grows linearly with N , as confirmed in Fig. 6.5,

where tS is marked with diamonds.

It is instructive to compare tmin and tS for our model with the same timescales for

the Dicke model [173], which has two degrees of freedom, and for the one-dimensional

disordered spin-1/2 model with many excitations [175], which has many degrees of

freedom and a Hilbert space that grows exponentially with the number of sites. While

for our model and the Dicke model, tmin scales with the number of particles as N1/3

and N1/2, respectively, and tS ∝ N , for the interacting many-body spin system, tmin

grows with the size of the Hilbert space as D2/3 and tR ∝ D. Based on these timescales,

it might be possible to detect the correlation hole experimentally with the triple-well
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model, but more unlikely to get this done with many-body systems with many sites

and short-range couplings.

6.7.3 Participation ratio in the Fock basis

We show in Fig. 6.15 the participation ratio obtained for eigenstates written in the Fock

basis and divided by the result for GOE random matrices, PGOE
R ∼ D/3. In comparison

to the results for the Shannon entropy presented in Fig. 6.6, we see that the fluctuations

are larger for the participation ratio.

Figure 6.15: Participation ratio as a function of energy for N = 90 (light green dots) and N = 270
(blue dots). The solid horizontal lines mark the results for GOE random matrices. The dashed vertical
line in (c) marks approximately the center of the chaotic region.

The fluctuations decrease as the system moves from the integrable limit of Fig. 6.15 (a)

to the chaotic domain of Fig. 6.15 (c), but even for ϵ = 1.5, we still find regions closer

to the edges of the spectrum with patterns of lines similar to those found in the regular

regime. In addition, the participation ratio is throughout smaller than PGOE
R and this

does not improve as N increases [cf. N = 270 (dark dots) with N = 90 (light dots)].

6.7.4 Shannon entropy in the zero-detuning basis

When computing delocalization measures, the results depend on the basis used. The

basis choice is done according to the question under investigation. Our studies of ETH

focus on the occupations of each well, which are observables measured in cold atoms.

It is therefore natural to perform the analysis of the eigenstates in a basis, where N̂i is

diagonal, that is, in the Fock basis |n⟩, as done in Sec. IV. In studies of the transition

to chaos, however, the most appropriate basis corresponds to the eigenstates of the

integrable part of the model considered. In our case, this basis coincides with the

eigenstates |ϕ⟩ of the Hamiltonian in Eq. (6.1) with zero detuning (ϵ = 0).

The purpose of Fig. 6.16 is to compare the Shannon entropy calculated in the Fock

basis |n⟩ in Fig. 6.6 (b) and Fig. 6.6 (c) [light points in Fig. 6.16 (a) and Fig. 6.16 (b)]
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with the Shannon entropy computed in the zero-detuning basis |ϕ⟩ [dark points in

Fig. 6.16 (a) and Fig. 6.16 (b)]. The data show that using this zero-detuning basis

does not qualitatively change the results for ϵ/J = 0.7 and ϵ/J = 1.5. For ϵ/J = 0.7

in Fig. 6.16 (a), patches of high degrees of delocalization appear for both bases for

E/(JN) ∼ 0.3 and E/(JN) ∼ 0.9; and for ϵ/J = 1.5 in Fig. 6.16 (b), the chaotic

region is evident for both bases for E/(JN) ∈ [−0.2, 1].

Figure 6.16: Shannon entropy Sh in the Fock basis (light dots, as in Fig. 6.6) and in the zero-detuning
basis (dark dots) as a function of energy for N = 90, U/J = 0.7, and ϵ/J = 0.7 (a) [ϵ/J = 1.5 (b)].
The solid horizontal lines mark the results for GOE full random matrices. The dashed vertical line in
(b) marks approximately the center of the chaotic region.

If we compare the value of Sh/S
GOE
h as a function of ϵ/J , from ϵ = 0 to ϵ/J = 1.5, it

grows dramatically for the zero-detuning basis, since in this case, S
|ϕ⟩
h (ϵ = 0) = 0. One

also notices that S
(|ϕ⟩)
h (ϵ = 1.5)/SGOE

h reaches values closer to 1 for the zero-detunig

basis than S
(|n⟩)
h (ϵ = 1.5)/SGOE

h for the Fock basis. But the overall structure of the

eigenstates for ϵ/J in the chaotic region does not change much from one basis to the

other, as suggested by Fig. 6.16 and by the results below in Fig. 6.17.

6.7.5 Distribution of the components of the eigenstates in the

zero-detuning basis

The distributions of all the components of an eigenstate written in the zero-detuning

basis and having energy close to the middle of the chaotic region is given in Fig. 6.17 (a).

In contrast with the case of the Fock basis presented in Fig. 6.9 (a), here we did not

find an excessive number of zero valued components. Yet, in Fig. 6.17 (b), we follow

the same procedure used in Fig. 6.9 (b) and kept only the components associated with

states that have energy in [−0.2, 1]. With that, the small central peak in Fig. 6.17 (a)

is erased.

Similarly to what is observed in Fig. 6.9 (b), the best fit in Fig. 6.17 (b) [and even in

Fig. 6.17 (a)] is again Logistic instead of Gaussian. This indicates that the eigenstates
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of our triple-well model written in the zero-detuning basis, just as in the Fock basis,

are not ergodic.

Figure 6.17: Distributions of the components Cα
n of an eigenstate with energy E/(JN) ∼ 0.5; N = 180,

U/J = 0.7 and ϵ/J = 1.5. In (a), all components are considered, while in (b), only those for states
with energy in [−0.2, 1] are kept. Solid line: Laplace distribution; dashed line: Logistic distribution;
dotted line: Gaussian distribution.

6.7.6 Distributions of off-diagonal elements

In the main text, we show the distribution of the off-diagonal elements of the number

operators of well 1 in Fig. 6.12 (a). Here, we repeat this figure in Fig. 6.18 (a), but

show also the distributions of the off-diagonal elements of the number operators of well

2 (b) and 3 (c) in comparison with Laplace, Logistic, and Gaussian distributions. The

best fit for the three observables is the Laplace distribution.

Figure 6.18: Distributions of the off-diagonal elements of (a) N̂1, (b) N̂2, and (c) N̂3 for 300 eigenstates
with energy E/(JN) ∼ 0.5; N = 270, U/J = 0.7 and ϵ/J = 1.5. The fitting curves correspond to
Laplace (dashed line), Logistic (dashed line) and Gaussian (solid line) distributions.
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Chapter 7

Conclusions and Outlook

We have studied models of dipolar bosons confined to 3 and 4 wells. The analysis consid-

ered both integrable and non-integrable regimes within the models. Through variation

of the external field, we demonstrated how the triple-well system can be controlled be-

tween various “switched-on” and “switched-off” configurations. A discussion about the

generation of entanglement in this system was also presented. Then we investigated

the four-well model, revealing how the system can become a natural high-sensitivity

interferometer; in addition, we presented protocols to produce and encode phases into

a NOON state. The physical feasibility was also discussed for both systems through

configurations of ultracold dipole atoms arranged in optical potentials. Finally, we re-

turn to the three-well model to investigate many-body quantum chaos. We show that

the three-well system does not have a fully chaotic structure. A more specific summary

of what was investigated in this thesis is presented below, by chapter.

In Chapter 2 we studied the triple well model. In it’s integrable setting, we first

identified the resonant tunneling regime between the source and drain, for which ex-

pectation values of particle numbers in the gate are negligible. Moreover, it was found

that a conserved operator of the integrable system acts as an effective Hamiltonian,

which predicts coherent oscillations. This is in agreement with observations from nu-

merical calculations. We then broke integrability through application of an external

field to the source and the drain. It was shown in Fig. 2.5 that the applied field, in

the resonant regime, did not destroy the harmonic nature of the oscillations, but did

influence the amplitude and frequency. Increasing the applied field allowed for tuning

the system from the switched-on configuration through to switched-off (Fig. 2.6). Re-

sults from semiclassical analyses produced formulae for the amplitude and frequency,

which proved to be remarkably accurate when compared to numerical calculations. This

demonstrates the possibility to reliably control the harmonic dynamical behavior of the

model in certain regimes, turning this device into a very promising atomtronic building
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block for future applications in quantum technologies. A surprising feature of this re-

sult is that the ability to control the system in a predictable manner arises through the

breaking of integrability.

In Chapter 3 we analysed the capacity for entanglement generation in the three-

well atomtronic device obtained in the resonant tunneling regime, where the particle

exchange between wells 1 and 3 is very well described as coherent oscillation. We con-

sidered a larger class of non-entangled initial states that still belong to the resonant

regime, and studied the quantum evolution. We conducted calculations of population

expectation values, quantum fluctuations, and entanglement. We found that the maxi-

mum entanglement occurred when the expectation values for populations in wells 1 and

3 are equal, where also their variances are maximal. For this study, a more general effec-

tive Hamiltonian was constructed, also expressed in terms of the conserved operator for

the integrable system, which allowed us to obtain analytic formulae for the evolution of

the states, that may be useful for future studies of both flow and entanglement control.

In Chapter 4 we have provided an example of integrable atomtronic interferometry,

through an integrable model with four sites arranged in a closed square. The integrable

properties of the model furnished the necessary tools to understand the dynamics of

the system in the resonant tunneling regime. It allowed for the analytic calculation of

dynamical expectation values and correlation functions heralding NOON state forma-

tion. This, in turn, informed the relevant time interval required to implement certain

measurement protocols. The probabilities for measurement outcomes were computed

via the density matrix. We demonstrated proof of principle examples that the inte-

grable four-well system functions as an identifier of NOON states produced by a black

box processor, and as a simulator of such a processor.

In Chapter 5 we have addressed the challenging problem of designing protocols

to facilitate NOON state creation. Our approach employed dipolar atoms confined to

four sites of an optical superlattice. The insights gained from integrability allowed us to

develop two protocols, that are based on the formation of an uber-NOON state en route

to the final state. Protocol I employs a local measurement procedure to produce NOON

states over a shorter time than Protocol II. However Protocol I is probabilistic, requiring

post-selection on the measurement outcome. This is in contrast to the deterministic

approach of Protocol II. For both protocols, phase-encoding is performed by breaking

the system’s integrability. And in both protocols, the output states were shown to

have high-fidelity in numerical simulations. We also identified a readout scheme that

allows verification of NOON state production through measurement statistics. The
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approaches we have described have two significant advantages. One is that the evolution

time does not scale with the total number of particles. The other advantage is that

all measurements are made in the local Fock-state basis. We conducted an analysis

of the feasibility of a physical proposal, providing realistic values for the Hamiltonian

parameters. We also analyze the robustness of the system in response to perturbations.

In Chapter 6 we investigated the spectrum, eigenstates, and occupation numbers

of the integrable bosonic triple-well model that becomes chaotic with the addition of

a tilting potential, which breaks the integrability of the Hamiltonian. The analysis

of the structure of the eigenstates shows that for values of the breaking parameter

where chaos emerges, there are still regions of energy where the system remains non-

chaotic. Furthermore, even within the energy interval of chaos, the eigenstates are

not fully chaotic (ergodic), and indicate reminiscences of correlations. We also analyze

the system through diagonal and off-diagonal ETH and neither of the two criteria are

entirely fulfilled by our model. In our specific case, the analysis of eigenstates and

observables shows that three wells (1D) constitute the preface to many-body quantum

chaos.

While the results obtained for the three-well model open possibilities for multi-level

logic applications, with entanglement control through an external field, the protocols

designed for the four-well model highlight the quantum information connections of the

model by detailing its function as a hybrid qudit system subjected to a controlled-

phase gate operation. This description complements other qudit studies in photonic

[190–192] and NMR [193] settings, which are attracting attention due to the promise

of increasing quantum computational capacity. It is anticipated that our results, in an

atomtronic framework, may be transferable to these and other contexts. By establishing

a link between integrability and quantum technologies, this work promotes advances in

the field of neutral-atom quantum information processing. Both the switching device

and the NOON interferometric device may be considered building blocks for ultracold

atomic technologies.

Current research topics: The three-well model is very rich, still exhibiting proper-

ties worth being explored. Among them, two directions are being investigated. One of

these is related to grasping the mechanisms for controlling the entanglement generation

through the application of external fields. The other is the understanding of the chaotic

behavior from the perspective of quantum dynamics and of a quantum-classical corre-

spondence. Regarding the four-well model, we are investigating a different integrable

geometric configuration, the open 3+1 system (See Fig. 1.2(c) and Fig. B.2(a)). It has
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the potential to generate identical parallel outputs, create chiral currents, design direc-

tional switches [194], and simulate some molecules [195, 196], among other possibilities

that deserve to be examined.

Future research topics: In future research, we will undertake studies involving the

effects of external drivings in the dynamics of both systems, which is feasible using

Floquet theory, e.g. see [197]. It is also possible to carry out investigations in search of

other quantum states that may be useful for metrological applications, such as coherent

states and Dicke states, among others. Another natural extension of the thesis is to

examine how chaos indicators vary with an increasing number of wells, with the system

geometry, the addition of non-linear terms [64], or external drives [188, 189]. Besides,

the multi-well model offers several other configurations worth being investigated, espe-

cially focusing on the possibility of generating other quantum devices. A challenging

question in this scenario is to prospect the formation of quantum circuits.
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Appendix A

Quantum Integrability: a brief

discussion

We bring here some discussions about quantum integrability that may complement the

subject of this thesis. The approach certainly does not contemplate the full scope of

the issue.

The notion of integrability in physics originated in the former studies of classical me-

chanics. One of the most powerful classical concepts is Liouville’s (Liouville–Arnold)[198]

theorem about integrable systems[199]. In 1853, Liouville proved that if, “in a system

with n degrees of freedom (i.e., with a 2n-dimensional phase space), n first independent

integrals in involution (i.e., Poisson commutation, {H,F} = 0 ) are known, then the

system is quadrature integrable1.” In this case, the solutions of the equations of motion

(using action angle variables), “exhibit periodic tori motion in phase space, and ergod-

icity is absent, in contrast to non-integrable models that explore phase space densely

over time.” [14, 200]

Transferring classical definitions to quantum Hamiltonian systems is an intriguing

question that has long been investigated [14]. The problem arises mainly due to the

number of degrees of freedom which, for quantum systems, is generally a finite (discrete)

Hilbert space dimension; whereas classically the degrees of freedom are continuous vari-

ables. One of the first to realize the difficulty of connecting classical-quantum processes

was Einstein, around 1917 when studying a generalization of the Bohr, Sommerfeld,

and Epstein quantization rule, which was valid only for separable coordinate systems.

Einstein showed how to quantize non-separable systems, provided they have as many

independent constants of motion (first integrals of motion) as there were degrees of

freedom. These systems came to be called integrable. In his study of integrable models,

1Integration by quadrature means solving an integral analytically (i.e., symbolically in terms of
known functions). From https://mathworld.wolfram.com/Quadrature.html
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Einstein observed that in the case of non-integrable systems, the transition from classi-

cal to quantum methods is not trivial as in the integrable case. This observation made

him one of the pioneers of quantum chaos. The quantum-classical incompatibility of

chaotic systems is a subject still under investigation, as is quantum chaos itself, and

has its own field of research [201].

The quantization problem was facilitated with the emergence of Schrödinger’s equa-

tion, which treats the quantization as an eigenvalue problem, through a Hamiltonian

operator. Schrödinger presented exact solutions, especially for systems of one particle

in the presence of a potential, such as the non-relativistic hydrogen atom. However,

when the number of particles is very large, the system needs to be manipulated by

statistical mechanics, where an average of the properties of an ensemble of initially

identical systems is calculated. In this case, integrable systems present a conserved

density in the temporal evolution (flow) of this ensemble (Liouville’s Theorem [202]).

In 1931, Hans Bethe presented a new method for finding exact eigenvalues and

eigenvectors for physical many-body systems. The method, known as Bethe ansatz

in its coordinated form, was formulated by Bethe to solve the one-dimensional (1D)

Heisenberg spin chain model [203] and was soon successfully extended to other models

such as the Lieb-Liniger model[204, 205] (the 1D Bose gas with contact interactions),

the 1D Fermi gas with contact interactions, the massive Thirring model, the Hubbard

model, the Kondo model, and the Anderson impurity model, among many others,

generating a new area in mathematical physics. Although Bethe’s method is efficient

in finding the exact spectrum of many-body (1+1) dimensional quantum models, the

complicated structures of the eigenfunctions mainly made it difficult to calculate the

correlation functions.

Subsequently, in 1979, Faddeev, Sklyanin, and Takhtadzhyan formulated the quan-

tum method[206, 207] of the inverse scattering problem2, which led to a generalized

Bethe ansatz. In the Quantum Inverse Scattering Method (QISM), an algebraic ver-

sion of the Bethe ansatz is developed, and a methodology for obtaining the solution

of the models through the Yang–Baxter equation is proposed and discussed in detail3.

This elegant and systematic method allows, in some cases, for the computation of cor-

relation functions. The QISM has led the scientific community to a new understanding

of quantum integrable systems. 4. The method has been significantly improved, and

2The inverse scattering transform is a (semi-classical) method for solving some non-linear partial
differential equations, which were first introduced by Clifford S. Gardner, John M. Greene, and Martin
D. Kruskal et al. (1967, 1974) for the Korteweg–de Vries equation, and then extended to the nonlinear
Schrödinger equation, the Sine-Gordon equation, and the Toda lattice equation. Wikipedia

3Notice that besides the coordinate and the algebraic Bethe Ansatz (BA), other variants of the BA,
such as the analytical BA [208, 209] and the off-diagonal BA [210] also exist.

4It is worth mentioning that a precise definition of quantum integrability remains still an issue of
discussion[14]
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it has been extended to models from different areas of physics, which permeate sta-

tistical mechanics [211], quantum field theory [212, 213], condensed matter [214–216],

atomic, molecular, and optical physics [217–220], AdS/CFT correspondence (anti-de

Sitter spaces/conformal field theories)[221], in addition to ultracold atoms[127] and

other systems where perturbative methods often fail. It is an incredibly potent method

to deal with quantum integrable systems and it is basically the method that we employ

(with some generalizations) in this thesis.
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Appendix B

Integrable multi-well Hamiltonians

A general family of integrable multi-well Hamiltonians containing n+m modes (wells)

was introduced in [24] and is given by

Hn,m = U(NA −NB)2 + µ(NA −NB) + Σn
i=1Σ

m
i=1ti,j(aib

†
j + a†ibj), (B.1)

where NA ≡ ∑n
i=1Na,i and NB ≡ ∑m

j=1Nb,j represent the number of bosons in the

wells of the subsets A and B, ai, bj are the canonical boson operators, U is the intra-

well and inter-well interaction between bosons, µ is the chemical potential and tij are

the constant couplings for the tunneling amplitude.

For each choice of n,m we have an integrable tunneling model. To exemplify, we

write below explicit Hamiltonians for some simple cases: 2 wells (1, 1), 3 wells (2, 1),

and 4 wells (2, 2) and (3, 1), respectively

H1,1 = U(Na,1 −Nb,1)
2 + µ(Na,1 −Nb,1) + t1,1(a1b

†
1 + a†1b1), (B.2)

H2,1 = U(Na,1 +Na,2 −Nb,1)
2 + µ(Na,1 +Na,2 −Nb,1)

+t1,1(a1b
†
1 + a†1b1) + t2,1(a2b

†
1 + a†2b1), (B.3)

H2,2 = U(Na,1 +Na,2 −Nb,1 −Nb,2)
2 + µ(Na,1 +Na,2 −Nb,1 −Nb,2)

+t1,1(a1b
†
1 + a†1b1) + t1,2(a1b

†
2 + a†1b2)

+t2,1(a2b
†
1 + a†2b1) + t2,2(a2b

†
2 + a†2b2) (B.4)

H3,1 = U(Na,1 +Na,2 +Na,3 −Nb,1)
2 + µ(Na,1 +Na,2 +Na,3 −Nb,1)

+t1,1(a1b
†
1 + a†1b1) + t2,1(a2b

†
1 + a†2b1) + t3,1(a3b

†
1 + a†3b1) (B.5)
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An interesting property of this family of integrable multi-well Hamiltonians is its

bipartite structure. Here, we are considering a complete bipartite system which is

characterized by a set of (n + m) modes (wells), that can be divided into two subsets,

such that each well in subset A connects to all wells in subset B and wells in the

same subset do not connect to each other. These connections can be understood as

the tunneling possibilities. Fig. B.1 shows a complete bipartite scheme for the case of

n = 4,m = 5, as an example.

A︷ ︸︸ ︷

︸ ︷︷ ︸
B

Figure B.1: A bipartite scheme for (4 + 5) modes. The light blue circles represent the subset A with
n = 4 modes and the dark blue circles, the subset B with m = 5 modes. The lines represent the
connections (possibility of tunneling, in our case).

The long-range interaction (connection between subspaces) is guaranteed by dipole-

dipole interaction (DDI). However, the DDI will also be perceived between atoms be-

longing to wells of the same subset, in addition to the interaction within the well.

The integrability condition (U13 = U0, for the 3-well case, and U13 = U24 = U0 for

the 4-well case) is responsible to neutralize this unwanted interaction, while allowing

that U12 = U14 = U23 = U34. These restrictions are closely associated with physical

parameters, which have to be respected when designing the experimental models.

In Fig B.2, below, are shown the bipartite schemes for the open 4-well model and

for two 5-well configurations, that will be investigated in the next stage of the research.

(a) (3,1) (b) (3,2) (c) (4,1)

Figure B.2: Schemes for some (n,m) bipartite geometries with 4 and 5 modes (wells). The blue spheres
represent the subset A and the green, the subset B. The lines represent the allowed tunnelings.
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Appendix C

Experimental feasibility details for

the triple-well model

Here we show how to implement the switching device model in a system of ultracold

atoms trapped in optical potentials. The physical system of ultracold atoms is consid-

ered a standard realization for Bose-Hubbard models. The usual method for deriving the

experimental Hamiltonian, consists of first writing a suitable second quantized Hamil-

tonian which describes a gas configuration of ultracold atoms at optical potential, and

then approximating the wavefunction by Ψ(r⃗) =
∑3

i=1 ϕi(r⃗)ai, where ϕi is a Wannier

function located at the center of well i for a single particle. For this, it is assumed that

the energies involved are weak enough for the atom to be kept in the first band. The

physical parameters are then obtained by following the procedure developed in [26, 37].

Special thanks to Leandro Ymai for this experimental discussion!

The model

In order to discuss how to experimentally implement the triple-well switching device in

a real lab and to provide numerical values of parameters for experimental setups in the

cases of Chromium and Dysprosium we follow the main lines of the discussion presented

in [26, 37]. The general Hamiltonian that takes into account all interactions (contact

and dipole-dipole ones), the trap potential and the external field (for the breaking) is

given by:

H =

∫
d3r⃗Ψ†(r⃗) (H0 + Vbreak(r⃗)) Ψ(r⃗) +

1

2

∫
d3r⃗d3r⃗′Ψ†(r⃗)Ψ†(r⃗′)V (r⃗ − r⃗′)Ψ(r⃗′)Ψ(r⃗),

=H1 +H2 +H3,
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where

H1 =

∫
d3r⃗Ψ†(r⃗)H0Ψ(r⃗)

H2 =

∫
d3r⃗Ψ†(r⃗)Vbreak(r⃗)Ψ(r⃗),

H3 =
1

2

∫
d3r⃗d3r⃗′Ψ†(r⃗)Ψ†(r⃗′)V (r⃗ − r⃗′)Ψ(r⃗′)Ψ(r⃗),

and,

H0 = − ℏ2

2m
∇2 + Vtrap(r⃗).

The interaction potential is given by

V (r⃗ − r⃗′) = Vsr(r⃗ − r⃗′) + Vdd(r⃗ − r⃗′),

where the short-range (Vrs) and the dipole-dipole interaction potential (Vdd) are:

Vsr(r⃗ − r⃗′) = gδ(r⃗ − r⃗′),

Vdd(r⃗ − r⃗′) =
Cdd

4π

(1 − 3 cos2 θ)

|r⃗ − r⃗′|3
.

where g = 4πℏ2a/m, a is the s-wave scattering length, Cdd = µ0µ
2, µ is the magnetic

dipole moment, µ0 is the permeability of vacuum and θ is the angle between the mag-

netic dipole moment (which is fixed in z direction) and the vector (r⃗ − r⃗′). Figure

C.1 illustrates some schemes of dipolar interactions of two polarized dipoles, relative to

their positions.

N

S

θ θ r⃗
r⃗

Figure C.1: Diagram for dipole-dipole interaction. The angle θ is formed by the dipole moment vector
and the position vector (r⃗ − r⃗′) (dashed orange arrow). The interaction varies from repulsive (panel
1, θ = π/2) to attractive (panel 3, θ = 0 head-to-tail). It depends on the alignment of the magnetic
poles: equal poles repel and opposite poles attract each other.

For 52Cr, which has permanent magnetic dipole moment µ = 6.0µB, the dipolar

length add ≡ (µ0µ2

4π
) m
3ℏ2 = 16 aB, where µB = eℏ

2me
≈ 9.274× 10−24J/T (T = 104G) is the

Bohr magneton and aB = 4πϵ0ℏ2
mee2

≈ 5.292 × 10−11m (m = 106µm) is the Bohr radius.
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Consider the ratio εdd ≡ add
a

= Cdd

3g
= 0.16, then a = 16 aB/0.16 = 100 aB = 5.292 nm.

The scattering length a(B) can be controlled by a magnetic field B, in the vicinity of

Feshbach resonance, which for 52Cr is [2]:

a(B) = abg

(
1 − ∆B

B −B0

)
,

where B0 ≈ 589.1 G, ∆B = (1.4 ± 0.1) G and abg ≈ 100 aB.

Consider the approximation

Ψ(r⃗) =
3∑

i=1

ϕi(r⃗)ai,

where ϕi(r⃗) = w0(r⃗ − r⃗i) is the localized Wannier function in the center of well i for

a single particle. We are assuming the energies involved are not strong enough such

that the atom can be kept in the lowest vibrational state (first band). The localized

Wannier function is the ground state of H0 with harmonic approximation.

Using the above approximation the hamiltonian reduces to

H = U0

2

∑3
i=1Ni(Ni − 1) +

∑3
i=1 ϵiNi + U12N1N2 + U23N2N3 + U13N1N3

−(J − ϵ12)(a
†
1a2 + a†2a1) − (J − ϵ23)(a

†
2a3 + a†3a2),

where

J = −
∫
d3r⃗ϕ∗

1(r⃗)H0ϕ2(r⃗),

U0 = Usr + Udip,

Usr = g

∫
d3r⃗|ϕ1(r⃗)|4, Udip =

∫
d3r⃗d3r⃗′|ϕ1(r⃗)|2|ϕ1(r⃗′)|2Vdd(r⃗ − r⃗′),

Uij =

∫
d3r⃗d3r⃗′|ϕi(r⃗)|2|ϕj(r⃗′)|2Vdd(r⃗ − r⃗′),

ϵij =

∫
d3r⃗ ϕ∗

i (r⃗)Vbreak(r⃗)ϕj(r⃗), j = i+ 1, i = 1, 2

ϵi =

∫
d3r⃗ Vbreak(r⃗)|ϕi(r⃗)|2, i = 1, 2, 3.

By symmetry, U12 = U23, the hamiltonian becomes

H = U0

2

∑3
i=1Ni(Ni − 1) +

∑3
i=1 ϵiNi + U12N2(N1 +N3) + U13N1N3 (C.1)

−J12(a†1a2 + a†2a1) − J23(a
†
2a3 + a†3a2).
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Using the conservation of N , we find

3∑
i=1

Ni(Ni − 1) = N(N − 1) − 2(N1N2 +N2N3 +N1N3).

Then, the effective hamiltonian is

H = (U12 − U0)N2(N1 +N3) + (U13 − U0)N1N3 +
∑3

i=1 ϵiNi

−J12(a†1a2 + a†2a1) − J23(a
†
2a3 + a†3a2),

where we define Jij ≡ J − ϵij, j = i+ 1 and i = 1, 2.

In Figure C.2 below, are shown schematic representations of some units.

x

y

z

U12 U23

U0

x

z

σxσx

Figure C.2: Left panel: Schematic representation of the ultracold atoms distribution with indication of
the resulting forces. The cigar-shapes (green), represent the dipolar Bose-Einstein condensates, whose
Gaussian distribution occurs predominantly in the x-axis, schematized in the right panel.

Experimental setup

Consider the experimental setup with three well potential generated by three Gaussian

beam separated by a distance l = 3µm (1.8µm)(one beam for each potential). Each

laser beam has potential given by

V
(i)
x̂ = − V0

1 +
(

x
xR

)2 exp

− 2

w2
0

(y − yi)
2 + z2

1 +
(

x
xR

)2
 , xR =

πw2
0

λ
=

1

2
kw2

0,

where y1 = −l, y2 = 0 and y3 = l. The parameter xR is the Rayleigh length: the

point along the propagation direction, from the waist, where the cross sectional area

increased by a factor 2; λ is the wavelength of the light and w0 is the beam waist (see

Fig. C.3 below). Note: the Gaussian beam propagating along the x-axis with wave

number k = 2π/λ.
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xR

w0
√

2w0

w1

Figure C.3: Schematic cutout of beams trap with some reference. The blue beam represents one of
the Gaussian beams, with waist w0 = 1µm. The green region represents the transverse beam along
the y-axis, with waist w0 = 6µm, which provides xz-confinement. xR is the Rayleigh length. The
cyan ellipse outlines the region where the condensate forms. It is centered in the focus of the lasers,
at x = y = 0. The schematic is not scaled.

The breaking of integrability is generated by another transverse laser beam with the

potential given by

Vŷ = − V1

1 +
(

y+∆y
yR

)2 exp

− 2

w2
1

x2 + z2

1 +
(

y+∆y
yR

)2
 , yR =

πw2
1

λ
,

where ∆y = 0 for integrable case and ∆y ̸= 0 for non integrable configuration.

The complete potential can be given by a simplified expression

V (z, y, z) = Vtrap(x, y, z) + Vbreak(y),

and

Vtrap(x, y, z) = −V1 +
1

2
mω2

rz
2 +

1

2
mω2

xx
2 − V0

3∑
i=1

exp

(
− 2

w2
0

(y − yi)
2

)
,

Vbreak(y) = mω2∆y

(
y +

∆y

2

)
,

where the frequencies are given by

ωr =

√
4V0
mw2

0

, ωx =

√
2

m

(
V0
x2R

+
2V1
w2

1

)
, ω =

√
2V1
my2R

.
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For derivation of V (x, y, z), we considered the approximations

2V0
w2

0

+
V1
y2R

≈ 2V0
w2

0

,
2V0
w2

0

+
2V1
w2

1

≈ 2V0
w2

0

,

which is valid for the waist w1 sufficiently larger than w0 (See Fig. C.3).

For the harmonic approximation of well k we find,

V
(k)
trap(x, y, z) = −V0 − V1 +

1

2
mω2

r

[
(y − yk)2 + z2

]
+

1

2
mω2

xx
2.

Thus, the ground state of

H
(2)
0 = − ℏ2

2m
∇2 + V

(2)
trap,

is given by

ϕ2(x, y, z) = A exp
(
−ηr(y2 + z2) − ηxx

2
)
,

where

A =

(
2ηr
π

)1/2(
2ηx
π

)1/4

, ηr =
mωr

2ℏ
, ηx =

mωx

2ℏ
,

and the energy is given by

E = −V0 − V1 +
1

2
(2ℏωr + ℏωx).

The ground state of wells 1 and 3 are given by

ϕ1(x, y, z) = ϕ2(x, y + l, z), ϕ3(x, y, z) = ϕ2(x, y − l, z).

Parameters ϵ’s

The parameters ϵ12 and ϵ13 are given by

ϵ12 =

∫
d3r⃗ ϕ∗

2(x, y + l, z)Vbreak(y)ϕ2(x, y, z) = −1

2
mω2∆y(l − ∆y)ε,

ϵ23 =

∫
d3r⃗ ϕ∗

2(x, y, z)Vbreak(y)ϕ2(x, y − l, z) =
1

2
mω2∆y(l + ∆y)ε,
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where

ε = exp

(
− l

2

2
ηr

)
.

For parameters ϵ1, ϵ2 and ϵ3, we find

ϵ1 =

∫
d3r⃗ |ϕ2(x, y + l, z)|2Vbreak(y) =

1

2
mω2∆y(∆y − 2l),

ϵ2 =

∫
d3r⃗ |ϕ2(x, y, z)|2Vbreak(y) =

1

2
mω2∆y2,

ϵ3 =

∫
d3r⃗ |ϕ2(x, y − l, z)|2Vbreak(y) =

1

2
mω2∆y(∆y + 2l).

Discussion about the integrability breaking term

Using the conservation N2 = N −N1 −N3 and previous results, we find

3∑
i=1

ϵiNi = (ϵ1 − ϵ2)N1 + (ϵ3 − ϵ2)N3 + ϵ2N = mω2∆y l(N3 −N1) + ϵ2N.

Thus, the term of breaking of integrability has the form

Hbreak = δ(N3 −N1),

where δ = mω2∆y l..

Parameter Usr

For the parameter Usr, we find

Usr = g

∫
d3r⃗|ϕ2(r⃗)|4 =

g

π3/2
ηr
√
ηx.

Parameter Uij with polarization along the Z-axis

Consider n(r⃗, d) = |ϕ2(x, y + d, z)|2 and we define

U(d) =

∫
d3r⃗ d3r⃗′n(r⃗, d)n(r⃗′,−d)Vdd(r⃗ − r⃗′).

Thus, with the above definition, we have

Udip = U(0), U12 = U(l/2), U13 = U(l).
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Using the Fourier transform of n(r⃗, d) and Vdd(r⃗), and cylindrical coordinates, we

obtain

U(d) =
Cdd

(2π)3

∫ 2π

0

dθ

∫ +∞

−∞
dz

∫ +∞

0

rdr

[
r2 sin2 θ

r2 + z2
− 1

3

]
exp

[
− r2

4ηr
− z2

4ηx

]
cos(2dr cos θ).

Now, integrating with respect z and θ, we find

Udip = U(0) =
Cdd

8π

∫ +∞

0

r dr e−
r2

4ηr

[
e−

r2

4ηx r erfc

(
r

2
√
ηx

)
− 4

3

√
ηx
π

]
=

Cdd

6π3/2
ηr
√
ηxf(κ),

where

f(κ) =
1 + 2κ2

1 − κ2
− 3κ2

(1 − κ2)3/2
arctanh(

√
1 − κ2), κ =

√
ηx
ηr
.

Therefore,

U0 = Usr + Udip =
ηr
√
ηx

π3/2

(
g +

Cdd

6
f(κ)

)
.

Parameter J

Consider

J = −
∫
d3r⃗ ϕ2(x, y + l, z)H0ϕ2(x, y, z),

= −
∫
d3r⃗ ϕ2(x, y + l, z)

[
H

(2)
0 + Vtrap(x, y, z) − V

(2)
trap(x, y, z)

]
ϕ2(x, y, z)

= −
∫
d3r⃗ ϕ2(x, y + l, z)

[
E + Vtrap(x, y, z) − V

(2)
trap(x, y, z)

]
ϕ2(x, y, z)

where

E = −V0 − V1 +
1

2
(2ℏωr + ℏωx),

We find

Jε−1 = −1

2
(2ℏωr + ℏωx) + V1 + V0

√
w0ηr

1 + w0ηr
ε1
(
ε81 + 2

)
+
l2mω2

r

8
+
mω2

r

8ηr
,
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where

ε = exp

(
− l

2ηr
2

)
,

ε1 = exp

(
− l2ηr

2 + 2w0ηr

)
.

we can also calculate

J13 = −
∫
d3r⃗ ϕ2(x, y + l, z)H0ϕ2(x, y − l, z),

which gives

J13ε
−4 = −1

2
(2ℏωr + ℏωx) + V1 + V0

√
w0ηr

1 + w0ηr
(2ε41 + 1) +

l2mω2
r

2
+
mω2

r

8ηr
,

Experimental parameters

The tables show experimental parameters and resulting values for two different dipolar

atoms, Chromium and Dysprosium.

Parameter values for 52Cr and 164Dy

Parameters 52Cr 164Dy

s-wave scattering length a/aB 0.2 1

dipolar scattering length add/aB 16 131

wells distance l 3µm 3µm

3 parallel and transverse beams λ 1.064µm 1.064µm

3 parallel beams waist w0 1.5µm 1.5µm

transverse beam waist w1 6µm 6µm

trap frequency (y-z radius) ωr/(2π) 38.8895 Hz 12.6428 Hz

trap frequency (x axis) ωx/(2π) 11.5358 Hz 3.7502 Hz

transverse beam freq. (y axis) ω/(2π) 0.5821 Hz 0.1892 Hz
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Parameter results for 52Cr and 164Dy:

Results 52Cr 164Dy

tunneling coupling wells 1-2 and 2-3 J12/h ≃ J23/h -12.514 Hz -3.942 Hz

tunneling coupling wells 1-3 J13/h 1.105 Hz 0.397 Hz

one-site interaction U0/h 0.0015 Hz 0.0038 Hz

inter-well interaction U12/h = U23/h 0.0022 Hz 0.0060 Hz

inter-well interaction - integr. condition U13/h = U0/h 0.0015 Hz 0.0038 Hz

transverse beam displacement - break integr. ∆y 3µm 3µm

breaking parameter δ/h 0.0157 Hz 0.0052 Hz

where aB is the Bohr radius and h is the Planck constant. The values were calculated

for l = 3µm, ∆y = 3µm, λ = 1.064µm, w0 = 1.5µm, w1 = 6µm and V1 = V0.
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Appendix D

Start of the resonant regime

The resonant regime occurs when the energy levels of the system are equidistantly dis-

tributed within a band l = N − l (See Fig. 3.4 in Chapter 3). It is common to associate

this regime to the Josephson regime (See Chapter 2, pg. 2), where JN−1 ≪ U ≪ JN.

However, the threshold value of UN/J that guarantees well-defined bands depends on

the initial state, non-linearly, and there is no analytical function that directly models

this transition, except for the effective Hamiltonian condition. Furthermore, the higher

the UN/J , the slower the tunneling between the wells becomes, which can make the

experimental implementation unfeasible. Thus, finding the ideal parameters, for the

different initial states, became a great challenge.

Here, we present a method that can guide the choice of these parameters for the

three-well model, but the idea can be extended to the four-well model. It is based on the

fact that only a perfect resonant regime can be described equally by the general Hamil-

tonian and the relative effective Hamiltonian, simultaneously, as seen in Chapter 3. In

this case, we can assume that H = Heff , which depends on the initial configuration, so

H ≃ Heff

E ≃ Eeff

U(N − 2l)2

N2
≃ N − l

8U
(

l + 1

N − 2l − 1
− l

N − 2l + 1
)

U(l, N) ≃ N

2

√
N − l

2(N − 2l)2

(
l + 1

N − 2l − 1
− l

N − 2l + 1

)
, l < N/2 (D.1)

where H is normalized by N2. We note that since the energy E(l) = E(N − l), where

l is the initial number of bosons in well 2 (subspace B) in the resonant regime, we have

also that U(l) = U(N − l). In Fig. D.1 is shown the curve of U(l) as a function of l

(Eq. (D.1)), for N=60. Note that for l = N − l, N even, the function has no solution.

In this case the initial energy is zero and the band does not form.
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Figure D.1: U(l) as function of l, for N=60. By symmetry, we have that U(l) = U(N − l) (See Fig.
D.2), and an indeterminacy arises for l = (N − l).

In Figure D.2 are shown examples of dynamics for some parameters U obtained

through the Eq. (D.1), showing that this method could be a good way to investigate
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(b) U = 0.7 i.s. |9, 51, 0⟩
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(c) U = 1.23 i.s. |45, 15, 0⟩
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(d) U = 1.23 i.s. |15, 45, 0⟩

Figure D.2: Time evolution of the expectation value of ⟨N1⟩ (red line), ⟨N2⟩ (green line) and ⟨N3⟩
(blue line) for different initial states. The parameter U used to evolve each initial state, was obtained
through Eq. (D.1), for N=60. In all cases, the number of particles N=60 was considered.

the parameters that guide the beginning of the resonant regime, for different initial

states.
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[29] L. Cao, I. Brouzos, S. Zöllner, and P. Schmelcher. Interaction-driven interband

tunneling of bosons in the triple well. New J. Phys., 13(3):033032, mar 2011.

[30] L. Cao, I. Brouzos, B. Chatterjee, and P. Schmelcher. The impact of spatial

correlation on the tunneling dynamics of few-boson mixtures in a combined triple

well and harmonic trap. New J. of Phys., 14(9):093011, sep 2012.
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[65] T. Koch, T. Lahaye, J. Metz, B. Fröhlich, A. Griesmaier, and T. Pfau. Stabiliza-

tion of a purely dipolar quantum gas against collapse. Nature physics, 4(3):218–

222, 2008.

[66] I. Ferrier-Barbut, H. Kadau, M. Schmitt, M. Wenzel, and T. Pfau. Observation

of quantum droplets in a strongly dipolar bose gas. Phys. Rev. Lett., 116:215301,

May 2016.

[67] G. Mazzarella, S. M. Giampaolo, and F. Illuminati. Extended Bose-Hubbard

model of interacting bosonic atoms in optical lattices: From superfluidity to den-

sity waves. Phys. Rev. A, 73:013625, 2006.

[68] D. R. Dounas-Frazer, A. M. Hermundstad, and L. D. Carr. Ultracold bosons in

a tilted multilevel double-well potential. Phys. Rev. Lett., 99:200402, Nov 2007.

[69] J. Dobrzyniecki, X. Li, A. E. B. Nielsen, and T. Sowiński. Effective three-body
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[187] P.  Lydżba, Y. Zhang, M. Rigol, and L. Vidmar. Single-particle eigenstate therma-

lization in quantum-chaotic quadratic Hamiltonians. Phys. Rev. B, 104:214203,

2021.

[188] R. A. Kidd, M. K. Olsen, and J. F. Corney. Quantum chaos in a Bose-Hubbard

dimer with modulated tunneling. Phys. Rev. A, 100:013625, 2019.

154



[189] R. A. Kidd, A. Safavi-Naini, and J. F. Corney. Thermalization in a Bose-Hubbard

dimer with modulated tunneling. Phys. Rev. A, 102:023330, 2020.

[190] R.-B. Jin, R. Shimizu, M. Sasaki, et al. Simple method of generating and dis-

tributing frequency-entangled qudits. Quantum Sci. Technol., 1(1):015004, 2016.

[191] M. Kues et al. On-chip generation of high-dimensional entangled quantum states

and their coherent control. Nature, 546(7660):622–626, 2017.

[192] P. Imany, A. M. Weiner, et al. High-dimensional optical quantum logic in large

operational spaces. Npj Quantum Inf., 5(1):1–10, 2019.

[193] A. Z. Khoury, A. M. Souza, L. E. Oxman, I. Roditi, R. S. Sarthour, and I. S.

Oliveira. Intrinsic bounds of a two-qudit random evolution. Phys. Rev. A,

97:042343, 2018.

[194] J. W. Z. Lau, K. S. Gan, R. Dumke, L. Amico, L.-C. Kwek, and T. Haug.

Atomtronic multi-terminal Aharonov-Bohm interferometer. arXiv preprint

arXiv:2205.01636, 2022.

[195] U. G. E. Perera, F. Ample, H. Kersell, Y. Zhang, G. Vives, J. Echeverria,

M. Grisolia, G. Rapenne, C. Joachim, and S-W. Hla. Controlled clockwise and an-

ticlockwise rotational switching of a molecular motor. Nat. Nanotechnol, 8(1):46–

51, 2013.

[196] Y. Zhang, J. P. Calupitan, T. Rojas, R. Tumbleson, G. Erbland, C. Kammerer,

T. M. Ajayi, S. Wang, L. A. Curtiss, A. T. Ngo, et al. A chiral molecular propeller

designed for unidirectional rotations on a surface. Nat. Commun, 10(1):1–9, 2019.

[197] P. W. Claeys, S. De Baerdemacker, O. E. Araby, and J.-S. Caux. Spin polarization

through floquet resonances in a driven central spin model. Phys. Rev. Lett.,

121:080401, 2018.
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