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“Machines take me by surprise with great frequency.”
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ABSTRACT

Artificial Intelligence has changed the world we live in. It all started in the academia

where we had some seminal works in the area such as (MCCULLOCH; PITTS, 1943),

(TURING, 1950), (MINSKY, 1961), and (VALIANT, 1984). It is a fact, however, that

AI ended up becoming much more than a research topic explored only in universities: AI

has led to uncountable articles by large enterprises like (GOMEZ-URIBE; HUNT, 2016),

(RAMESH et al., 2021), and (MAHABADI et al., 2022). Even though the area has seen a

big evolution since it started, there hasn’t been much exploration about the evolution of it,

and the dynamics involved in the process of transforming it into a quite well-established

computer science area. This work, therefore, intends to shed some light on the history

of Artificial Intelligence, exploring the dynamics involved in its evolution through the

lenses of the papers published in AI conferences since the first IJCAI conference in 1969.

We achieve so by creating comprehensive citation/collaboration paper/author datasets and

computing its centralities looking for insights on how the area has reached its current state.

Throughout the process, we correlate these datasets with the Turing Award winners, and the

two winters the AI has field has gone through already, also looking at self-citation trends

and new authors’ behaviors. Finally, we also present a novel way to infer the country of

affiliation of a paper from its organization. This work, therefore, provides a deep analysis

of the Artificial Intelligence history, from the most diverse points of view, enabling insights

that, to the best of our knowledge, weren’t studied before.

Keywords: Machine learning. artificial intelligence. data analysis. graph. centrality

measures. conferences. influence. ethics. turing award. affiliation country.





Sobre a Evolução da IA e Aprendizado de Máquina: Análises do Impacto, Liderança

e In�uência nas Últimas Décadas

RESUMO

A Inteligência Arti�cial mudou completamente o mundo em que vivemos. Tudo começou

na academia onde tivemos obras seminais como (MCCULLOCH; PITTS, 1943), (TURING,

1950), (MINSKY, 1961), e (VALIANT, 1984). A IA, porém, se tornou muito mais do que

um tópico de pesquisa existente somente em universidades: a IA gerou também incontáveis

trabalhos de grandes corporações como (GOMEZ-URIBE; HUNT, 2016), (RAMESH et

al., 2021), and (MAHABADI et al., 2022). Embora a area tenha tido uma grande evolução

desde o seu início, não houveram muita explorações sobre sua evolução, e as dinâmicas

envolvidas no processo que transformou a área em uma das mais estabelecidas da Ciência

da Computação. Esse trabalho, portanto, pretende colocar um holofote sobre a história da

Inteligência Arti�cial, exporando as dinâmicas de sua evolução utilizando como lente os

trabalhos publicados em conferências da área de IA desde o primeiro IJCAI em 1969. Nós

conseguimos isso criandodatasets(conjuntos de dados) completos e compreensivos sobre

citações/colaboração entre autores/trabalhos, computando suas centralidades e buscando

possíveis instrospecções de como a área atingiu o seu estado atual. Durante esse processo

nós correlacionamos esses conjuntos de dados com os ganhadores da Turing Award, e

com os dois “AI Winters” (Invernos da IA) que a área já enfrentou, olhando também

para tendências de citações próprias e comportamento de novos autores. Finalizando,

apresentamos também um novo método para inferir o país de a�liação de um trabalho a

partir de sua organzação. Esse trabalho, portanto, provÊ uma análise profunda da história

da Inteligência Arti�cial, a partir dos mais diversos pontos de vistas, permitindo análises

e percepções que, até onde o nosso conhecimento permite, nunca haviam sido estudadas

antes.

Palavras-chave:aprendizado de máquina, inteligência arti�cial, análise de dados, grafos,

medidas de centralidade, conferências, in�uência, ética, turing award, país de a�liação,

conjunto de dados.
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1 INTRODUCTION

Arti�cial Intelligence has changed the world we live in. It all started in the academia

where we had some seminal works in the area such as (MCCULLOCH; PITTS, 1943),

(TURING, 1950), (MINSKY, 1961), and (VALIANT, 1984), but AI ended up becoming

much more than a research topic explored only in universities. AI has led to uncountable

articles by large enterprises like (GOMEZ-URIBE; HUNT, 2016), (RAMESH et al., 2021),

and (MAHABADI et al., 2022). There are surveys1 that show that AI is being used in

37% of the organizations, at least to some extent. For over half a century – the �rst

comprehensive AI conference, IJCAI, started in 1969 –, Arti�cial Intelligence has broken

barriers and surprised many who doubted it could not achieve groundbreaking results. In

the 1990s, Deep Blue (CAMPBELL; HOANE; HSU, 2002) became the �rst computer to

win a chess match against the then reigning chess world champion, Garry Gasparov, under

tournament conditions.

Later, AI would eventually be able to reach even higher grounds in a wide number

of applications: AlphaGo (SILVER et al., 2016) won a series of matches against Go world

champions, Brown et al. (2020) can generate texts that resemble human-like competence,

Cobbe et al. (2021)'s work was shown to solve math word problems, Jumper et al. (2021)

can accurately predict protein structure folding, Park et al. (2019) can render real life-like

images from segmentation sketches, to name a few.

Even though the area has seen a big evolution since it started, there hasn't been

much exploration about the evolution of it, and the dynamics involved in the process of

transforming it into a quite well-established computer science area. Some in�uential (and

maybe polarizing) researchers such as Gary Marcus have discussed the developments that

happened in the area in recent years in (MARCUS, 2018) or even wondered what's to

come in the next decade in (MARCUS, 2020). On the other hand, in this work, we look a

bit further back in Arti�cial Science's history, and explore deeper the processes that caused

it to become the academic and business success it is today.

In this work, we will explore how the collaboration and citation networks of

researchers evolved since 1969, within the three �agship AI conferences – IJCAI, AAAI,

and NeurIPS – together with some �agship conferences of research areas impacted and

in�uenced by AI, namely CVPR, ECCV, ICCV, ICML, KDD, ACL, EMNLP, NAACL,

SIGIR, and WWW. Even though not all of these conferences had a vast number of AI-

1<https://www.gartner.com/en/newsroom/press-releases/2019-01-21-gartner-survey-shows-37-percent-of-organizations-have>
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related papers published in their early years, we add them to our work to compose a “big

picture” of how AI has not only grown itself but also gradually started to in�uence other

subjects, such as computer vision, natural language processing, and information retrieval.

We achieve so by exploring, and enhancing, a big dataset of papers published in

Computer Science venues since 1969, the v11 Arnet dataset (TANG et al., 2008). We use

version v11 from this data dataset, containing data originating from DBLP with further

disambiguation in regards to paper authorship, spanning from 1969 to 2019. There are

versions v12 and v13 available with data until 2021, but the data for the recent years is

pretty degraded in these more recent datasets, thus rendering the statistical analysis on

them useless (See Section 3.1 to understand our trade-offs on using v11 instead of v13).

This dataset is then used to create a dataset of our own, modeled in several different graph

representations of the same data, allowing us to explore them in a true network fashion.

These graphs – with their centralities already computed – are made available for future

research, as the process to generate them involves the use of supercomputers with amounts

of memory and processing not easily found outside big universities or companies.

Our analyses then make use of these centralities to rank both papers and authors

over time using citation and collaboration networks. We then correlate these rankings to

external factors, such as conferences loaction, or the Turing Award – the most coveted

award in Computer Science. This will allow us to explore what/who were/are the in�uential

papers/authors in every area/venue. Additionally, we will also explore the dynamics of

where all this research is being produced, trying to understand the recent shift of production

from the United States to China.

In these analyses (Chapter 4), we show how authors do not keep in�uence in an

area for a long period, with the trend not being con�rmed if we rank papers by importance,

as they have the ability to be respected/important for a longer period of time. We also show

how the average number of authors per paper is increasing in the researched venues, as

well as the number of self-citations. Furthermore, we also take a peek at the authors who

introduce most people to these conferences, by checking how many papers an author is

where that paper is the "�rst paper" for one of the authors. We also show the dynamics

behind citations between conferences, showing how some conferences work better together

than others.

Because of the nature of our work – converting huge amounts of unstructured data

into a structured data format – we also generate some side contributions besides our main

work: a new and ef�cient Python library to convert XML to JSON that uses �le streams
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instead of loading the whole data in memory; a parallel Python implementation to compute

some centrality measures for graphs, using all physical threads available in a machine; a

novel structure to avoid reprocessing data already processed when its underlying structure

is a graph.

Our work is organized as follows: Chapter 2 provides analyses of the history behind

Arti�cial Intelligence, and some background information on the analyzed computer science

conferences, the Turing Award, and a review of graphs in general; Chapter 3 elaborates

on the methodology used to ful�ll this work, including information about the underlying

dataset and the process behind the generation of the graphs/charts used throughout this

work; Chapter 4 presents and discusses the analyses of the aforementioned data under

various perspectives; Chapter 5 concludes our work with some other insights, shedding

some light over what was seen in the work, and listing possible suggestions for future work

using this new dataset; The Appendix brings some tables and �gures that do not properly

�t the main part of this work.
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2 BACKGROUND

2.1 Arti�cial Intelligence History

The Arti�cial Intelligence History can be de�ned in terms of �ve main time periods:

three important ones where the �eld grew stronger and stronger, interluded by two periods

where the area was discredited and thought to be of little real-world impact, aptly named

“AI Winters”.

2.1.1 The dawn of AI(1940-1974)

Although debatable, the �rst modern arti�cial intelligence papers were published

in the 1940s. One of the �rst arti�cial neural networks-related papers arguably dates

back to 1943, when Warren McCulloch and Walter Pitts formally de�ned how simple

logical operations from propositional logic could be computed in a connectionist setting

(MCCULLOCH; PITTS, 1943). Later, in 1950, Alan Turing published the widely cited

“Computing Machinery and Intelligence” paper (TURING, 1950), the �rst philosophical

paper related to AI. In this paper, Turing re�ects if machines are able to think and also

proposes some sort of “imitation game” (now widely known as the Turing Test) in order

to verify the reasoning and thinking capabilities of computing machines. Nevertheless, it

was in 1956 that the term Arti�cial Intelligence (AI) was coined by John McCarthy during

the Dartmouth Summer Research Project on Arti�cial Intelligence workshop. From the

workshop onward, A.I. rapidly evolved into a potentially world-changing research �eld –

at that time, especially focusing on the symbolic paradigm, revolving around rule-based

systems. In 1963, the �rst collection of AI articles would be published in (FEIGENBAUM;

FELDMAN, 1963).

A great example of these primitive rule-based systems is Eliza (WEIZENBAUM,

1966), the �rst-ever chatbot, created in 1964, by Joseph Wiezenbaum at the Arti�cial

Intelligence Laboratory at MIT. It is undeniable how huge is the chatbot market in our age,

powering huge multi-million dollar company's revenues like Intercom1 or Drift2. Eliza

was created to be an automated psychiatrist, as if the human was talking to someone who

understood their problems, although the system worked in this rule-based format, replying

1<https://www.intercom.com/>
2<https://www.drift.com/>
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Figure 2.1 – Geometry Analogy Problem example

Source: (EVANS, 1964)'s Figure 1

to the user with pre-fed answers. Besides the main arti�cial intelligence approach, we can

already see how related areas are easily in�uenced with a chatbot clearly involving natural

language processing as well.

It would also be in 1964 that (EVANS, 1964) would show that a computer could

solve what they described as "Geometry Analogy Problems", which correlates with the

problems usually displayed in IQ tests where one needs to solve a question in the format

“�gure A is to �gure B as �gure C is to which of the given answer �gures?” such as the

one represented in Figure 2.1

Important research would also vouch in favor of the area, causing DARPA (the

American Defense Advanced Research Projects Agency) to fund several different AI-

related projects from the mid-'60s onwards, especially at MIT.

This era was marked by the extreme optimism in the speeches of the area practi-

tioners. Marvin Minsky said in a 1970s Life magazine interview – one year after receiving

the Turing Award (See Section 2.2) – that “from 3-8 years we will have a machine with

the general intelligence of a human being”. He would also, in the same interview, boldly

claim that “If we're lucky, they might decide to keep us as pets.”. Science Fiction fully

adopted the Arti�cial Intelligence utopic future theme, with the release of famous movies

like the french “Alphaville” in 1965 by Jean-Luc Godard, and “2001: A Space Odyssey”

by Stanley Kubrick and Arthur Clarke in 1968.

Prior to its �rst fall into oblivion, however, AI had drawn enough attention to be

the main theme of an international conference, the First International Joint Conference

on Arti�cial Intelligence (IJCAI), held at Stanford, in 1969. In it, out of the 63 published
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papers, we have some of notice such as Stanford's work in a “system capable of interesting

perceptual-motor behavior” (FELDMAN et al., 1969), Nilsson (1969)'s Mobius automation

tool, and Green (1969)'s QA3 computer program that can write other computer programs

and solve practical problems for a simple robot.

It was also before the �rst winter that Alain Colmerauer would develop Prolog, one

of the most famous programming languages responsible for powering most of the early AI

algorithms. The feature that makes Prolog stand out among other languages is the fact that

it is mostly a declarative language: the program logic is expressed in terms of relations,

represented as facts and rules. A computation is initiated by running a query over these

relations (LLOYD, 1984). Prolog would become the programming language chosen to

build Watson3, IBM's question-answering computer system.

2.1.2 The �rst winter (1974-1980)

The �rst winter was de�ned by the hindrances found by the researchers while

trying to develop anything related to arti�cial intelligence. The biggest of which was the

computing power needed by the arti�cial intelligence algorithms, which simply did not

exist at the time. Computers did not have enough memory to store the overwhelming

amount of data required to build these complex rule-based systems, or just did not have

enough computational power to solve problems fast enough.

Minsky and Papert (1969) may have played a huge part in this process. Strong

critics of the “perceptron” (a machine learning algorithm used in binary classi�ers) by the

already Turing Award winner can have caused strong in�uence on the Arti�cial Intelligence

to avoid researching deeper into neural networks – the state of the art in most areas today –

and instead focus on the already declining symbolic methods.

The foundations of what we today call NP-Complete problems established by Cook

(1971) and Karp (1972) would also help in the decline of the area by showing that many

problems can only be solved in exponential time. This posed a risk to AI because it meant

that some of the basic problems being solved by the era models would probably never be

used in real-life data, where data is not represented by just a few data points.

3<https://www.ibm.com/watson>
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2.1.3 The revival(1980-1987)

AI had been brought to life again in the early 1980s, mainly due to an increase of

commercial interest inexpert systemsand to the agenda of the newly created Association

for the Advancement of Arti�cial Intelligence conference (AAAI). Besides that, the funds

that had gone missing in the �rst AI winter would also be back on the table, with the

Japanese government funding AI research as part of their Fifth Generation Computer

Project (FGCP). Some other countries would also restart their funding projects, like UK's

Alvey project and DARPA's Strategic Computing Initiative.

After Minsky's criticism, connectionism would have a comeback in the early 1980s.

Hop�eld (1982) proved that what we today call a “Hop�eld network” could learn in a

different way than what it was being done before with perceptrons and simple arti�cial

neural networks. Also, at the same time, Rumelhart, Hinton and Williams (1986) would

popularize "Backpropagation": a new method to easily train and "backpropagate" the

gradient in machine learning models.

2.1.4 The second winter(1987-2000)

Criticisms over the deployment of expert systems in real-world applications, how-

ever, may have caused the second AI winter (from the late 1980s to the early 2000s), which

ended up ceasing AI research funding.

Hans Moravec wrote in (MORAVEC, 1988) that “it is comparatively easy to make

computers exhibit adult level performance on intelligence tests or playing checkers, and

dif�cult or impossible to give them the skills of a one-year-old when it comes to perception

and mobility”. This, with some contributions from Rodney Brooks, and Marvin Minsky,

would emphasize what is now known as Moravec's Paradox: the idea that reasoningper

sedoes not require much computation power, and can easily be thought/learned to/by a

machine, but building an intelligent machine able to do what is “below conscience level

for humans”, i.e. motor skills, is what actually required enough computation power that

did not yet exist at the time.

It is naive, however, to assume that nothing happened in this era. Campbell,

Hoane and Hsu (2002) Deep Blue's greatest achievement – winning a Chess match with

tournament rules against the then-reigning Chess champion Garry Gasparov – happened in

1997. Previously, in 1994, TD-GAMMON (TESAURO, 1994) program would show the
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power Reinforcement Learning has by creating a self-teaching backgammon program able

to play it at a master-like level. Also, although self-driving cars are usually considered

recent technology, the ground for it was laid in this era, with Ernst Dickmmans's “dynamic

vision” concept in (DICKMANNS, 1988; THOMANEK; DICKMANNS, 1995) where

they had a manned car riding in a Paris' 3-lane highway with normal traf�c at speeds of up

to 130 km/h.

The late 1990s would also see an increase of research in information retrieval with

the World Wide Web's boom, with research in web scrapers and AI-based information

retrieval/extraction tools (FREITAG, 2000).

2.1.5 The groundbreaking present(2000-present)

The 2000s present us with AI's Renaissance, especially if we look at the impact

of a speci�c AI subarea: Machine Learning (ML), but even more speci�cally its Deep

Learning (DL) sub�eld. It was in this context that NeurIPS (at the time, NIPS) arose, again,

as perhaps the most prominent AI conference, where several groundbreaking DL papers

have been published, featuring convolutional neural networks, graph neural networks,

adversarial networks, and other (deep) connectionist architectures.

In the early 2000's we would see AI reaching the end customer in most developed

countries. iRobot4 introduced its Roomba Robot Vacuum in 2002. Apple, Google, Amazon,

Microsoft, and Samsung released Siri, Google Assistant, Alexa, Cortana, and Bixby,

respectively, AI-based personal assistants capable of understanding natural language and

executing a wide variety of tasks – admittedly, it did not work that well at the beginning,

circa 2010, but it does work now.

Most achievements in the area since 2000 are related to DL, basing itself in the

Arti�cial Neural Network (ANN) concept, a system that tries mimicking the way our brain

cells work. This is not a new concept, as it was described in 1943 in (MCCULLOCH;

PITTS, 1943), however, the immense computing power we have now allowed us to stack

several layers of "neurons" one after the other – thus "deep" neural networks – and compute

the results extremely fast. Also, given the natural parallelism of the process, the advent of

GPUs created the necessary fertile ground for the explosion in deep models we have now.

Some of the most incredible recent achievements base themselves on something

called Generative Adversarial Networks (GANs), a “framework for estimating generative

4<https://www.irobot.com/>
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models via an adversarial process, in which we simultaneously train two models: a

generative model G that captures the data distribution, and a discriminative model D

that estimates the probability that a sample came from the training data rather than G”

(GOODFELLOW et al., 2014). This framework is responsible for a wave of photo-realistic

procedurally-generated content at the likes of <https://this-person-does-not-exist.com/en>,

<https://thiscatdoesnotexist.com/>, <http://thiscitydoesnotexist.com/>, or the recursive

<https://thisaidoesnotexist.com/>.

GANs are responsible for what we colloquially call “deepfakes” – a mash of “deep

learning” with “fake”. They work by superimposing one's face by another face, through the

use of a machine learning model. Some more recent deepfakes can also alter the subject's

voice, improving the experience. These are especially bad from an ethics standpoint

when one imagines that these can be used to fake audio and images of in�uential people

(HWANG, 2020). A thorough review of the area can be found in (NGUYEN et al., 2019).

A lot of the work produced in the Deep Learning �eld generated fruits, with 3

Turing Awards (for 5 different people) going to Arti�cial Intelligence researchers from 2010

onwards. Leslie Valiant won it in 2010, although his main articles date back to the '80s and

'90s with his most important work "A theory of the learnable" (VALIANT, 1984) being

published in 1984. Judea Pearl won it in the following year, 2011, for his "contributions

[...] through the development of a calculus for probabilistic and causal reasoning" present

in (PEARL, 1988) and (PEARL, 2009). The other three winners received their prizes in

2018: Hinton is most famously known for his Imagenet-winning CNN (KRIZHEVSKY;

SUTSKEVER; HINTON, 2012), LeCun is also known for his work in text recognition

in (LECUN et al., 1998) and (LECUN et al., 1989), while Bengio is mostly known for

his collective work with LeCun and his recent works in GANs (GOODFELLOW et al.,

2014) and neural translation (BAHDANAU; CHO; BENGIO, 2014). They are collectively

known for (LECUN; BENGIO; HINTON, 2015).

Talking about games/e-sports, Google's AlphaGo won against the Chinese Go

grandmaster Ke Jie in 20175, after having already won 4 out of 5 matches against the

famous Go player Lee Sedol in 20166. Also in 2017, OpenAI's Dota 2 bot7 won a 1v1

demonstration match against the Ukrainian pro player Dendi, a huge demonstration of

power in a game with imperfect information, with almost in�nite possible future states.

Later, in 2019, a new version of the same bot, called OpenAI Five, wins back-to-back

5<https://www.wired.com/2017/05/googles-alphago-continues-dominance-second-win-china/>
6<https://www.bbc.co.uk/news/technology-35797102>
7<https://openai.com/blog/dota-2/>
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5v5 games against the then-world-champion Dota team, OG8. Also in 2019 DeepMind's

AlphaStar bot reaches the biggest possible tier in Starcraft II9.

It is impossible to talk about AI in recent years and not talk about the striking

growth in submitted, and accepted, papers in the three biggest AI-related venues. Figure 3.4

shows we have over 1500+ papers in these conferences in recent years. For exact numbers,

please check Table A.4. By checking the �gure above it is also important noticing how

Computer Vision arguably became the most important of the related areas, with CVPR

having the biggest quantity of papers in their proceedings, thanks to the boom in image

recognition and self-driving cars. We give more details of AI-related publications in

Chapter 4.

2.2 The Turing Award

The annual ACM A.M. Turing Award is regarded as the highest prize a computer

scientist can earn. It is conceded by the Association for Computing Machinery (ACM) to

people with outstanding and lasting contributions to computer science and computing in

general.

The prize was introduced in 1966 and named after the British mathematician Alan

Turing. Turing in�uenced several different areas of computer science, formalizing the

concepts of algorithms and computation with the Turing Machine (TURING, 1936). Turing

is also considered by most as Arti�cial Intelligence's father after having proposed the

Turing test to decide if a machine is “intelligent” or not (TURING, 1950). He is also known

for his work in the Second World War, helping the British to decode the Nazi German

Enigma machine with hisBombemachine, named after the Polishbomba kryptologiczna

decoding machine. He died at age 41 from cyanide poisoning.

The prize was accompanied by a US$250,000 prize from 2007 to 2013, with

�nancial support provided by Intel and Google (STAFF, 2007). Since 2014, however, the

winners receive US$1 million, �nanced by Google (STAFF, 2014) for their exceptional

achievement.

The prize has already been given to 62 different researchers in the most diverse

areas of computer science research, both from a hardware and a software perspective. It

has not ever been given to someone posthumously.

8<https://openai.com/�ve/>
9<https://www.theguardian.com/technology/2019/oct/30/ai-becomes-grandmaster-in-�endishly-complex-starcraft-ii>
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It is worth noting the bias present in the prize, however. The winners are chosen

mostly from a US-centric view, as only 37%10 of the winners were not born in the United

States - and only 27%11 of them credit a country different than the United States as the

country where they did their main job. Also, the �rst woman to receive the prize, Elizabeth

Allen, received the prize for her work on IBM's STRETCH computer only in 2006, 40

years after the �rst prize. Only two other women would eventually receive the prize.

For our work, the most interesting Turing Award Winners are those who had

important contributions to the Arti�cial Intelligence �eld. The annual ACM A.M. Turing

Award has given, since 1966, seven prizes to 11 different researchers due to their efforts in

AI and related areas:

• Marvin Minsky (1969):For his central role in creating, shaping, promoting, and

advancing the �eld of Arti�cial Intelligence;12

• John McCarthy (1971):Dr. McCarthy's lecture "The Present State of Research

on Arti�cial Intelligence" is a topic that covers the area in which he has achieved

considerable recognition for his work;13

• Herbert Simon andAllen Newell (1975):In joint scienti�c efforts extending over

twenty years, initially in collaboration with J. C. Shaw at the RAND Corporation,

and subsequentially with numerous faculty and student collegues at Carnegie-Mellon

University, they made basic contributions to arti�cial intelligence, the psychology of

human cognition, and list processing;14

• Edward Feigenbaum and Raj Reddy (1994): For pioneering the design and

construction of large scale arti�cial intelligence systems, demonstrating the practical

importance and potential commercial impact of arti�cial intelligence technology;15

• Leslie Valiant (2010):For transformative contributions to the theory of computa-

tion, including the theory of probably approximately correct (PAC) learning, the

complexity of enumeration and of algebraic computation, and the theory of parallel

and distributed computing;16

10Table G.1 lists every Turing Award winner correlating them with their country of birth
11See every author page in their ACM Turing Award website: <https://amturing.acm.org/byyear.cfm>
12Extracted from <https://amturing.acm.org/award_winners/minsky_7440781.cfm>
13Extracted from <https://amturing.acm.org/award_winners/mccarthy_1118322.cfm>
14Extracted from <https://amturing.acm.org/award_winners/simon_1031467.cfm>, and <https://amturing.

acm.org/award_winners/newell_3167755.cfm>, respectively.
15Extracted from <https://amturing.acm.org/award_winners/feigenbaum_4167235.cfm>, and <https://

amturing.acm.org/award_winners/reddy_9634208.cfm>, respectively.
16Extracted from <https://amturing.acm.org/award_winners/valiant_2612174.cfm>
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• Judea Pearl(2011):For fundamental contributions to arti�cial intelligence through

the development of a calculus for probabilistic and causal reasoning;17

• Geoffrey Hinton, Yann LeCun, andYoshua Bengio(2018): For conceptual

and engineering breakthroughs that have made deep neural networks a critical

component of computing.18

The rationale for each prize above was transcribed from ACM's special Turing

Award website19.

2.3 CS Conferences

There are several conferences in the Computer Science �eld, but we had to narrow

them down to the ones considered the most important to be able to properly analyze them.

CSRankings is a metrics-based ranking of top computer science institutions around the

world20, which separates the works from each institution for each venue. They have a

selection of conferences that they consider the important few: in this work, we will only

ever focus on institutions available in their "AI" category, which are brie�y described

below.

Some of the abbreviations are actually from associations that happen to have a

conference that, colloquially, received the same abbreviation.

Most of the credits for the research in the section below, more speci�cally the "most

in�uential papers in the recent years" snippet, is due to <https://www.paperdigest.org/>.

2.3.1 IJCAI

The International Joint Conferences on Arti�cial Intelligence (IJCAI) was founded

in California in 1969, being the �rst comprehensive AI-related conference to exist. The

conference was held in odd-numbered years, but since 2016 the conference happens

annually. It has already been held in 15 different countries, while the 2 most recent ones

17Extracted from <https://amturing.acm.org/award_winners/pearl_2658896.cfm>
18Extracted from <https://amturing.acm.org/award_winners/hinton_4791679.cfm>, <https://amturing.

acm.org/award_winners/lecun_6017366.cfm>, and <https://amturing.acm.org/award_winners/bengio_
3406375.cfm>, respectively.

19<https://amturing.acm.org/byyear.cfm>
20<http://csrankings.org>
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were in Virtual Japan and Montreal-themed based. The next ones will be held in Austria

(2022), South Africa (2023), and China (2024), increasing the number of countries that

hosted the conference to 17 – China has already hosted it before.

Similar to AAAI, IJCAI is a comprehensive AI conference, encompassing all areas,

with some recent publications in novel areas such as GNNs (ABBOUD et al., 2020) and

transformers (CLARK; TAFJORD; RICHARDSON, 2020).

IJCAI has, over the year, published important papers from Turing Award winners

such as (AVIN; SHPITSER; PEARL, 2005) and (VERMA et al., 2019).

2.3.2 AAAI

The Association for the Advancement of Arti�cial Intelligence (AAAI – pro-

nounced“Triple AI” ) was founded in 1979 under the name of American Association

for Arti�cial Intelligence. This association is responsible for promoting one of the most

important conferences in the AI �eld since 1980: the AAAI Conference on Arti�cial

Intelligence. The conference used to be held once every 1 or 2 years, with a lack of

conferences between 1990 and 1996, but it is been held yearly since 2010. It is worthy of

note that although the conference has removed the "American" bit from its name, it has

actually only been held in the USA and Canada (and remotely in 2021).

The conference has a pretty broad focus on AI without an outstanding subarea, so

it has a lot of important papers published in the most recent years such as (BORDES et

al., 2011) in Knowledge Bases, (XIA et al., 2014) in Information Retrieval, (HASSELT;

GUEZ; SILVER, 2015) in Reinforcement Learning, and (LI et al., 2019) in Computer

Vision and NLP.

2.3.3 NeurIPS (formerly NIPS)

The Conference and Workshop on Neural Information Processing Systems (NeurIPS)

is a machine learning and computational neuroscience conference held every December,

since 1987. It was already held in the USA, Canada, and Spain.

The Conference was once abbreviated as NIPS, but because of it being controversial

and after the accusations of it being a hostile environment by some women attendees, their
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board decided to change it to NeurIPS21 in 2018.

CSRankings de�nes it as a “Machine Learning & Data Mining” conference, con-

taining some important papers for the area, recently featuring GPT-3 (BROWN et al.,

2020) and PyTorch's technical paper (PASZKE et al., 2019), which curiously have 31 and

21 authors, respectively. The sheer size of the company is incredible, with 2,334 papers

accepted in 2021, outnumbering every other conference studied in this work.

2.3.4 CVPR

The Conference on Computer Vision and Pattern Recognition (CVPR) is an annual

conference on Computer Vision and Pattern Recognition, regarded as one of the most

important conferences in its �eld, with 1,294 accepted papers in 2019. It will in 2023, for

the �rst time, be organized outside the United States in Vancouver, Canada. Of course,

CVPR 1997 was held in Puerto Rico, an American ultramarine territory. It was �rst held

in 1983 and has since 1985 been sponsored by IEEE, and since 2012 by the Computer

Vision Foundation, responsible for providing open access to every paper published in the

conference.

Being one of the most important Computer Vision venues it has seen some ground-

breaking work in the past with research in novel areas such as Siamese Representation

Learning (CHEN; HE, 2020), GANs (KARRAS; LAINE; AILA, 2018), and Dual Attention

Networks (FU et al., 2018).

Turing Award Yann LeCun is a historical participant of the conference with works

published in it on several occasions, e.g. (BOUREAU et al., 2010), (LECUN; HUANG;

BOTTOU, 2004).

2.3.5 ECCV

ECCV stands for European Conference on Computer Vision, being CVPR's Euro-

pean arm – even though ECCV 2022 is actually going to be held in Tel Aviv - Israel, and

not in Europe. It is held biennially every even-numbered year since 1990, when it was held

in Antibes, France.

Even though it is considered CVPR's small sister, it had 1,360 accepted papers in

21<https://www.nature.com/articles/d41586-018-07476-w>
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2019, also heavily focusing on Computer Vision with some publications of note such as

RAFT (TEED; DENG, 2020), a model able to segment and predict image depth with high

accuracy.

2.3.6 ICCV

Similar to ECCV, the International Conference on Computer Vision is CVPR's

International arm, being held every odd-numbered year since 1987, when it was held in

London, United Kingdom, been held in 14 other countries ever since.

1,077 papers made the cut in 2019, such as (SHAHAM; DEKEL; MICHAELI,

2019) who won the 2019's best paper award.

2.3.7 ACL

ACL is the Association for Computational Linguistics's conference held yearly

since 2002, having surprisingly been held in 15 different countries in the last 20 years.

They de�ne themselves on their website as “the premier international scienti�c

and professional society for people working on computational problems involving human

language, a �eld often referred to as either computational linguistics or natural language

processing (NLP). The association was founded in 1962, originally named the Association

for Machine Translation and Computational Linguistics (AMTCL), and became the ACL

in 1968.”

Commonly referred to as an NLP-related conference, it has some amazing work in

recent years such as (STRUBELL; GANESH; MCCALLUM, 2019)'s work in investigating

the environmental effects of creating these huge language models we have seen recently -

such as (BROWN et al., 2020).

2.3.8 NAACL

NAACL is the conference held by the North American Chapter of the Association

for Computational Linguistics, therefore also referred to as an NLP conference. The con-

ference is actually named NAACL-HLT (or HLT-NAACL, sometimes) – North American

Chapter of the Association for Computational Linguistics: Human Language Technologies.
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It has been held since 2003, and it was co-located with ACL on the few occa-

sions when ACL happened in North America. One of the most important papers using

transformers in recent years was published there: the BERT model (DEVLIN et al., 2018).

2.3.9 EMNLP

EMNLP stands for Empirical Methods in Natural Language Processing. The

conference started in 1996 in the US based on an earlier conference series called Workshop

on Very Large Corpora (WVLC) and has been held yearly since then.

The recent conferences are marked by works trying to improve the BERT model

(DEVLIN et al., 2018) already explained above, such as (JIAO et al., 2019), (FENG et al.,

2020) and (BELTAGY; LO; COHAN, 2019) – the latter has also been published in ACL.

2.3.10 ICML

ICML is the International Conference on Machine Learning, the leading interna-

tional academic conference focused on machine learning. The conference is held yearly

since 1987, with the �rst one being held in 1980 in Pittsburg, USA. The �rst few con-

ferences were all held in the United States, but the 9th conference, in 1992, was held in

Aberdeen, Scotland, United Kingdom. Since then it has been held in 10 other countries,

and twice virtually because of the COVID-19 pandemic.

It contains some seminal papers in Machine Learning from PASCANU; MIKOLOV;

BENGIO and IOFFE; SZEGEDY, and some more recent excellent research like (ZHANG

et al., 2018) and (CHEN et al., 2020). Besides Bengio's aforementioned seminal paper,

his Turing Award co-winner Hinton also published important papers in ICML (NAIR;

HINTON, 2010).

2.3.11 KDD

The SIGKDD Conference on Knowledge Discovery and Data Mining is an annual

conference hosted by ACM, which had its �rst conference in 1989's Detroit. Although it

is usually held in the United States, it has already been hosted by a few other countries,

namely Canada, China, France, and United Kingdom.
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It is the most important conference encompassing the Knowledge Discovery and

Data Mining �eld, with 394 accepted papers in 2021: a smaller number if we compare with

the other conferences we investigate in this paper, but a huge achievement nonetheless.

The conference recent years have seen a lot of presence of Arti�cial Intelligence,

mostly de�ned by Graph Neural Networks (GNNs), with works from QIU et al., WU et

al., JIN et al., and LIU; GAO; JI, all of them accepted in 2020's SIGKDD. It is interesting

to note how all of these authors with in�uential papers in this 2020 conference are from

Chinese territory, a preview of what's to come – see some insights about it in Section 4.6.

2.3.12 SIGIR

SIGIR stands for Special Interest Group on Information Retrieval, an ACM group.

It has its own annual conference that started in 1978 and has happened every single year

since then. It is considered to be the most important conference in the Information Retrieval

(how to acquire useful and organized information from raw, unorganized, and unstructured

data) area.

After 43 editions, it has been hosted in 21 different countries. It used to alternate

between the USA and a different country, but this rule does not follow anymore, with only

one conference in the US in the last 8 years.

A lot of the work in recent years is focused on recommender systems such as (HE

et al., 2020), (WU et al., 2021), and (WANG et al., 2020).

2.3.13 WWW

The Web Conference (WWW) is one of the top internet conferences in the world.

It "brings together key researchers, innovators, decision-makers, technologists, businesses,

and standards bodies working to shape the Web"22. It is a yearly event that started,

obviously, at CERN in Geneva, Switzerland, in 1994.

The conference heavily focuses on Semantic web and Data mining with some

important results in recommender systems as well.

22<https://dl.acm.org/conference/www>
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2.4 Graphs and their centralities

A graph G is represented by a tupleG = ( V; E), where V is a set of nodes

(vertexes) and E a set of edgeseu;v connecting nodesu to v whereu; v 2 V. These edges

can be directed or undirected – thus making us able to differentiate between directed and

undirected graphs. In the directed case ofeu;v we callu as being the source node andv the

destination node. We will always usen to represent the number of nodes in a graph, and

m to represent the number of edges in it.

Also, a pair of nodes(u; v) might have more than one edge connecting them: in

this case, we call the graph a multigraph. Similarly, these edges might have a weightw

making the graph a weighted graph.

Furthermore, we can also have labeled graphs, where nodes and edges can be of

different types. These are useful in knowledge representation systems, such as the graph

built in Section 3.3.4.

We callp = u1; u2; :::; up a path betweenu1 andup in G if 9 eu i ;u i +1 8 1 < = i < =

p � 1. Basically, we have a path if we can go from nodeu1 to up through a sequence of

connected edges. We can also de�ne a shortest path between a pair of nodes(u; v) as the

path with the minimum possible quantity of intermediate nodes – note, however, that we

can have more than one shortest path between any pair of nodes(u; v).

2.4.1 Centralities

The existence and interest in Graph centrality measures date back to the 1940s,

but it was more formally incorporated into graph theory in the 1970s (WAN et al., 2021;

FREEMAN, 1978). A fundamental motivation for the study of centrality is the belief that

one's position in the network impacts their access to information, status, power, prestige,

and in�uence (WAN et al., 2021). Therefore, throughout this work when we want to

identify the above concepts we will use graph centralities for the different networks we

built.

Sections 2.4.1.1 to 2.4.1.4 describe the most important graph centralities in the

literature which are used throughout this work. Then in Section 2.4.1.5 we go over some

other centrality measures for completeness' sake. Although we did not use these, they have

some merit and have the ability to provide interesting insights into this and are, therefore,

present as options for future work.
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2.4.1.1 Degree Centrality

We represent the degree of a nodeu asku meaning the number of other nodes

connected to this node. In a directed graph we can further split this metric into two:kin
u is

the in-degree, representing the number of nodesv 2 V that have an edgeev;u with v as

source andu as destination (i.e. number of nodes with an edge pointing tou); the opposite

metrickout
u is the out-degree, representing the number of nodesv 2 V that have an edge

Eu;v .

Therefore, it is easy to extend this metric to a centrality calledDegree Centrality

de�ned as:

CDg (u) =
ku

n � 1
; (2.1)

wheren represents the number of nodesV in the graphG.

Also, the same way we have in-degree and out-degree metrics, we can extend

Equation 2.1 and de�neIn-Degree Centrality andOut-Degree Centrality, respectively:

CDg in (u) =
kin

u

n � 1
(2.2)

CDgout (u) =
kout

u

n � 1
(2.3)

These degree metrics are used to identify how well a node is directly connected to

other nodes, without considering the in�uence a node can pass to its neighbors.

2.4.1.2 Betweenness Centrality

TheBetweenness Centralitywas de�ned in (FREEMAN, 1977), and its measure

of importance of a nodeu is how many shortest paths in the graph go throughu. It is

de�ned as

CB (u) =

P
s6= u6= t

@s;t (u)
@s;t

(n � 1)(n � 2)=2
8s; u; t 2 V; 9 es;t (2.4)
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where@s;t (u) is the number of shortest paths betweens andt that go throughu,

and@s;t is simply the number of shortest paths betweens andt. Note that we are only ever

counting paths between the pair(s; t) if there is a path between(s; t).

Betweenness is related to the notion of connectivity, where a node with a bigger

betweenness actually means that it is a point of connection between several nodes. In a

graph with a single connected component, a node can have the highest betweenness if it

works as a bridge between two individually disconnected components. It is regarded as a

measure of a node's control over communication �ow (FREEMAN, 1978), (CARDENTE,

2012).

2.4.1.3 Closeness Centrality

Closeness Centralitywas created in (SABIDUSSI, 1966) representing the close-

ness of a node with every other node in the graph. It is the inverse of the farness which

in turn is the sum of distances with all other nodes (SAXENA; IYENGAR, 2020). It is

de�ned by

CC (u) =
n � 1

P
v6= u d(u; v)

8u; v 2 V (2.5)

whered(u; v) is the distance between the nodesu andv. This distance is simply the

number of edges in the shortest pathp between the pair(u; v) if the graph is unweighted,

while it is the sum of every edge in the path in case the graph is unweighted.

Note that because distance is not de�ned between every pair of nodes in discon-

nected graphs (a graph where not every node can be reached from another node) we can't

compute closeness for disconnected graphs.

A node with a higher closeness indicates that the node is in the middle of a hub of

other nodes. It also means that a node with big closeness values is "closer", on average,

to the other nodes, hence closeness. It represents the node's level of communication

independence (FREEMAN, 1978), (CARDENTE, 2012).

2.4.1.4 PageRank Centrailty

Pagerank is a global centrality measure that needs the entire network to measure the

importance of one node. It measures the importance of one node based on the importance
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of its neighbors. (SAXENA; IYENGAR, 2020). It was developed by BRIN; PAGE when

they were creating Google, and it is the underlying method behind their search engine.

To understand Pagerank, we need to understand that its main idea is to understand

how important a web page is in the middle of all the other millions of pages on the world

wide web. The main idea behind it is that we are considering a web page important if other

important web pages link to it.

Think about it as if we had a webcrawler randomly exploring the web and increasing

a counter every time we enter into a speci�c page. Then, when you are on a page you

either have the option to click on one of the links on the page or go to a random page on

the web with probability0 < = q <= 1 – this is useful both to model real-life where we

simply go to random websites and also to mimic pages without any out link. The usual

value forq, also called teleportation or damping factor, is0:15, as de�ned in the original

paper. Therefore, with this thought in mind, we can de�nePagerankas

CP R (u) =
q
n

+ (1 � q)
X

v

CP R (v)
kout

v
9eu;v 2 E (2.6)

The equation above illustrates how this process is iterative because we depend on

the Pagerank of every neighbor to be able to compute our own Pagerank. The process

usually converges or can be stopped after a certain number of iterations.

2.4.1.5 Other centralities

There are other useful centralities present in the literature. As explained before

they were not used in our work, but they would ideally be used in future work using the

dataset created. Most of these were extracted from similar lists in (SAXENA; IYENGAR,

2020) and (WAN et al., 2021).

• Semi-Local centrality (CHEN et al., 2012) de�nes a metric similar to the degree

centrality where we expand it to 2 levels of neighbours.

CSL (u) =
X

v2 N (u)

X

w2 N (v)

d2(w); (2.7)

where d2(w) is the number of neighbors plus the number of neighbors for every
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neighbor ofw – basically how many nodes you can reach in two steps.

• Volume Centrality (WEHMUTH; ZIVIANI, 2013) is a kind of generalization from

the above centrality parameterizing how far a node in�uence can reach and is de�ned

by

CV (u) =
X

v2 ~Nh (u)

kv; (2.8)

whereNh(u) is the set of neighbors within a distanceh of u, and ~Nh(u) = Nh(u) [

f ug. WEHMUTH; ZIVIANI demonstrated thath = 2 results in a good trade-

off of identifying nodes with important relations and the cost of computing this

relationship.

• H-index (HIRSCH, 2005) is a well-known statistic in the research world, being

exhibited as a statistic in most research-aggregator portals such as Google Scholar

and DBLP. HIRSCH de�ned thath is the highest integer value for which the author

hash papers with at leasth citations.

• Coreness Centrality(KITSAK et al., 2010) represents the idea that the important

nodes are at the core of a graph. It can be determined by the process of assigning each

node an index (or a positive integer) value derived from thek-shell decomposition.

The decomposition and assignment are as follows: Nodes with degreek= 1 are

successively removed from the network until all remaining nodes have a degree

strictly greater than 1. All the removed nodes at this stage are assigned to be part

of thekshell of the network with indexkS= 1 or the 1-shell. This is repeated with

the increment ofkto assign each node to distinctk-shells(WAN et al., 2021). See

Figure 2.2 to see an example of de�nition ofk-shells. Then, we can mathematically

de�ne this centrality as

Ck(u) = max f kju 2 Hk � Gg; (2.9)

whereHk is the maximal subgraph ofG with all nodes having a degree of at leastk

in H (WAN et al., 2021).
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Figure 2.2 – Example of ak-shell assignment

Source: (TANASE et al., 2015)

Some more complex centralities mostly use the fact that we can de�ne a graph by

its adjacency matrixA and its corresponding eigenvalues and eigenvectors. Because this

work is not a literature review we will not include them.

2.5 Related Work

One of the main motivations behind this work is the fact that the history of arti�cial

intelligence and its dynamic evolution has not been researched enough: (XU et al., 2019)

focused speci�cally on “explainable AI” evolution (or de-evolution, in this case); (OKE,

2008) does deepen its work in several different AI areas, with a thorough review of each

area, but it does not go back in history further than the mid-1990s; (MIJWIL; ABTTAN,

2021) does a great job of explaining recent research on AI in general and tries predicting

what we can expect from it in the next few years, similar to (MARCUS, 2020)'s look at

the future.

There are also similar approaches to investigate author citation/collaboration net-

works such as (DING et al., 2010; GUNS; LIU; MAHBUBA, 2011; ABBASI; HOSSAIN;

LEYDESDORFF, 2012; CARDENTE, 2012; WU et al., 2019), mostly focusing in the

betweenness centrality. Wartburg, Rost and Teichert (2022) use closeness to analyze

patent networks. Also, Krebs (2002) show how centrality measures can be used to identify

proeminent actors from the 2001 Twin Tower's terrorist attackers network.

In the country af�liation in papers, Grubbs, Glass and Kilmarx (2019) investigated

coauthor country af�liation in Health research funded by the US National Institute of

Health; Michalska-Smith et al. (2014) go further by trying to correlate country of af�liation

with the acceptance rate in journals and conferences; Yu et al. (2021) studied how one
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can infer the country of af�liation of a paper from its data in WoS23; Hottenrott, Rose and

Lawson (2019) investigates the rise on multi-country af�liations in articles as well.

23<https://www.webofknowledge.com/>
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3 METHODOLOGY

This chapter explains how our work was developed, explaining where our underly-

ing data was extracted from in Section 3.1, throughly describing the artifacts generated in

this work along with the algorithms and data structures used to build them in Section??.

3.1 Underlying Dataset

The most extensive bibliography of computer science publications is the DBLP

Database (DBLP, 2019), available at <https://dblp.uni-trier.de/>, recently (in February

2022), it surpassed the 6 million publications mark (See Figure 3.1), containing works

from almost 3 million different authors. Figure 3.2 shows how large is the increase in

publications in the recent years, per DBLP's statistics page1. They provide a downloadable

664MB GZipped version of their dataset in XML format2. Recently (after this work had

already been started and was past the dataset choosing process), DBLP has also released its

dataset in RDF format3. However, because their dataset has its pitfalls, such as duplicated

authors and/or incorrectly merged authors, we opted to not use their dataset directly.

Instead, in our work, we used Arnet's (TANG et al., 2008) V114 paper citation

network, which dates from May 2019. It contains 4,107,340 papers from DBLP, ACM,

MAG (Microsoft Academic Graph), and other sources, including 36,624,464 citation

relationships. This dataset contains more information than DBLP's, as they better worked

on author disambiguation (merging authors DBLP considered to be different ones, or

separating authors DBLP considered to be the same person), providing us the ability to

generate truther collaboration/citation networks.

It is important to clarify why we are using Arnet's v11 dataset instead of one of

their newer datasets, namely v12 and v13 – the latter, from May 2021, contains 5,354,309

papers and 48,227,950 citation relationships, an increase of 30.3% compared to v11. First,

and foremost, this work started in 2019, when versions v12 and v13 were not available yet.

Also, when these newer datasets were made available, we did try to use both of them, but

we faced some problems that prompted us back to the v11 dataset:

1. v12's and v13's data format is different from v11's. The format of v12 and v13 is a
1<https://dblp.org/statistics/index.html>
2<https://dblp.org/xml/release/>
3<https://blog.dblp.org/2022/03/02/dblp-in-rdf/>
4<https://lfs.aminer.cn/misc/dblp.v11.zip>
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Figure 3.1 – Excerpt of a DBLP poster acknowledging their 6 million papers mark

Source: <https://blog.dblp.org/2022/02/22/6-million-publications/>

Figure 3.2 – DBLP papers per year

Source: <https://dblp.org/statistics/publicationsperyear.html>
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fully-�edged 11GB XML �le, which required us to write a new Python library to

convert from XML to JSON (our storage method) without loading the whole �le

into memory by streaming-converting it (see Section H.1). Besides the �le being

harder to read and handle, the new format also changed the IDs from an integer to

a UUID-based value, causing us to rewrite the whole logic that was able to detect

papers from the main AI conferences based on their past integer values.

2. There are fewer papers from the AI conferences of interest for this work. Even

though we have 30% more papers in the most recent version, after carefully �nding

out which are the new IDs for the conferences, we could only �nd 58490 papers

out of the 89102 ( 65%) present on version v11. As a smoke test, we did reduce

our test only for the main AI conferences (AAAI, NeurIPS, and IJCAI): we could

manually count 42082 papers in these 3 conferences – and this is a lower bound

because we could not �nd the count of papers in some years for AAAI and IJCAI;

v11 and v13 have 41414 and 20371 of them, respectively. We also tried �nding the

AI Conferences by name instead of IDs (at cost of some false positives) but it did

not work, also �nding only 20929 papers. This shows how we have twice the data in

v11 compared to v13 instead of 30% more in v13 as expected.

3. Missing data in the most recent years. Even though v13 should have data until 2021,

there are only a few hundred papers for the main AI conferences in 2019, 2020, and

2021, while in reality there should be 12559 of them.

All of the data compiled to build the points above can be seen in Table 3.1, and

Figure A.4. Table A.4 has the raw data used to build Figure A.4, where “?” data points

were considered to be 0 for the sake of simplicity. An interesting statistical information

one might get from Figure 3.3 is the fact that even though IJCAI used to happen only in

odd-numbered years, even-numbered years do not have any noticeable NeurIPS and AAAI

paper acceptance rates increase.

Section 4.6.1 shows some charts where it can be seen how degraded our data looks

if we had usedv13instead ofv11.

Arnet's v11 format is a variation of a JSON �le with some improvements to make

it easier to load the data in memory without having to load the whole �le. Every line is a

valid JSON object, requiring us to simply stream the �le, iterating over every line, parsing

the JSON �le, keeping only the required information in memory, and immediately send the

JSON �le to be garbage collected, using no more than 8kb of memory to read the entire
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Table 3.1 – Comparison of paper counts with different methods

AI Conferences Total

Manual Count 42082
v11 41414
v13 detecting conferences by ID 20371
v13 detecting conferences by name20929

Source: The Author

Figure 3.3 – Manual paper count per year in AAAI, NeurIPS and IJCAI

Source: The Author

�le.

Every JSON object in this �le follows the structure de�ned in Table 3.2. We, then,

for most of the work, keep only the �elds tagged with an asterisk (� ). Also, a question

mark symbol (?) indicates the �eld is optional and is, sometimes, not present in the data

provided by Arnet. Figure A.1 shows an example of such JSON entry, depicting (GLOROT;

BENGIO, 2010)'s representation in the dataset.

Figure 3.4 shows some raw insights about this dataset, using the conferences

de�ned in Section 2.3. It shows that all conferences have seen an increasing trend in the

number of papers in the last few years, specially CVPR and AAAI.

3.2 Artifacts

The code used to download the data, parse the dataset, and generate the graphs,

analyses, and charts present in this work is available at <https://github.com/rafaeelaudibert/

TCC/tree/v11> in Github. The code for this work is in branchv11. Themasterbranch



53

Table 3.2 – Data structure for a single entry in the Arnet JSON dataset

Field Name Type Description

id* string Unique identi�er for the paper
title* string Paper title
authors* Author[] (See Table A.1) List of every single author
venue* Venue(See Table A.2) Object with data about the venue
year* integer Year of publication
n_citation integer Citation number
page_start? string Paper start page in the Proceedings/Book/Journal
page_end? string Paper end page in the Proceedings/Book/Journal
doc_type string Place of publication
publisher? string Book/Journal publisher
volume? string Book volume
issue? string Journal issue
references* string[] List of ids this paper references
indexed_abstract* IndexedAbstract(See Table A.3) Inverted index holding data about the paper abstract

“*” indicates the �eld was used in this work
“?” indicates the �eld is optional

Source: The Author

Figure 3.4 – Number of papers per conference per year.

Source: The Author

contains the code used when we were trying to parse Arnet'sv13dataset, which did not

work out as explained in the previous section.

All the data analysis was built using Python, with the help of some open-source

third-party libraries (See Table B.1) available in PyPi.

For the most complex plots, Python was not the right tool for the job, so they were

built using R and its built-in counterparts formatplotlib, numpyandseaborn. Unfortunately,

the code for these graphs is not available anymore because it was lost during a disk

formatting procedure.
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3.2.1 Graph Datasets

Throughout this work, we assembled 5 new datasets, modeled in a graph structure,

which are brie�y described below. A thorough explanation can be found in each respective

section below.

Author Citation Graph ( ACi) Directed multigraph, where every author is a

node, with edges representing citations.

Author Collaboration Graph ( ACo) Undirected graph, where every author is a node,

with edges representing co-authorship

Paper Citation Graph (PC) Directed graph, where every paper is a node, with

edges presenting citations.

Author-Paper Citation Graph ( APC) Directed labeled graph, where nodes can be an

author or a paper, and we can have edges between papers (citation) or between

authors and papers (authorship).

Country Citation Graph ( CC) Directed multigraph, where each node represents

a country of origin, and edges represent citations.

As our work is focused on the �agship AI and adjacent �elds conferences, we

�ltered their dataset to contain only the papers published in these conferences to build ours.

The chosen conferences were based on CSRankings (CSRANKINGS, 2019) top-ranked

AI conferences, which include the following �elds: Arti�cial Intelligence, Computer

Vision, Machine Learning & Data Mining, Natural Language Processing, and The Web &

Information Retrieval. For each of the graphs explained above, we calculated the following

exact centralities: degree (in and out) (Section 2.4.1.1), betweenness (Section 2.4.1.2),

closeness (Section 2.4.1.3), and PageRank (Section 2.4.1.4).

For our work, we created the cumulative graph for each year from 1969 (the �rst

IJCAI conference) until 2019, i.e. the cumulative graph for the year 2000 contains all

the papers before and including 2000. A graph for each individual year from 1969 to

2019 was also created, to help with the analysis presented in the sections below. The

cumulative graphs containing all the data, including exact centralities, were made available

at <https://github.com/rafaeelaudibert/conferences_insights_database>. The cumulative

graphs for the entire Authors Citation dataset, not restricting it by conference, were also
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Table 3.3 – Graph Statistics for the cummulative data
Graph Nodes Edges

CS Conferences

ACi 104179 5654596
ACo 104179 621644
PC 89102 486373
APC 193281 759386
CC 93 4776703

Full DBLP ACi 3655049 210362459
Source: The Author

made available in the same repository, without computing the centralities. We can �nd the

statistics for the size of each graph dataset in Table 3.3.

3.3 Types of Graphs

The graphs were built in Python usingnetworkx(HAGBERG; SWART; CHULT,

2008) which provides an easy interface to build various types of graphs, including multi-

graphs with directed edges, which we routinely use.

All graphs below are based on the data shown in Figure 3.5.

3.3.1 Author Citation Graph

This is a directed multi-graph, where every author is a node. An edgeeu;v represents

a paper from authoru having a citing to a paper by authorv. As authoru can have more

than one paper citing a paper by authorv there might be more than one edge between

the nodes, therefore we have a multi-graph. Also, authors might cite another paper from

themselves, therefore we might have self-loops.

Because of the way our data is organized, when we are iterating over the papers we

have only the id of the papers that were referenced, but not the ID of the authors in the

other papers. So, we �rst create a hash table with keys as the papers IDs and the value as

the authors of that paper. We use this as a lookup table to identify which authors should be

connected when we are iterating over the papers. See Algorithm 2 to see how this works

when building the graph.

The above means that we �rst need to iterate over all papers and create this huge

lookup table. In practice, because you can't cite papers that haven't yet been published, we

split the papers into buckets by the year they were published, and iterate in ascending years,
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Figure 3.5 – Sample data for graphs

Source: The Author

Algorithm 1 Bucket-splitting paper per year

Require: L . List of papers such as the example in Figure 3.5
papers_per_year empty hashtable

for year =1969:::2018do
papers_per_year[year] empty list

end for

for paper2 L do
papers_per_year[paper.year]� paper . � means append

end for

return papers_per_year



57

Algorithm 2 Author Citation Graph

Require: papers_per_year . Hash table as returned by Algorithm 1
G  new graph with empty V and E
old_papers {}

for year =1969:::2018do
papers papers_per_year[year]
for paper2 papersdo

old_papers[paper.id] id of every author in paper.authors
end for

for paper2 papersdo
for author2 paper.authorsdo

G.V  G.V [ {author.id}
end for

for citation_id2 paper.referencesdo
if citation_id2 old_papers.keysthen

for cited_author2 old_papers[citation_id]do
for author2 paper.authorsdo

G.E G.E[ { (author.id, cited_author.id) }
end for

end for
end if

end for
end for

end for

return G
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