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ABSTRACT
In this work, we consider a lattice-gas model of charge regulation with electrostatic interactions within the Debye–Hückel level of approxi-
mation. In addition to long-range electrostatic interactions, the model incorporates the nearest-neighbor interactions for representing non-
electrostatic forces between adsorbed ions. The Frumkin–Fowler–Guggenheim isotherm obtained from the mean-field analysis accurately
reproduces the simulation data points.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0039029., s

I. INTRODUCTION

If we overlook the difference of length scales, the physical con-
text, and other circumstantial details, then it is not difficult to see
analogy between a system of interfacial colloids1–6 and a system
of chemically active surfaces.7–21 The analogy is, in particular, true
with regard to electrostatics, in which case, using the relatively well-
known understanding of electrostatics of interfacial colloids can be
transferred to the problem of charge regulation.

In the case of interfacial colloids, nano-sized colloidal particles
are permanently trapped at an interface between two immiscible flu-
ids, such as air–water or oil–water interface, due to capillary and
electrostatic interactions.1 In the case of charge regulation, surface
ionic groups dissociate from a surface or associate onto it as a result
of quantum mechanical interactions.7,12,14,17 The common feature in
the two systems is an interface.

The understanding of electrostatics of interfacial colloids goes
back to 1961 and the work of Stillinger,2 who obtained an expres-
sion for an electrostatic potential of a point charge near an interface
within linear electrostatics. Stillinger pointed out the existence of
an effective repulsive interaction between a charge and an inter-
face. Twenty four years later, Hurd3 pointed out another interesting
feature of charges at an interface; the interaction between surface
charges is not screened monopole-like, but at large separations, it
becomes unscreened and dipole-like.

In this work, we consider a lattice-gas (LG) model of charge
regulation that builds on those basic results. In previous articles,17,19

we provided phenomenological expressions, primarily based on the
mean-field (MF) analysis, for a surface charge of a simulated micro-
scopic model of sticky-charged hard-spheres that represent surface
chemical groups. As the simulation data are limited, the range of
validity of those expressions could not be fully verified. Working
with a LG model and linear electrostatics provides a simpler and
a more tractable system. Simulation results are easily available as
the bulk part of the system is implicit in the parameters of the LG
model and does not need to be simulated. The linear treatment of
electrostatics permits the superposition of various contributions of
interactions. The approximate expressions can be easily tested and
compared to simulation results for a range of different parameters.
The LG model permits us, furthermore, to incorporate short-range
nearest-neighbor (NN) interactions and study their effect on charge
regulation.

This paper is organized as follows. In Sec. II, we introduce
a sticky site meant to represent a covalent bond between an ion
and a surface chemical group. In Sec. III, we discuss contribu-
tions of electrostatics within the Debye–Hückel (DH) approxima-
tion. In Sec. IV, we formulate the lattice-gas (LG) model of charge
regulation for basic chemical groups. In Sec. V, we consider the
mean-field (MF) approximation and the self-consistent Frumkin–
Fowler–Guggenheim isotherm for the average occupation of a site.
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In Sec. VI, we discuss the simulation results. In Sec. VII, we consider
the LG model for acidic surface groups. In Sec. VIII, we finish with
concluding remarks.

II. STICKY SITE
A. In a bulk solution

To model the formation of a chemical bond between a lat-
tice site of the LG model and an approaching molecule, we use
the sticky site potential us(r) whose Boltzmann factor is a delta
function,15–17,19,22

e−βus(∣r−rs ∣) = 1 + vsδ(r − rs), (1)

and vs is the stickiness of a lattice site. By representing the sticky site
as a spherical well potential of radius Δ and depth ε, the stickiness
can be represented as vs = 4πΔ3

4 eβε, assuming Δ→ 0.
Introducing a sticky site at the location rs modifies the original

partition function Z as

Z′ = 1
N!Λ3N ∫ dr1 . . .∫ drN e−βUe−β∑

N
i=1 us(∣ri−rs ∣), (2)

where U(r1, . . ., rN) is the remaining part of the configurational
potential. The Boltzmann factor of the sticky potential can be
expanded as

e−β∑
N
i=1 us(∣ri−rs ∣) = 1 + vs

N

∑
i=1
δ(ri − rs) +⋯, (3)

but since a sticky site can be occupied by at most one particle at a
time, only the first two terms of the expansion are relevant, and the
partition function becomes

Z′ = Z[1 + vsρ(rs)], (4)

where Z is the partition function of the original system and ρ(rs)
= ∑N

i=1⟨δ(rs − ri)⟩ is the local density. Based on the above result, the
probability that a sticky site is occupied can be expressed as

p ≡ ⟨n⟩ = vsρ(rs)
1 + vsρ(rs)

. (5)

The above result is essentially a Langmuir isotherm.23

B. At a planar surface
If a sticky site is brought to a planar surface, the geometric

restriction of the new configuration is expected to reduce the site
stickiness (or the reactivity of a chemical group). By representing a
sticky site as a spherical well potential in the zero size limit, it could
easily be seen how the planar interface eliminates one half of the well
potential so that vsurfs = vs/2.17,19 Within the collision theory of a
reaction mechanism, the reduced reactivity of a surface group may
be seen as a result of a complete elimination of collisions coming
from the other side of a wall.

More generally, the contributions of geometric confinement24

can be represented by a dimensionless geometric factor gsurf ,

v
surf
s = gsurf vs.

For the case at hand, we assume gsurf = 1/2.
If a planar surface is at x = 0, the probability that a site is

occupied is

p = vsgsurf ρ(0)
1 + vsgsurf ρ(0)

, (6)

where ρ(0) is a local density at the location of a wall.

C. vs as the equilibrium constant of a reaction
in a bulk

A bare sticky site represents a basic chemical group, and the
empty/occupied site represents a de-protonated/protonated chemi-
cal group in accordance with the following chemical reaction:17,19

B + H+ ⇌ BH+, (7)

characterized by the concentration-based equilibrium constant
defined as

Kb =
cBH+

cH+cB
, (8)

where ci is the concentration of species i in the aqueous solution.
If prior to the dissolution of B the concentrations are cB = c and

cBH+ = cH+ = 0, then at equilibrium, these concentrations are

cBH+ + cB = c,
cBH+ = cp,

cB = c(1 − p),
(9)

where p is the probability that a single molecule B (or a sticky site)
is protonated (occupied). Replacing the concentrations in Kb with
those in (9) yields

Kb =
p

1 − p
1
cH+

. (10)

Using Eq. (5) for p with ρ(rs) = cH+ leads to

p = vscH+

1 + vscH+
→ p

1 − p
1
cH+
= vs. (11)

A comparison of Eq. (10) with Eq. (11) leads to a straightforward
identity,

Kb = vs. (12)
The probability that a molecule is protonated can now be

expressed as

p = KbcH+

1 + KbcH+
, (13)

which is the Langmuir isotherm for a reaction in a bulk.
One common basic molecule is ammonia, B = NH3, with Kb

= 1.8 × 109M−1. In the nanometer units, this corresponds to the
stickiness parameter vs = 3.0 × 109 nm3. A slightly larger methy-
lamine, B = CH3NH2, yields vs = 7.6 × 1010 nm3.
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In Refs. 17 and 19, we relate the surface stickiness to an equilib-
rium constant using a different procedure based on two alternative
formulations of the virial expansion: physical and chemical. Within
the chemical interpretation, the pair of particles that stick to one
another is considered as a third species. The equality vs =Kb emerges
by comparing the terms of the two expansions. The above procedure
is more intuitive and straightforward.

III. ELECTROSTATICS
All electrostatic interactions and quantities in this work are

treated on the DH level of approximation and follow from the
formalism in Appendix A.

A. Distortion of a counterion cloud
The first contribution of electrostatic interactions is indirect

and caused by distortion of a counterion cloud of an ion as it
approaches a planar interface. The distortion lowers the solvation
energy of an ion and gives rise to an effective repulsive interaction
between a point charge and a wall. The repulsion, in turn, gives
rise to an inhomogeneous density of ions (or protons in the case of
acid–base reactions) near an interface,

ρ(x) = cH+e−βw(x), (14)

where cH+ is the bulk concentration of protons related to pH
as cH+ = 10−pH.

Within DH, w(x) is known exactly.2–6 If we ignore the dielectric
discontinuity across the wall, ϵ = ϵin = ϵout , where ϵin and ϵout are the
dielectric constants inside and outside an electrolyte, then

βw(x) = κλB
2
[(1 + κx)2e−2κx

2κ3x3 − K2(2κx)
κx

], (15)

whereK2(x) is the Bessel function of the second kind. The expression
is derived in Appendix B. Far away from a wall, w(x) is dominated
by an exponential decay, βw(x) ≈ 1

2
λB
2x e
−2κx, which suggests that a

point charge interacts with its image charge on the other side of an
interface at ximage = −x.

As κx < 1, the functional form of w(x) changes, and at the loca-
tion of a wall, βw(0) = κλB

6 . The probability that a site is occupied,
obtained using Eq. (6), can be expressed as

p = KbcH+gsurf e−κλB/6

1 + KbcH+gsurf e−κλB/6
. (16)

The above result is the Langmuir isotherm for a reaction at a
surface. The equilibrium constant for this reaction is modified, with
reference to the same reaction in a bulk, as

Ksurf
b = Kb g

surf e−κλB/6. (17)

Modifications are the result of geometric and electrostatic effects.
Both contributions reduce the equilibrium constant. The expres-
sion does not take into account electrostatic interactions between
adsorbed charges.

B. Direct electrostatic interactions
More relevant are the direct electrostatic interactions between

adsorbed charges. If the dielectric discontinuity across a wall is

ignored, the interaction between two point charges at a planar
interface is2–6

βu(r) = 2κλB
κ3r3 − 2κλB(

1 + κr
κ3r3 )e

−κr , (18)

where the details of the derivation can be found in Appendix C.
The interaction has two contributions, the screened negative inter-
action and the long-range dipole-like term, where the effective
dipole moment is μ = 21/2κ−1. The dipole term arises as a result of
anisotropic shape of counterion cloud, producing a perpendicular
to a surface dipole moment.

IV. LG MODEL OF CHARGE REGULATION
In this section we define the LG model of charge regulation,

that, because of linear electrostatics, is valid for weakly charged
surfaces. The partition function governing the model is,

Ξlg =∑
n1

⋯∑
nN

e−βH , (19)

where ni = 0, 1 is the occupation number of lattice i and N is the total
number of sites. The Hamiltonian of the system is defined as

H =
N

∑
j>i

ninju(rij) − I∑
nn

ninj − μ
N

∑
i=1

ni, (20)

where the chemical potential is given by

βμ = ln(gsurf vscH+) − κλB
6

. (21)

The electrostatic interaction between adsorbed protons has two
contributions,

βu(rij) = 2λBκ[fdip(κrij) + fshort(κrij)],

given by

fdip(x) =
1
x3 , fshort(x) = −(

1 + x
x3 )e

−x. (22)

To generalize the model, we include the NN interactions,
I∑nnninj, where the pair ⟨i, j⟩ are nearest neighbors.25,26 For I > 0,
these interactions are attractive and may represent hydrogen bonds
between adsorbed groups or the weaker van der Waals interactions,
and for I < 0, these interactions are repulsive and may represent
overcrowding of larger chemical groups attached to a proton.

The simulated system is a two-dimensional LG model on a
square-lattice. The simulation cell is a square of size L = 64. To incor-
porate the periodic boundary conditions, the interactions between
sites i and j include the interactions between its images in different
cells,

f ∗(κrij) =
Nc

∑
m,n=−Nc

f(κ
√

xij + maL)2 + (yij + naL)2), (23)

where xij = xi − xj and yij = yi − yj are respective separations between
sites within a single simulation cell. Nc, in principle, is an infinite
number, but we find that Nc = 50 is sufficiently large to exclude finite
size effects. The function f ∗(κrij) is calculated only once during a
simulation run.
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A Monte Carlo move consists of a random selection of a lattice
site followed by the trial change of its occupation; an occupied site
is made empty, and an empty site is made occupied. The move is
accepted if it lowers the energy; otherwise, it is accepted with the
probability e−βΔH .

A dipolar LG model has previously been studied in connection
to Langmuir monolayers.27–30 In the context of charge regulation,
the possibility of a phase transition has recently been considered
within the MF and field-theoretical methods.31

V. THE MEAN-FIELD APPROXIMATION
Within the MF, the interactions between particles can be incor-

porated into an effective chemical potential,

βμeff = βμ − p[βU − zβI],

where the quantity U is defined as

U =
N

∑
j≠i

u(rij) (24)

and represents the electrostatic potential at a single site due to inter-
actions with all other sites that are assumed to be occupied and
z is the number of the nearest neighbors. The effective one-body
Hamiltonian becomes

βHeff = −βμeff
N

∑
i=1

ni, (25)

and the probability that a single site is occupied results in a self-
consistent Frumkin–Fowler–Guggenheim isotherm32,33 specific to
our model,

p = eβμepβ(zI−U)

1 + eβμepβ(zI−U)
. (26)

The above result treats short- and long-range interactions on
the same level. The MF generally works well for long-range interac-
tions.34 On the other hand, for LG models, it is more of a qualitative
tool that predicts the existence of a phase transition but is less accu-
rate in predicting the exact critical point. Prior to seeing the results,
it is not clear how the MF will handle the combination of short- and
long-range interactions.

By representing the average magnetization of the Ising model
in terms of p as m = 2p − 1,35 Eq. (26) transforms into a familiar
self-consistent relation,36

m = tanh[β(2μ + zI −U
4

) + mβ( zI −U
4
)], (27)

where h = μ/2 + (zI − U)/4 is the external field and J = (zI − U)/4
is the interaction strength for the Ising model with the Hamiltonian
HIs = h∑isi − J∑nnsisj. Equation (27) has a similar structure to that in
Eq. (13) in Ref. 37 obtained within the field-theoretical formulation
of charge regulation.

Equation (26) cannot be solved analytically, but by putting it
into the form

xex + rx = n,

the solution can be identified as the generalized r-Lambert function
x = Wr(n).38–41 Although it is possible to express Wr(n) as a Taylor
series, in practice, it is more convenient to calculate p numerically,
especially, as deeper understanding of mathematical properties of
the generalized r-Lambert function is not a closed project.40,41

To evaluate U, we use

βU = 2κλB
⎡⎢⎢⎢⎢⎣

M
κ3a3 −

∞

∑′
i,j=0

e−κrij(1 + κrij)
κ3r3

ij

⎤⎥⎥⎥⎥⎦
, (28)

where M is the lattice sum (or the Madelung constant), which for
parallel dipoles on a square and hexagonal lattice is28

M =
∞

∑′
m,n=0
( 1
m2 + n2 )

3/2
= 9.033 622,

M =
∞

∑′
m,n=0
( 1
(m + n/2)2 + 3n2/4)

3/2

= 11.034 176,

respectively. The summation in the second term is calculated explic-
itly due to its quick convergence and requires no more than a hand-
ful of the initial terms. The approximate analytical expression for U
is provided in Appendix D.

VI. RESULTS
A. No nearest-neighbor interactions: I = 0

We consider first the case with the NN interactions switched
off. In Fig. 1, we plot the occupation probability p as a function of
pH for different salt concentrations. It compares the MF with the
simulation data points. The first observation is that the MF accu-
rately approximates the simulation results. Another observation is
that the MF with the coarse-grained value of U (represented by thin
dashed lines and derived in Appendix D) produces the results that
are nearly indistinguishable from those obtained from the MF with
exact U.

FIG. 1. The average occupation p as a function of pH for different salt concentra-
tions cs. The simulation data points (for a square-lattice substrate with lattice size
a = 0.6 nm) are compared with the MF; the solid lines are for the MF with exact U,
and thinner dashed lines are for the MF with a coarse-grained value of U. The sys-
tem parameters are Kb = vs = 3 × 109 nm3 and λB = 0.72 nm. The NN interactions
are switched off, I = 0.
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FIG. 2. The average occupation p as a function of cs for different pH. The system’s
fixed parameters are Kb = vs = 3 × 109 nm3 and λB = 0.72 nm. The simulation
data points (for a square-lattice with a = 0.6 nm) are compared with the MF (solid
lines).

We next turn to physical interpretation of the plots. For zero
salt concentration, cs = 0, there is no significant adsorption until
only when the solution is strongly acidic, pH < 3. The addition of
salt facilitates adsorption as a result of a more efficient screening of
electrostatic interactions with other adsorbed protons. For example,
for large salinity corresponding to the concentration cs = 10M, the
active sites are half-filled in a solution that is basic pH ≈ 9.

Screening of electrostatic interactions is not the sole conse-
quence of increased salinity. Because increased salinity of a bulk
solution leads to a more favorable solvation energy, the effect that
is captured by the contribution βw(0), it becomes increasingly more
difficult for an ion to approach an interface.

In Fig. 2, we plot p as a function of cs for different pH to get a
more complete view of the effect of cs on adsorption. All plots show
the incipient sharp increase in p as a function of cs. The increase,
however, is not indefinite and for large salt concentrations p satu-
rates and then slowly starts to decrease, reflecting the reduced μwith
increased cs.

In Fig. 3, we plot a couple of configuration snapshots for
cs = 0 where the electrostatic interactions are least screened. There
is no visual indication of correlations or structural inhomogeneities

FIG. 3. Configuration snapshots of the LG model for cs = 0M and pH = 1.2, 1.6 (all
other parameters as in Figs. 1 and 2). The average occupation for those parame-
ters roughly corresponds to p ≈ 0.4, 0.7. The size of the simulation cell is L = 64,
and so, the total number of lattice sites is N = 64 × 64.

FIG. 4. The average occupation p as a function of pH for different concentrations
of salt cs. The system parameters are Kb = vs = 3 × 109 nm3, λB = 0.72 nm, and
a = 0.6 nm. The solid lines are for the MF for βI = 1, and the dashed lines are for
the MF for I = 0.

that might arise as a result of dipolar repulsive interactions. This
explains the accuracy of the MF approximation for this regime.

B. Attractive nearest-neighbor interactions: I > 0
Next, we consider the LG model with attractive NN interac-

tions. In real systems, such attractive short-range interactions might
arise due to hydrogen bonding between adsorbed groups.8

Figure (4) shows p as a function of pH for different values cs and
the interaction parameter βI = 1. All results are prior to phase tran-
sition. The simulation data points are accurately reproduced by the
MF approximation (solid lines). In addition, we plot the MF results
for I = 0 (dashed lines) for reference. The attractive NN interac-
tions, as expected, facilitate adsorption, and all the curves are shifted
toward higher pH.

The LG system with NN attractive interactions undergoes
phase transition with the critical value of I given by42

βIc = 2 ln[1 +
√

2] = 1.762 75 . . . . (29)

The MF prediction of the critical value of I, obtained from
Eq. (27), is

βImf
c =

4
z
= 1, (30)

FIG. 5. Analogous plots to those in Fig. 4 but for βI = 2. The plot for cs = 10M is
shown separately as it is very close to the critical point.
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FIG. 6. Configuration snapshots for cs = 0.5M (pH = 9) and cs = 2M (pH = 9.9) for
attractive NN interactions for βI = 2.

which is considerably lower. In the presence of electrostatic interac-
tions, Ic is shifted to higher values of I,

βImf
c =

4
z

+
βU
4

. (31)

Although the MF is not exact, the trend predicted by it is reason-
able. The result indicates that βIc is shifted up by βU/4, and since
U strongly depends on κ, this results indicates that the critical point
can be regulated with salinity.

In Fig. 5, we make a plot similar to that in Fig. 4 but for βI = 2
and for cs < 1 to ensure that electrostatic interactions are sufficiently
strong to suppress phase transition driven by NN interactions. The
MF theory continues to accurately reproduce the simulation data.
The plot for cs = 10M is shown separately as it is close to the critical
point, where the MF starts to break down.

To visualize what is happening near the shifted critical point, in
Fig. 6, we plot configuration snapshots for βI = 2 and cs = 0.5M and
cs = 2M (and pH that roughly yields the occupation p = 0.5). As the
repulsive electrostatic interactions become screened at higher salt
concentration, the density fluctuations become stronger, indicating
the closer vicinity of a critical point.

FIG. 7. The average occupation p as a function of pH for different salt concentra-
tions cs for the system with repulsive NN interactions corresponding to βI = −1.
The remaining parameters are the same as those in Fig. 5. The solid lines are for
the MF with βI = −1, and the dashed lines are for the MF with I = 0.

FIG. 8. Configuration snapshots for cs = 0.5M and for pH = 5.5 and pH = 4 for
repulsive NN interactions with βI = −2.

C. Repulsive nearest-neighbor interactions: I < 0
The repulsive NN interactions, which can represent the over-

crowding effect of adsorbed molecules, are expected to reduce the
occupation p. This is seen in Fig. 7, which plots p as a function of
pH. The NN interactions are set at βI = −1. The MF (solid lines)
accurately reproduces the simulated data points, and the comparison
with the MF for βI = 0 indicates the shift toward lower pH.

The LG model with strictly NN repulsive interactions under-
goes phase transition at the same critical value of βI as for the system
with NN attractive interactions but an opposite sign. The strong
repulsive interactions generate a configuration with every other site
occupied, as seen in Fig. 8, but as the chemical potential increases,
the repulsive interactions are eventually overcome and the empty
sites become occupied. The point where this transpires corresponds
to phase transition.

Both short- and long-range interactions in this case are repul-
sive, and the critical point within the MF is shifted according
to

βImf
c = −(

4
z
− βU

4
).

We recall that the MF does not distinguish between the short-
and long-range interactions, so the formula above, although intu-
itively accurate, cannot be taken too “literally.” For example, there
is no evidence that the long-range repulsive interactions give rise to
configurations and subsequently phase transition, seen in Fig. 8.

In Fig. 9, we plot p as a function of pH for βI = −1.5 and
βI = −2. The results indicate a gradual breakdown of the MF as the

FIG. 9. p as a function of pH for different salt concentrations cs for the system
with repulsive NN interactions corresponding to (a) βI = −1.5 and (b) βI = −2. The
remaining parameters are the same as those in Fig. 7.
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system starts to phase separate. This is especially true for βI = −2,
where the curves show a step-like structure, indicating a coexistence
region.

VII. CHARGED STICKY SITES
In this section, we consider charged sticky sites to represent

acidic chemical groups and the corresponding dissociation reaction,

HA⇌ A− + H+, (32)

characterized by the concentration-based equilibrium constant
given by

Ka =
cH+cA−

cAH
. (33)

If the initial concentration of an acid HA prior to it being
dissolved is c, then the equilibrium concentrations are given by

cHA + cA− = c,
cHA = cp,

cA− = c(1 − p),
(34)

where p is the probability for an ion A− to accept a proton. Inserting
the above concentrations into Eq. (8) yields

Ka = (
1 − p
p
)cH+ . (35)

To complete the expression for Ka, we need an expression for p.
However, in order to use Eq. (5), we need an expression for ρ(rs).
Because a sticky site is charged, the distribution of protons around it
cannot be assumed to be uniform. In other words, ρ(rs) ≠ cH+ .

For the time being, we postpone the question of the precise
form of ρ(rs) and assume the ansatz ρ(rs) = cH+e−βuc , where uc is the
total effective potential at the location of a sticky site due to all elec-
trostatic effects. This includes direct attractive interactions between
a particle and a site and indirect repulsive interactions due to the
less favorable solvation energy caused by distortion of counterions.
Equation (5) then becomes

p = vscH+e−βuc

1 + vscH+e−βuc
→ p

1 − p
1
cH+
= vse−βuc , (36)

and the acid dissociation constant is

Ka =
1

vse−βuc
. (37)

Going back to Eq. (36), we can now write

p = cH+

Ka + cH+
(38)

so that the occupation probability only depends on Ka and cH+ , both
experimentally accessible parameters.

To determine the quantity βuc more precisely, we start by
ignoring other ions in a solution so that βuc is just the Coulomb
attraction between a charged sticky site and an adsorbed ion, in
which case, βuc = −limr→0λB/r. The problem with this expression
is that βuc diverges at the location of a sticky site. However, if the
distance of the closest approach between two charges is r = h, then
the Coulomb energy of an adsorbed charge would be

βuc = −
λB
h

.

If a sticky site is immersed in an electrolyte, the contributions
of other ions need to be included. We first assume the most sim-
plest scenario where H+ and A− are point charges, and the adsorp-
tion occurs at a single point at separation h so that the associated
molecule represents a dumbbell. Since the potential between two
charges within the DH theory is βeψ(r) = −λBe−κrr−1, then

βuc = −
λBe−κh

h
. (39)

Because the point charges do not distort their respective counterion
clouds, there is no repulsive effective interaction.

We can make the picture increasingly more realistic by assum-
ing that an ion A− is a spherical cavity immersed in an electrolyte,
and the sticky site lies on the surface of a sphere. Within the DH,
the Coulomb potential inside the cavity is shifted by a constant,43

βeψ(r) = − λBr + κλB
1+κh , and the potential energy on a surface of a cav-

ity is βeψ(r) = − λB
h+κh2 , in which case, for an associated molecule HA,

we have
βuc = −

λB
h + κh2 + βwc, (40)

where wc is the work necessary to distort the counterion cloud
around the point charge as it becomes adsorbed on a surface of a
cavity. For large κ, the curvature of a spherical cavity can be ignored,
and we could use the result for the planar wall βwc = κλB/6.

In Fig. 10, we plot the experimental data points for Ka as a
function of the ionic strength44 and compare it to the following
expression:

Ka =
eβwc

vseλB/(h+κh2)
, (41)

obtained from Eq. (37) with uc in Eq. (40) and wc = 0, where the
fitting parameter is h.

A. Charged sticky site at a planar surface
The acidic site is represented as a sticky site with a point charge

displaced a distance h into a non-electrolyte phase. The electrostatic

FIG. 10. Concentration-based equilibrium constant Ka as a function of cs. The
experimental data points are for the acetic acid CH3COOH and the salt is NaCl.44

The theoretical fit is for Eq. (41) with βwc = 0 for h = 0.8 nm.
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potential for this case within the DH theory is (see Appendix E)

βuc(h) =
λB
h
[π(Y2(κh) −H2(κh)) + 4( 1

κh
)

2
+

2
3
κh], (42)

where Y2(x) is the Bessel function of the second kind and H2(x)
is the Struve function. The above expression is accurately approxi-
mated by the simple functional form,

βuc(h) ≈ −
λB

h + κh2/2 . (43)

B. LG model for charged sticky sites
The Hamiltonian of the LG model for charged sticky sites is

H =
N

∑
j>i
(1 − ni)(1 − nj)u(rij) − I∑

nn
ninj − μ

N

∑
i=1

ni. (44)

Note that the electrostatic interactions are only between empty sites.
The occupied charged sites are neutral.

The chemical potential of charged sticky sites is given by

βμ = ln(gsurf vscH+) − κλB
6

+
λB

h + κh2/2 , (45)

where the last term is due to the direct electrostatic interaction
between a charged site and an adsorbed particle as given in Eq. (43).
After rearrangement, the chemical potential can be written as

βμ = ln(gsurf vseλB/hcH+) − κλB
6
(4 + κh/2

1 + κh/2) (46)

so that the κ-dependent terms are separated from the rest.

C. Results
For a charged sticky site, the self-consistent MF relation for p,

analogous to that in Eq. (26) and corresponding to the Frumkin–
Fowler–Guggenheim isotherm of our model, is given by

p = eβ(μ+U)epβ(zI−U)

1 + eβ(μ+U)epβ(zI−U)
, (47)

where μ is given in Eq. (46) and U in Eq. (24).
In Fig. 11, we plot p as a function of pH for charged sticky

sites for different values of cs. The results indicate that increased

FIG. 11. p and 1 − p as a function of pH for the surface with charged sticky sites
and with no NN interactions. The simulation data points are compared with the
MF (solid lines). The system parameters are λB = 0.72 nm, h = 0.2 nm, and
K0
a = 2.0 × 10−5nm−3.

FIG. 12. p and 1 − p as a function of cs for different values of pH. The MF
corresponds to solid lines. The remaining parameters are the same as in Fig. 11.

salinity reduces adsorption. This is in contrast to basic surface
groups and is the result of more efficient screening of attractive elec-
trostatic interactions between a proton and surface acidic groups.

In Fig. 12, we plot p as a function of cs. Unlike for acidic surface
groups (see Fig. 2), the curves are monotonic for all values of cs.

Because in the case of the acidic groups the surface charge is
proportional to 1 − p,

σc = −(1 − p)σA,

in Figs. 11 and 12, we plot 1 − p to facilitate a comparison with the
corresponding figures for basic groups in Figs. 1 and 2. For both
basic and acidic surface groups, the surface charge increases with
salinity. However, different trends emerge with respect to pH. In the
case of basic groups, σc increases with pH, and in the case of acidic
groups, σc decreases with pH.

VIII. CONCLUSION
In this work, we study the LG model of charge regulation within

the DH approximation. The advantage of using DH is that the bulk
part of the system is implicitly accounted for in the parameters of
the model and can be left out from simulations. Furthermore, linear
electrostatics permits the superposition of separate contributions to
design more complex scenarios.

The separability of contributions provides an analytical advan-
tage of breaking down observable properties into elements. For
example, in the case of basic surface groups, the larger salinity lowers
the solvation energy of a dissolved proton, which makes adsorption
less favorable. However, instead, we see enhanced adsorption with
increased salinity. This is because the larger salinity also happens to
screen repulsive interactions between adsorbed protons, which, in
fact, is a dominating contribution.

Although not explored in this work, the model could be special-
ized to represent more specific experimental situations. One could
incorporate the dielectric discontinuity across an interface by using
different expressions for w(x) and u(r),2,3,6 for example, the dipolar
part of interactions becomes modified by a factor ϵout/ϵin, or consider
a more realistic lattice geometry, such as a triangular or a randomly
distributed geometry.45–47 Finally, but not last, one could consider
charge regulation within a narrow confinement between two planar
walls by using the relevant expressions for w(x) and u(r).
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APPENDIX A: DEBYE–HÜCKEL THEORY
In this section, we go over the DH formalism for a point charge

in the vicinity of a planar insulator–electrolyte interface at x = 0 with
an electrolyte at x > 0. If a point charge is located at r0 = (x0, 0,
0), then an electrostatic potential in each region is governed by the
following two equations in cylindrical coordinates:

∇2ϕ(x > 0, s) = κ2ϕ(x, s) − 4πλB
δ(x − x0)δ(s)

2πs
,

∇2ϕ(x < 0, s) = 0,
(A1)

where s =
√
y2 + z2 and ϕ = βeψ is the dimensionless poten-

tial. The delta function δ(r − r0) in cylindrical coordinates is
δ(x − x0)δ(s)/2πs. For the neutral wall, the boundary condition
between the two regions is

ϕ(0−) = ϕ(0+), ϕ′(0−) = ϕ′(0+).

Fourier transforming the equations in Eq. (E1) with respect to s,

ϕ̂(q, x) = 2π∫
∞

0
ds s J0(qs)ϕ(x, s), (A2)

leads to

ϕ̂′′(q, x) = (κ2 + q2)ϕ̂(q, x) − 4πλBδ(x − x0),
ϕ̂′′(q, x) = q2ϕ̂(q, x).

(A3)

The delta function splits the first region. The general solutions in
each region are

ϕ̂(q, x > x0) = A1e−(x−x0)
√
κ2+q2

,

ϕ̂(q, x < x0) = A2e(x−x0)
√
κ2+q2

+ B2e−(x−x0)
√
κ2+q2

,

ϕ̂(q, x < 0) = A3exq.

(A4)

The four coefficients A1, A2, B1, and B2 are determined from
the boundary conditions. The continuity of the potential yields

A1 = A2 + B2,

A3 = A2e−x0
√
κ2+q2

+ B2ex0
√
κ2+q2

,
(A5)

and the continuity of the field yields

−A1 = A2 − B2 −
4πλB√
κ2 + q2

,

A3
q√

κ2 + q2
= A2e−x0

√
κ2+q2 − B2ex0

√
κ2+q2

,
(A6)

and the coefficients are given by

A1 =
2πλB√
κ2 + q2

⎡⎢⎢⎢⎢⎣
1 +

√
κ2 + q2 − q
√
κ2 + q2 + q

e−2x0
√
κ2+q2
⎤⎥⎥⎥⎥⎦

,

A2 =
2πλB√
κ2 + q2

,

B2 =
2πλB√
κ2 + q2

⎡⎢⎢⎢⎢⎣

√
κ2 + q2 − q
√
κ2 + q2 + q

⎤⎥⎥⎥⎥⎦
e−2x0

√
κ2+q2

,

A3 = 4πλB
e−x0

√
κ2+q2

√
κ2 + q2 + q

.

(A7)

The electrostatic potential in the real space is obtained from the
inverse Fourier transform,

ϕ(s, x) = 1
2π ∫

∞

0
dq q J0(qs)ϕ̂(q, s). (A8)

APPENDIX B: EFFECTIVE WALL-CHARGE
INTERACTION w (x )

Using Eqs. (A7) and (A8), we calculate the work w(x) of bring-
ing a point charge from a bulk solution to a distance x from a neutral
planar wall.

The potential energy difference at the location of a point charge
as it approaches a wall is Δϕ(x0) = ϕ(0, x0) − ϕ(0, ∞), which after
Fourier transformation becomes

Δϕ̂(x0) =
2πλB√
κ2 + q2

⎡⎢⎢⎢⎢⎣

√
κ2 + q2 − q
√
κ2 + q2 + q

⎤⎥⎥⎥⎥⎦
e−2x0

√
κ2+q2

. (B1)

Using Eq. (A8) for s = 0 and transforming the results back to real
space yield

Δϕ(x0) = κλB[
(1 + κx0)2e−2κx0

2κ3x3
0

− K2(2κx0)
κx0

]. (B2)

To relate the above quantity to work w(x), we use the Debye
charging process, which is the special case of thermodynamic inte-
gration. Since within the DH Δϕ(x0) is proportional to the charge
of a particle at x0 as Δϕ(x0; z) = zΔϕ(x0; 1), where z is the valance
number of the particle, the work associated with charging a particle
is βw(x0) = ∫ 1

0 dzΔϕ(x0; z) = 1
2Δϕ(x0; 1). This yields

βw(x) = κλB
2
[(1 + κx)2e−2κx

2κ3x3 − K2(2κx)
κx

]. (B3)

APPENDIX C: ELECTROSTATIC INTERACTIONS
BETWEEN ADSORBED CHARGES

Electrostatic interactions between adsorbed charges corre-
spond to the Fourier transformed potential,
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ϕ̂(q, 0) = 4πλB√
κ2 + q2 + q

(C1)

since x0 = x = 0. Using Eq. (A8), we get

ϕ(s, 0) = 2λB ∫
∞

0
dq

qJ0(qs)√
κ2 + q2 + q

, (C2)

and after transforming into the real space, we get

ϕ(s, 0) = 2κλB(
1 − e−κs − κse−κs

κ3s3 ). (C3)

The pair interaction between two adsorbed point charges is simply
u(s) = ϕ(s, 0). This leads to

βu(s) = 2κλB(
1 − e−κs − κse−κs

κ3s3 ), (C4)

where s is the distance between the two adsorbed charges.

APPENDIX D: COARSE-GRAINED ESTIMATE OF U
An approximate way to evaluate the quantity U defined in

Eq. (24) is by using the coarse-graining procedure,

∞

∑′
i=2

u(r1j)→ 2πσA ∫
∞

R
dr ru(r),

where σA is the surface density of lattice sites and R is the radius of a
circle that subtracts the self-interaction of an adsorbed charge with
itself and that satisfies σA = 1/πR2. If a is a lattice size, then both σA
and R can be expressed as

σA =
gl
a2 , R = a

√
1
πgl

,

where g l is the dimensionless geometric factor corresponding to a
specific lattice. For the square- and hexagonal-lattices, these factors
are

gl = 1, gl =
√

4
3

, (D1)

respectively. The course-grained U evaluates to

βU ≈ 2κλB
κ3a3 2(πgl)3/2[1 − e−κa/

√πgl], (D2)

where U is shown to be screened algebraically with κ like U ∝ κ−3.
If instead of using the electrostatic potential in Eq. (18) one

assumed the screened Coulomb potential βusc(r) = λBe−κrr−1 for
the interactions between surface charges, then one would get a
drastically different screening behavior,

βUsc ≈ 2κλB
κ2a2 πgl e

−κa/√πgl ,

which decays exponentially with κ.

APPENDIX E: ELECTROSTATIC INTERACTION
BETWEEN AN ADSORBED CHARGE AND A POINT
CHARGE AT AN INSULATOR PHASE

If a point charge is located inside an insulator, then the Debye–
Hückel equations for the two regions are

∇2ϕ(x, s) = κ2ϕ(x, s) if x > 0

∇2ϕ(x, s) = −4πλBδ(x − x0)
δ(s)
2πs

if x < 0,
(E1)

which after Fourier transformation become

ϕ̂′′(q, x) = (κ2 + q2)ϕ̂(q, x),
ϕ̂′′(q, x) = q2ϕ̂(q, x) − 4πλBδ(x − x0),

(E2)

and the general solutions in each region are

ϕ̂(q, x > 0) = A1e−x
√
κ2+q2

,

ϕ̂(q, x < 0) = A2e(x+h)q + B2e−(x+h)q,

ϕ̂(q, x < −h) = A3e(x+h)q.

(E3)

The continuity of the potential yields

A1 = A2ehq + B2e−hq,
A3 = A2 + B2,

(E4)

and the continuity of the field yields two more relations

−A1
√
κ2 + q2 = A2qehq − B2qe−hq,

A3 = A2 − B2 +
4πλB
q

.
(E5)

The four coefficients evaluate as

A3 =
2πλB
q

⎡⎢⎢⎢⎢⎣
1 +

q −
√
κ2 + q2

q +
√
κ2 + q2

e−2hq
⎤⎥⎥⎥⎥⎦

,

B2 =
2πλB
q

,

A2 =
2πλB
q

⎡⎢⎢⎢⎢⎣

q −
√
κ2 + q2

q +
√
κ2 + q2

⎤⎥⎥⎥⎥⎦
e−2hq,

A1 = 4πλB
e−hq

q +
√
κ2 + q2

.

(E6)

The electrostatic potential for an adsorbed charge is

βwc(h) = ϕ(0, 0) = 2λB ∫
∞

0
dq

qe−hq√
κ2 + q2 + q

, (E7)

which evaluates to

βwc(h) =
2κλB

3
+ π

λB
h
(Y2[κh] −H2[κh]) +

4κλB
κ3h3 . (E8)
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