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Abstract— The aggressive technology scaling has signifi-
cantly affected the circuit reliability. The interaction of envi-
ronmental radiation with the devices in the integrated circuits
(ICs) may be the dominant reliability aspect of advanced ICs.
Several techniques have been explored to mitigate the radia-
tion effects and guarantee a satisfactory reliability levels. In
this context, estimating circuit radiation reliability is crucial
and a challenge that has not yet been overcome. For decades,
several different methods have been proposed to provide cir-
cuit reliability. Recently, the radiation effects have been more
faithfully incorporated in these strategies to provide the cir-
cuit susceptibility more accurately. This paper overviews the
current trend for estimating the radiation reliability of digi-
tal circuits. The survey divides the approaches into two ab-
straction levels: (i) gate-level that incorporate the layout infor-
mation and (ii) circuit-level that traditionally explore the logic
circuit characteristic to provide the radiation susceptibility of
combinational circuits. We also present an open-source tool
that incorporates several previously explored methods. Finally,
the actual research aspects are discussed, providing the newly
emerging topic, such as selective hardening and critical vector
identification.

Index Terms— Reliability; Fault Tolerance; Radiation Sus-
ceptibility; Digital Circuits.

I. INTRODUCTION

Advances in semiconductor manufacturing technology
made it possible to design transistors on nanometer scales.
Some positive points of this can be highlighted: (1) the den-
sity of transistors on a single chip allows more processing
power in increasingly smaller systems; (2) energy efficiency
makes it possible for SoCs to be increasingly present in ev-
eryday life, popularizing the scope of concepts such as the
Internet of Things. However, the scaling of technology car-
ries some negative points. Nanometer circuits are charac-
terized by high operating frequencies, low voltage levels,
and limited noise margins, making them more susceptible
to faults [1], mainly to faults caused by aging, radiation, and
electromagnetic noise, making circuits less reliable and less
tolerant to failures.

In this context, circuits manufactured in nanometric scales
can be applied in situations requiring high reliability. It is
possible to highlight the areas of medical, avionics, space
missions, among others, that can cause some life risk or
criticality. Thus, reliability becomes a significant concern
for circuit designers since the technology scales to a few
nanometers [2]. Therefore, fault-tolerant strategies are re-
quired to improve circuit reliability. Several techniques have

been proposed to deal with the reliability degradation caused
by the technology scaling [3]. These strategies lead to differ-
ent tradeoffs between reliability and design penalties.

The evaluation of circuit robustness after his fabrication is
a high-cost task. From that, the probabilistic methods used
to estimate circuit reliability based on the gate reliability are
even more highlighted. Besides, these methods are prone to
reliability analysis under multiple faults scenarios.

Several methods estimate the reliability of digital circuits
in the literature. Even so, estimating the reliability of a cir-
cuit with accuracy is still an unsolved problem [4]. The
methods can be divided into two groups. In the first, the
methods estimate reliability through simulation and statis-
tics: Stochastic Computation Model [5, 6] and Monte Carlo
Simulation [7, 8]. In the second, the methods use probabilis-
tic analysis to estimate the circuit reliability: Probabilistic
Transfer Matrices Method (PTMM) [9, 10], Signal Probabil-
ity Reliability (SPR) [11, 12, 13], Probabilistic Gate Model
(PGM) [14, 15] and recently, Neural Networks [16]. How-
ever, it is known that the limitation of these methods is the
simplification of the assumption of the same error probability
values for all logic gates. The work proposed in [17] shows
a method in the transistor level to create the logic gate prob-
abilistic matrices incorporating the radiation susceptibility.
The created matrices show the importance of observing the
transistor topology to produce more proper matrices for the
logic gates that feed the probabilistic methods.

The reliability estimation methods need to represent the
logic gate behavior to handle logical masking. PTMM and
SPR solutions use a matrix called Probabilistic Transfer Ma-
trix (PTM) to map the input and output probabilities [12].
In a PTM, for each input/output combination, the reliability
and fault probabilities are considered. However, in research
involving the PTM, fixed values were traditionally used in
the reliability of the logic gates. It was proved that when
using fixed values of reliability for all input/output combina-
tions, regardless of the logic gate, it overestimates the overall
reliability [17]. When using fixed values, we assume the un-
realistic consideration that all input vector of any logic gate
has the same error probability.

This paper presents a survey on Reliability Estimation in
Digital Circuits. We aim for three objectives: (i) give back-
ground, and present reliability estimation to the reader; (ii)
offer a new taxonomy for the related works using a proba-
bilistic and statistical method for reliability estimation; and
(iii) give the community some insights about challenges and
research directions in this area.

The paper is organized as follows. Section II introduces
basic radiation concepts and the theoretical concepts associ-
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ated with the circuit reliability estimation methods. Section
III describes the methodology capable of extracting the radi-
ation susceptibility to create logic gate matrices used in the
circuit estimation methods discussed in Section IV. Section
V contains methods that estimate the circuit reliability ex-
ploring statistical concepts. An open-source reliability esti-
mation tool is introduced in Section VI. Finally, Section VII
presents the concluding remarks.

II. PRELIMINARIES

This section presents the preliminaries for a better under-
standing of the performed discussion. Radiation concepts
and the importance of the single event effects are initially
explored. Following, the reliability metrics are presented.
Finally, probabilistic transfer matrices are introduced as they
are the basis of several reliability estimation methods.

A. Radiation Effects

Radiation-induced effects have become one of the most
critical failure effects in modern electronic devices. In past
technologies, radiation effects were limited to hostile envi-
ronments, such as space. However, with the advances in the
fabrication process, the charge stored at the circuit node de-
creased dramatically due to the transistor and supply voltage
scaling down [18]. Typical sources of ionizing radiation are
cosmic radiation, the Van Allen radiation belts, nuclear reac-
tors and explosions, and residual radiation from isotopes in
chip packaging materials [19].

When a radiation particle strikes a logic circuit, it may
induce a voltage glitch due to charge depositing that can
upset sensitive circuit nodes and propagate to the succes-
sive blocks. Electron-hole pairs are generated corresponding
to the hit of the energy particles with the transistor nodes,
resulting in a generated charge that depends on the Linear
Energy Transfer (LET) of the hitting ionizing particle [20].
These events are called Single Event Transients (SETs), and
when they can be captured by registers or directly occur in
those storage elements, causing an error in the stored bits,
they are called Single Event Upsets (SEUs) [21].

Estimating radiation susceptibility is crucial even in space
and nuclear applications due to higher energetic particles
such as heavy ions and protons, as in terrestrial applications,
since a small amount of charge can upset the digital data in
modern technologies.

B. Metrics

The reliability of a circuit (Rc) is defined as the probabil-
ity of a circuit operates correctly during a time interval. Its
complement is called probability of failure (PFc) and it is
denoted by PFc = 1−Rc.

The failure rate (λ), presented in eq. 1 and the Mean Time
Between Failures (MTBF), presented in eq. 2 are the most
usual metrics used for the reliability estimation of electronic
systems. The failure rate indicates the number of failures
that a circuit can present in a one-hour operation. The MTBF
reflects the time between failures in the circuit.

λ = −ln(Rc) (1)

MTBF =
1

λ
(2)

C. Probabilistic Transfer Matrix

The probabilistic transfer matrices (PTM) are used to rep-
resent the probability of success and failure of each input
vector given a logic gate [22]. This matrix maps the possi-
ble inputs and the respective outputs of a given circuit. To
understand how the PTM matrix is generated it is necessary
to know what is the ideal transfer matrix (ITM). This matrix
represents the behavior of a logic gate or circuit in a fault-
free scenario.

Through the truth table of a given logic gate, it is possible
to determine the ITM matrix and consequently the output
that is supposed to be correct, correlating this to the chosen
probability the PTM matrix is filled. There are conditions
that the output can present an incorrect value in the pres-
ence of faults. If it is known how frequently it happens, it
is possible to map all possible conditions of this gate by us-
ing a PTM. Fig. 1 shows how to generate a PTM matrix of
NAND2 logic gate based on its truth table and ITM matrix.
In this case, the PTM considers that the correct output occurs
with probability (q). In the same way, the erroneous output
can also occur with a probability represented by the comple-
ment of q, defined as 1− q.

Fig. 1: NAND2 PTM relation to ITM and Truth Table: a)
Truth table b) ITM matrix c) PTM matrix

III. RADIATION RELIABILITY AT GATE LEVEL

An accurate evaluation of circuit reliability is fundamen-
tal to allow a reliability-aware automated design flow, where
the synthesis tool could rapidly cycle through several circuit
configurations to assess the best option. The traditional stan-
dard cell design flow and most circuit reliability estimation
methods use logic gates as the starting point [23] . Circuit
reliability estimation methods usually neglect the difference
between logic gates reliability [17]. Methods to analyze
logic gates susceptibility in different abstraction levels are
discussed in the following. These methods for assessing the
susceptibility of logic gates to SET (Single Event Transient)
explore transistor arrangement level, stick diagram level, and
layout level.

As described above, the matrices representing logic func-
tions consider only logical information. In this situation, de-
tails about the logic gates design are missed. As a manner to
improve the circuit reliability estimation, the methods can re-
ceive as basic input the logic gate matrices considering how
the logic functions are designed. This information can be ob-
tained from the method proposed in [24]. It is an analytical
method that evaluates the logic gates based on the sensitive
area and particle flux.
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The flowchart go the methods to estimate the logic gate
susceptibility are depicted in Fig. 2. All of them start eval-
uating which logic value is expected at the output, given an
input vector. The logic value expected at the output defines
which logic plane will be analyzed. The next step is to eval-
uate the sensitive plane, searching for the sensitive areas for
the given input vector. By definition, sensitive areas are those
that have a low resistance conductive path to the output and
also have the condition that they are reverse-biased PN junc-
tion.

Particle incidence probability / fluence

Expected output evaluation

Pull-up/down plane definition

Sensitive area validation

Susceptibility calculation

End of input vectors?

Susceptibility results

Fig. 2: Flowchart of estimating logic gate susceptibility [25]

With the number of sensitive areas computed, the next step
is to compute the susceptibility for the evaluated input vec-
tor of the specific logic gate. At this step, the used input
abstraction level (transistor arrangement, stick diagram, or
layout level) provides a different level of complexity and ac-
curacy. At the transistor arrangement level, the concept of
fault as a probabilistic event is used to compute the number
of events that cause a fault at the output based on the identi-
fied susceptible nodes of previous steps.

The stick diagram model also relies on the probabilistic
definition of independent events for the occurrence of faults.
The stick diagram model eliminates the imprecision intro-
duced due to shared sensitive areas in parallel arrangement
transistors. The initial steps are the same. The main differ-
ence is centered on the identification of the sensitive areas.
Unlike transistor arrangements, where one node may repre-
sent more than a diffusion area and consequently more than
one sensitive region, this information is precisely obtained in
the stick diagram. From this perspective, adding the physical
information increases the method accuracy at the cost of an
increment of method complexity.

The method that uses the logic gate layout as input is con-
sidered the more precise. It introduces the information of
the particle collision rate in the analysis. From the layout,
it is possible to extract the exact area of the sensitive diffu-
sions. The sum of the sensitive areas for each input vector
associated with the particle collision rate provides a precise
susceptibility value for evaluating the input vector and logic

Table I.: Average Susceptibility (in 10−6) and standard devia-
tion (σ) calculated by the models from 45nm library cell

Gates Transistor Stick Layout
Mean σ Mean σ Mean σ

INVERTER 1.98 0.00 1.98 0.00 1.98 0.57
NAND2 2.47 0.99 2.47 0.99 2.49 1.09
NOR2 2.47 0.99 2.47 0.99 3.10 1.64
NAND3 2.96 1.49 3.21 1.47 3.11 1.82
NOR3 2.96 1.49 3.21 1.47 4.13 2.32
NAND4 3.33 1.87 3.46 1.84 3.31 2.11
NOR4 3.33 1.87 3.46 1.84 4.68 2.95
AOI21 2.96 1.06 3.70 1.96 5.05 3.15
AOI22 3.09 1.24 3.83 2.33 4.84 3.30
AOI211 3.58 1.48 5.06 2.16 7.12 3.39
AOI221 3.58 1.46 5.12 2.35 6.83 3.42
AOI222 3.73 1.62 6.14 3.28 8.85 4.70
OAI21 2.96 1.06 3.70 1.96 4.17 1.89
OAI22 3.09 1.24 3.83 2.33 4.87 2.46
OAI211 3.58 1.48 5.06 2.16 5.39 2.21
OAI221 3.58 1.46 5.12 2.35 5.72 2.67
OAI222 3.73 1.62 6.14 3.28 8.73 4.50
OAI33 3.92 1.94 4.81 2.53 6.75 3.27
XOR2 4.94 1.14 5.93 1.61 5.83 2.79

gate.
The results comparing the three described methods and

considering the 45nm standard cell library are presented be-
low. For the generation of the results, nineteen cells of this
library were analyzed. The results presented are a function
of the mean susceptibility and even the standard deviation
(σ) obtained from the values of each input vector of each
function.

To generate the results considering the models that an-
alyze the transistor arrangement or the stick diagram, the
value p = 1.98e−6 was used as an estimative. This value is
extracted from the average susceptibility of the input vectors
from an inverter logic gate calculated by the layout model.
This value defines the probability of the incidence of a par-
ticle in a sensitive node. For the analysis considering the
layout model, it was considered as particle collision rate the
value of ϕ = 3.6e−11. With the particle collision rate and to-
tal sensitive area of each input vector, it is possible to calcu-
late the susceptibility of the functions. The results obtained
from the application of the three models in the 45nm library
are presented in Table I.

IV. ANALYTICAL CIRCUIT METHODS

This section presents an overview of several methods that
estimate the reliability of combinational circuits. Reliabil-
ity analysis of a combinational circuit is a computational
challenge. This threat is mainly due to dependency on fault
masking. In current technologies, the prior masking is logi-
cal. Fig. 3 illustrates the logical masking, where the NOR2
logic gate does not propagate the fault generated in the AND2
gate because its other input is the logic value ”1”. Methods
that use simulation, such as Monte Carlo, will be covered in
Section V.. The first subsection presents an overview of sev-
eral methods proposed in the literature. The following sub-
sections discuss in more detail the methods that are available
in the reliability estimation tool described in Section VI.

A. Methods Overview

A logic gate can fail due to various external factors, such
as radiation and thermal noise. In addition, problems in man-
ufacturing processes can also impair the functioning of cir-
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Fig. 3: SET logical masking example

cuits. Carrying out simulations after the circuit is manufac-
tured is a financially unfeasible process. Already doing sim-
ulations in the design stage can have high temporal complex-
ity. Thus, mathematical equations, among other numerical
techniques, can be a viable solution for reliability in digi-
tal circuits. The bit-flip in a logic gate, also known as von
Neumann error [26], was modeled in some works by mathe-
matical expressions and demonstrated the feasibility in terms
of temporal complexity. According to Beg et al. [27], the re-
liability of a logic gate and, consequently, of an entire circuit
can be determined from the following equations:

PFgate = 1− (1− PFtr)
δ (3)

PFc = 1− (1− PFgate)
γ (4)

where PFgate is the probability of failure of the logic gate,
PFtr is the probability of failure of the transistor, δ is the
number of transistors, and γ is the number of total gates in
the circuit. However, eq. 3 and eq. 4 are considered un-
realistic. The equations assume that all logic gates have the
same number of transistors, and the transistors have the same
probability of failure. Thus, the equations can be rewritten
to [28]:

PFgate = 1−
N−1∏
i=0

(1− PFtr,i)
δi (5)

PFc = 1−
G−1∏
j=0

(1− PFgate,j)
γj (6)

where δi in the counter of N transistors and γj is the
counter of G gates. Even so, the characteristics and particu-
larities of the gates and transistors are entirely abstracted.

In Probabilistic Gate Model, the input signals of each gate
in the circuit are considered independent. The output prob-
ability of each gate is obtained using the information of the
input signal, and gate error rate [14]. The complexity of this
algorithm increases linearly with the number of the gates in
the circuit. The overall reliability for a circuit is obtained by
multiplying the individual reliabilities for each output. How-
ever, considering signal independence leads to inaccuracy in
calculating reliability in circuits with reconvergent fanouts.
A precise version of PGM was proposed, and it considers
two auxiliary circuits in fanout nodes. Although this version

leads to exact results, computational complexity is an expo-
nential function of the number of fanouts and circuit size,
making it impossible to use in large circuits.

Scalability is the big challenge faced by different ap-
proaches. Thus, in Chouboury’s work [29], three methods
have been proposed that aim to be a tradeoff between accu-
racy and scalability. Each version of the technique is based
on (i) observability, (ii) single-pass, and (iii) maximum lim-
itation of stations.

Zivanov & Marculesco [30] proposed a framework for es-
timating circuit reliability. They focused on combinational
circuits and used binary diagrams (BDD) and algebraic di-
agrams (ADD) to model the logic gates and their respective
behaviors.

Another way that was used to estimate circuit reliability
was through Neural Networks. In the work of Beg et al. [27],
the reliability estimation was modeled as a linear regression
problem, where the characteristics of parts of several circuits
formed the dataset. The comparisons performed were based
on a tool developed with Bayesian Networks [31] and equa-
tions similar to eq. 5 and to eq. 6. The results showed that
the estimate was better than those obtained with the mathe-
matical equations but far from the tool.

B. Probabilistic Transfer Matrices Method - PTMM

Many methods to estimate the reliability of a circuit have
been proposed in the literature [32]. The Probabilistic Trans-
fer Matrix Method (PTMM) framework, proposed by Patel
et al [22], can produce an exact reliability evaluation of a
logic circuit, in a straightforward process [12]. The method
was extensively explored by Krishnaswamy et al [9]. In the
PTMM, the reliability of a circuit is obtained by a combi-
nation of the individual gates’ reliability and the circuit’s
topology. The individual gates’ reliability and the circuit’s
reliability are represented by PTM and ITM matrices, where
were described previously.

In a simplified way, each gate can be modeled by a PTM,
and the PTM of the whole circuit can be computed by mul-
tiplying the PTMs of series logic functions and applying the
Kronecker tensor in the PTMs of parallel logic (i.e. the same
depth level in the circuit). It is worth remembering that the
PTMM deals with the reconverging fanouts problem since
each logic level of the circuit generates a PTM matrix, accu-
mulating all logic gates probabilities. The circuit reliability
is extracted according to the eq. 7, where p(i) denotes the
probability of input vector i [33]. If all input vectors have
the same probability, the eq. 7 can be simplified in eq. 8.

The main limitation of the method is the size of the ma-
trices that must be stored and manipulated. Each level of a
logic circuit is represented by a PTM. The size of a PTM is
a function of the number of inputs and outputs that are being
modeled by the PTM. The number of rows in a PTM is equal
to 2n, where n is the number of inputs in the circuit level.
The number of columns in a PTM is equal to 2m, where
m is the number of outputs in the circuit level. Then for a
circuit-level with 24 inputs and 12 outputs, for example, the
dimensions of the PTM of the level will be 224 rows by 212

columns, or 512 GB of storage space for 8 bytes floating-
point representation of probabilities. Given this scenario, the
application of the PTM is limited to small size circuits, even
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with techniques that improve the efficiency of the method
[33].

Rc =
∑

ITMc(i,j)=1

p(j|i)p(i) (7)

Rc =
1

2n

∑
ITMc(i,j)=1

p(j|i) (8)

C. Signal Probability Reliability - SPR

The SPR is a method of estimating the reliability of a cir-
cuit through the probabilities of the input signals and the
logic gates [11]. Like the previous method, PTM and ITM
matrices are used to map the behavior of logic gates. The
signal matrix is a 2 × 2 matrix. This signal probability ma-
trix represents the 4 possible states of a signal: a correct 0
(#0), a correct 1 (#3), an incorrect 0 (#2) and an incorrect
1 (#1) as shown in Fig. 4. The SPR complexity is linear to
the number of gates [34]. This makes the method scalable
and can be applied to circuits with thousands of logic gates.

Fig. 4: Matrix representation of a four-state signal probabili-
ties [11]

The reliability of the entire circuit can be extracted accord-
ing eq. 9 [11]. Despite these advantages, the SPR doesn’t
take into account the probability dependence of reconvergent
signals, producing inaccurate reliability values, depending
on the number of reconvergent fanout signals in the circuit
[35].

Rc =

m−1∏
j=0

Rj (9)

D. Signal Probability Reliability Multi-Pass - SPR-MP

Considering the accuracy limitations of the SPR, which
is a one-pass algorithm, an alternative of the SPR based on
multiple passes of probabilities propagation was proposed by
[36], and was referred to as the SPR Multi-pass, or SPR-MP.
In the SPR-MP, the probabilities associated with each recon-
vergent signal are propagated 4 times, with a single signal
state being propagated at a time. The values computed at
each pass of the algorithm are accumulated to produce the
final value.

As with the SPR, there is no memory limitation associ-
ated with the SPR-MP, but processing time is dependent on
the number of reconvergent fanout signals [35]. eq. 10 rep-
resents the number of passes of the algorithm to compute
the reliability of a circuit with F reconvergent fanouts. The
main advantage of the SPR-MP is the possibility to restrict
the number of fanouts (and so, the number of passes of the al-
gorithm) to be considered in the reliability computation. This

characteristic allows a tradeoff between processing time and
accuracy, leading to better scalability than the PTMM and
better accuracy than the SPR [37].

Rc =

4F∑
f=1

Rc (10)

V. STATISCAL RELIABILITY METHODS

Statistical methodologies are used widely in science, engi-
neering, astrophysics, and industry, to solve problems based
on the randomness of events. As exhaustive evaluations are
not possible for complex hardware designs, statistical ap-
proaches provide a tradeoff between accuracy and runtime.
Monte Carlo (MC) methodologies based on statistical sam-
pling and uniform distributions have been used in this order.

The MC is a statistical method capable of inferring a con-
fidence interval based on sampling and randomness events
[38]. As the sample sizes grow, the simulation time increases
in MC simulations, directly decreasing the standard devia-
tion between the results. In other words, as more simula-
tions are performed, the closest to real probability the av-
erage arithmetic becomes. It is important to note that any
numerical, static problems with random or pseudo-random
numbers can be considered a method based on MC [39].

Newest hardware designs are complex and dense. Relia-
bility evaluation has proven to be essential in the early design
stages for improving system lifetime [40]. Fast and accurate
evaluation reliability procedures can help embedded system
designers to produce targeted fault-tolerant designs. Most
reliability procedures aim to provide a compelling tradeoff
between runtime and accuracy.

In state-of-the-art are available methodologies to evaluate
reliability considering the masking effects, physical layout
based, particles flux. In combinational circuits [41] the au-
thors propose a MC methodologies to evaluate reliability ex-
ploring the masking effects in multiple SETs. In [42] stat-
ically analyses the susceptibility of arbitrary combinational
circuits to SEUs, formally encodes and propagates the error
pulses using BDDs, in [43] framework for efficient estima-
tion of the soft error susceptibility.

More accurate frameworks use layout-based approaches
through cell libraries to provide more realistic analysis. The
[44] introduces a layout-based soft error estimation MC
framework, which takes into account multiple transient faults
(MTFs) from the device level to the circuit level, accordingly
to circuits layout modeling transient fault through nuclear
reactions. Also, [45] proposes based MCs simulations that
consider detailed grid analysis of the circuit layout for the
identification of the vulnerable areas of a circuit, tempera-
ture, and pulse width.

The Geant4 toolkit [46] simulates radiation effects over
the passage of particles through matter. The physics pro-
cesses offered cover a comprehensive range, including elec-
tromagnetic, hadronic, and optical processes, a large set of
long-lived particles, materials, and elements, over a wide en-
ergy range. It has been widely used for experiments and
projects in a variety of application domains, including high
energy physics, astrophysics, medical physics, and radiation
protection, among others.



6 PONTES et al.: Survey on Reliability Estimation in Digital Circuits.

Industry frameworks as TIARA [47] introduces a
radiation-based electrical stimulation at terrestrial and space
environment was evaluated different manufacturing tech-
nologies CMOS Bulk, FinFET and FD-SOI. The collabora-
tive research project between industry and academia, FLO-
DAM [48] provides a novel cross-layer reliability analysis
from the semiconductor layer up to the application layer,
able to quantify the risks of faults under environmental con-
ditions.

A. Open-Source Statistic Reliability Estimation

To provide more details related to the MC based method,
the rest of this section is dedicated to present details re-
lated to the implementation available in the reliability esti-
mation tool - CREsT presented in Section VI. This efficient
MC methodology evaluates combinational circuits reliability
against single event transients. Due to simulating radiation
particles flux hitting random circuit active are:

• Fault-tolerance analysis independent of techno-
logic based on logic masking effect

• Sensitive Library from fabrication technology
provides physical layout in order to extract the
cells sensitive areas

• Environment particle flux directly ionizing cir-
cuits active regions

The analyses are decomposed into different components.
The number of faults (N ) provide MC confidence level pre-
sented by eq. 11. Where critical value Zc

2 is extracted from
a statistical confidence interval, p represents the intended
fault proportion based on the total faults population, and e
means error margin [49]. Thus, N is defined according to
the confidence level desired

The first step is to perform the Fault-tolerance model. The
fault simulator performs and compares the following simula-
tions in parallel, the golden (fault-free) and fault injection as
SET bit flip. Both results are compared, and in case of dif-
ference, the fault was not masked logically per any gate and
reached at least one circuit output the detected faults counter
(Ne) is incremented. When the simulation finishes, the Fail-
ure Rate (FR) is calculated based on eq. 12. The respect
Fault Masking Ratio (FMR) is represented by eq. 13, which
reflects the number of faults not masked logically. In other
words, the among of particles that do not successfully reach
at least one logic circuits outputs.

The second step uses a sensitive library database based on
PN junction reversed bias areas, defined as sensitive areas.
These sensitive areas are extracted from logic cells layout
in GDSII format. The extraction process identifies sensitive
areas with a low resistance conductive path to the output and
the condition that they are reverse-biased PN junctions [17].

In order to illustrate the identification of the sensitive ar-
eas, the NAND2 layout from 45nm technology standard cell
[50] was used. The Fig. 5 presents six active regions of this
cell, and Table II demonstrates the sensitives areas from each
input vector. Each area is calculated based on length times
width extracted from PMOS, NMOS sensitive regions found
for this specific gates input vector. All this information is

saved in a database. The total sensitive area of circuit ASc

is computed summing up all circuits gates, according to the
logic gate number of occurrences NGate times the gates in-
put vectors ASGV in the circuit. The eq. 14 represents this
total sensitive area.

Fig. 5: Active Regions from NAND2 cell

Table II.: Active Regions NAND2 Cell

A B Active Region Sensitive Region (µ.m²)

0 0 Region 5 0.044
0 1 Region 4 and Region 5 0.102
1 0 Region 5 0.044
1 1 Region 1 0.088

Average Sensitive Area 0.069

In the next step, the Failure Rate FR, circuit total sensi-
tive area ASc, and particles flux θ are combined. In order to
model the distribution of transient faults over circuits suscep-
tible areas at ionizing radiation, these parameters are essen-
tial for obtaining the Mean Time Between Failures (MTBF)
metric, represented by eq. 15. The MTBF is used to deter-
mine the reliability of electronic systems, reflecting the mean
operating time between errors in the circuit under evaluation.
As output, the simulation database set is created based on in-
put vectors, sensitive nodes, detected faults, FMR MTBF and
simulation logs.

N =
Zc

2 × p× (1− p)

e2
(11)

FR =
Ne

N
(12)

FMR = 1− FR (13)

ASc =

cell∑
n=1

ASGV ×NGate (14)

MTBF =
1

FR×ASc × θ
(15)
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The Table III presents the relation established between the
previous cited frameworks. They are classified according to
abstraction levels, Fault Models, and Software Development
access. There is only one framework that is open-source.
This tool is the main focus of the next section.

Table III.: Comparison between state-of-the-art frameworks

Layer Fault Model Soft.
Development

Ref. Gate Layout Aware SEU SET MTF Open Source

[44] - - -
[45] - -
[46] -
[47] -
[48] -
[51] -

VI. CREST - CIRCUIT RELIABILITY ESTIMATION
TOOL

This section presents CREsT, an innovative open-source
reliability tool capable of providing a set of methods and al-
gorithms able to estimate the circuit reliability and perform
several circuit analysis. Also, CREsT aims to evaluate the
reliability of digital circuits with a user-friendly interface,
being easily understood by designers. All the algorithms
present in CREsT were developed in Java, making the tool
operational system independent. All the tool code is avail-
able in a public repository on GitHub [51].

The graphical user interface (GUI) of CREsT is presented
in Fig. 6. The tool is divided into modules, where each mod-
ule introduces different functionalities and output informa-
tion related to reliability estimation and circuit analysis. All
available modules are listed above:

• Logs and Command Line

• Menus

• Reliability Outputs

• Settings Options

Reliability Outputs

ConfigSave Help
View

Command Line Log

Select Circuit File:

Reliability Estimation Method:

Logic Gate Reliability:

Fixed:

Open

Open

Select Library File: OpenOpen

Open

Estimate

Estimated Matrices File:

Critical Vectors

Settings

Reliability

PTM

CREsT

Fig. 6: CREsT - Circuit Reliability Estimation Tool

In the Settings tab, users can interact directly with the tool
through the insertion of the circuit file described in Verilog

hardware description language, and the library used to map
the circuit. Also, this tool allows choosing between a fixed
logic gate reliability value or use the estimated matrices for
each logic gate. These inputs are commonly required in all
circuit analysis, which is divided into two possible execu-
tions:

1. Reliability Estimation

• PTMM

• SPR

• SPR-MP

• Statistical

2. Circuit Analysis

• Critical Gates Identification

• Worst Input Vector

To estimate the circuit reliability is needed to provide the
settings parameters previously mentioned as well as select
the reliability estimation method listed in the Reliability sub-
tab: PTMM, SPR, and SPR-MP. As a result, the reliability
estimation is computed and all used commands are prompted
in the command line. The results are shown in the Reliability
Output frame.

The critical logic gates identification is an important cir-
cuit analysis available in the presented tool. Although the
SPR does not provide accurate reliability results, it has al-
ready been shown in [52] that it can be used to identify the
critical blocks of a circuit. The steps for identifying critical
logic gates implemented in the presented tool are described
as follows:

1. Read the circuit and a list of all gates is obtained.

2. Set gates reliability to the default value.

3. One gate is selected at a time and its reliability
is increased. Then, circuit reliability (Rc) is cal-
culated using the SPR.

4. After iteration by all gates, a list of gates in the
descending order of Rc is created (more critical
order).

Another functionality is the identification of critical input
vectors in the circuit. An algorithm based on the heuristic
proposed in [56] has been implemented. The SPR is used
to calculate the input vector reliability. The algorithm starts
with a random generation of n input vectors, and then com-
putes Rc for them. For each investigated input vector, a
search is executed between the neighbors vectors. A list of
the ten most critical vectors is updated. This list serves to
determine the consensus between the bits and keeps the vec-
tor with the smallest Rc. The initial and minimal consensus
values are input parameters configured in critical vectors tab.
If no bits are discovered with the consensus value, then the
consensus is reduced and the procedure is repeated while the
number of undiscovered bits are below the set value, or the
consensus falls below minimal consensus. In the next step,
the algorithm tries to find a vector with Rc smaller than the
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(a) c17 (b) eleven SC (c) twenty SC

Fig. 7: Small circuits sample

Table IV.: CREsT reliability methods outputs

Circuit Attributes MTBF Time (µs)

Gates Levels I / O PTMM SPR SPR-MP PTMM SPR SPR-MP
c17 6 3 5 / 2 102545 90011 102545 1320 110 658
eleven SC 11 5 10 / 1 198343 190438 198343 530890 121 1576
twenty SC 20 7 16 / 1 436970 333900 436970 89546091 2597 19716

Table V.: CREsT SPR results

Gates Levels I / O MTBF

b02 [53] 21 5 4 / 4 37515
b01 [53] 35 5 5 / 5 22979

CD-25-16 [54] 128 11 25 / 1 34446
alu [55] 141 7 7 / 26 6061

decoder [55] 296 3 8 / 256 1710
lkh-router [55] 290 18 60 / 30 36953

g25 [54] 337 17 25 / 25 1546
cavlc [55] 646 17 10 / 11 7893

LEKU-CB [54] 701 15 25 / 25 1800
adder [55] 1530 256 256 / 129 402
arbiter[55] 11951 88 256 / 129 1038

critical vector identified in the previous step. To perform this
task, a sequential search up to 2u is performed, where u is
the number of undiscovered bits. In the case of the number
of undiscovered bits greater than the set limit, the search is
limited to 217.

The actions performed in the GUI are linked to a prompt
command. Thus, the user can create script files, using these
commands to run tasks in batch mode at the Command-Line.
All inputs, activities, and methods performed are stored in
the Logs module. The Reliability Outputs represent the most
informative frame present in the tool, where all circuit esti-
mation and analysis are reported.

The Save Menu is responsible to save the output data from
the Reliability Output frame into a text file and also to save
the command sequence to be used in batch mode. Moreover,
the Config menu is responsible for instantiating tool param-
eters. As well, the view options are related to observe the
circuit characteristics, as the amount of gates, the number of
logic levels, the libraries, and the circuit signals. Further-
more, the help menu lists all available commands in CREsT

to be inserted in the Command Line tab.

As an example of the results obtained by the CREsT tool,
reliability estimations are presented with the three previously
mentioned methods. All MTBF values were obtained using a
fixed failure rate of 1.975x10−6 [17] for all logic gates. Due
to the limitations of the PTMM, in the first demonstration
limited inputs and logic gates circuits have to be selected.
The samples are illustrated in Fig. 7. The C17 is the small-
est benchmark of ISCAS85. The other two are randomly
generated circuits targeting a fixed number of logic gates.
Thus, we created the “eleven sample circuit” (eleven SC)
and “twenty sample circuit” (twenty SC). The information
generated by CREsT was grouped in Table IV. The pre-
sented results make it possible to notice the SPR advantage
over the others regarding processing time. This advantage
cames at the cost of loss in accuracy. However, Pontes et al.
demonstrate in [12] the suitability of SPR in the relaibility
estimation task. In this sense, in Table V a sample of larger
circuits is presented. These are some circuits taken from the
EPFL15 [55], LEKO&LEKU [54] and ITC99 [53] bench-
marks. We perform the technology mapping using ABC
[57] with a cell library containing the INV, BUFF, NAND2,
NAND3, NAND4, NOR2, NOR3, and NOR4 logic gates.
The purpose of this analysis is more focused on showing the
use of the tool in large benchmarks and not in the obtained
MTBF value itself, demonstrating the scalability of the SPR
method.

The presented tool provides a set of estimation meth-
ods existing in the literature. All these methods and algo-
rithms offer a complete solution to designers that need to
deal with circuit reliability. Also, critical gates identification
and worst input vector ordering enrich the available analy-
sis. All this information provides a complete set of data to
produce more reliable circuits and efficiently apply selective
hardening techniques.
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Table VI.: Methods and Approaches Summary
Feature/Method References

Reliability at Gate-Level
Transistor Arrangement [24]
Stick Diagram [25]
Layout Evaluation [17] [23]

Reliability at Circuit-Level

Mathematical Equations [26] [27] [28]
PGM [14] [15]
PTMM [9] [10] [12] [22] [33]
SPR [11] [12] [13] [34]
SPR-MP [11] [12] [34] [35] [37]
Bayesian Networks [31]
Observability Based Merhods [29]
BDD and/or ADD Based Methods [9] [30]
Neural Networks [16] [27]

Statistical Based Reliability

Monte Carlo [7] [8] [44] [45] [48] [47]
SET [44] [45] [48] [47]
SEU [48] [47]
Layout Aware [45] [48] [47]
Physics Models [46] [47]
Open Source Development [51]

VII. FINAL CONSIDERATIONS

This survey presents the main aspects related to the radia-
tion reliability of digital circuits. The main methods found in
the literature to estimate the circuit reliability are disscussed.
One of the main points addressed in this paper was the issue
of making reliability more realistic. In addition to approach-
ing electrical simulations and design features of logic gates,
a subject gaining much attention is the critical vectors [58].
Ibrahim [56] have shown that this critical value could be or-
ders of magnitude higher than the average reliability. Iden-
tifying the critical vector is a task whose complexity grows
exponentially with the number of circuit inputs signals. Crit-
icality Score (CS) is a metric to rank input vectors based on
probability of failure in output [59]. In Ibrahim work [56],
a heuristic was proposed to find the critical vector using the
CS to calculate the scores.

Another relevant point related to the reliability is the so-
lutions used to Increase the circuit reliability. In this sense,
the use of techniques that explores redundancy are used ex-
plored. However, these techniques have a high area, delay,
and power penalties. Selective hardening is an alternative
to achieve a better tradeoff between reliability versus cost.
It consists of protecting only the most exposed part of the
circuit [60]. Previous work presents a solution based on par-
tial duplication and gate sizing capable of improving relia-
bility with low area overhead [61]. The main weakness of
this technique is related to the choice of which part of the
circuit should be protected. They follow an initial rank that
usually changes as the blocks are being protected [52].

Table VI shows the most relevant research projects based
on the topics we discussed in the previous sections. Such
taxonomy classifies the main feature of each method accord-
ing to the estimation type and abstraction level. With this
final analysis, we expect to summarize all the discussions
performed in this survey. Moreover, we provide an extensive
starting point for researchers interested in radiation reliabil-
ity estimating methods.
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