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Abstract The measurement of the azimuthal-correlation
function of prompt D mesons with charged particles in
pp collisions at

√
s = 5.02 TeV and p–Pb collisions at√

sNN = 5.02 TeV with the ALICE detector at the LHC
is reported. The D0, D+, and D∗+ mesons, together with
their charge conjugates, were reconstructed at midrapidity in
the transverse momentum interval 3 < pT < 24 GeV/c and
correlated with charged particles having pT > 0.3 GeV/c
and pseudorapidity |η| < 0.8. The properties of the correla-
tion peaks appearing in the near- and away-side regions (for
�ϕ ≈ 0 and �ϕ ≈ π , respectively) were extracted via a fit to
the azimuthal correlation functions. The shape of the correla-
tion functions and the near- and away-side peak features are
found to be consistent in pp and p–Pb collisions, showing no
modifications due to nuclear effects within uncertainties. The
results are compared with predictions from Monte Carlo sim-
ulations performed with the PYTHIA, POWHEG+PYTHIA,
HERWIG, and EPOS 3 event generators.

1 Introduction

Two-particle angular correlations allow the mechanisms of
particle production to be investigated and the event proper-
ties of ultra-relativistic hadronic collisions to be studied. In
particular, the azimuthal and pseudorapidity distribution of
“associated” charged particles with respect to a “trigger” D
meson is sensitive to the charm-quark production, fragmen-
tation, and hadronisation processes in proton–proton (pp)
collisions and to their possible modifications in larger colli-
sion systems, like proton–nucleus (pA) or nucleus–nucleus
(AA) [1]. The typical structure of the correlation function,
featuring a “near-side” (NS) peak at (�ϕ,�η) = (0, 0)

(where �ϕ is the difference between charged-particle and
D-meson azimuthal angles ϕch − ϕD, and �η the difference
between their pseudorapidities ηch −ηD) and an “away-side”
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(AS) peak at �ϕ = π extending over a wide �η range, as
well as its sensitivity to the different charm-quark production
mechanisms, are described in details in [2].

In this paper, results of azimuthal correlations of prompt
D mesons with charged particles at midrapidity in pp and
p–Pb collisions at

√
sNN = 5.02 TeV are presented, where

“prompt” refers to D mesons produced from charm-quark
fragmentation, including the decay of excited charmed res-
onances and excluding D mesons produced from beauty-
hadron weak decays. The study of the near-side correlation
peak is strongly connected to the characterisation of charm
jets and of their internal structure, in terms of their parti-
cle multiplicity and angular profile. Probing the near-side
peak features as a function of the charged-particle transverse
momentum (pT), possibly up to values of a few GeV/c, gives
not only access to the transverse-momentum distribution of
the jet constituents, but can also provide insight into how the
jet-momentum fraction not carried by the D meson is shared
among the other particles produced by the parton fragmenta-
tion, as well as on the correlation between the pT of these par-
ticles and their radial displacement from the jet axis, which is
closely related to the width of the near-side correlation peak.
This study provides further and complementary information
with respect to the analysis of charm jets reconstructed as a
single object through a track-clustering algorithm and tagged
by their charm content [3–5].

The azimuthal-correlation function of D mesons with
charged particles is largely sensitive to the various stages of
the D-meson and particle evolution, as hard-parton scatter-
ing, parton showering, fragmentation and hadronisation [6].
Its description by the available Monte Carlo event generators
like PYTHIA [7,8], HERWIG [9–11], and EPOS 3 [12,13] or
pQCD calculations like POWHEG [14,15] coupled to event
generators handling the parton shower, depends on several
features, including the order of the hard-scattering matrix-
element calculations (leading order or next-to-leading order),
the modelling of the parton shower, the algorithm used for
the fragmentation and hadronisation, and the description
of the underlying event. The azimuthal-correlation func-
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tion of D mesons with charged particles in pp collisions at√
s = 7 TeV measured by ALICE is described within uncer-

tainties by simulations produced using PYTHIA6, PYTHIA8
and POWHEG+PYTHIA6 event generators [2]. However,
more precise and differential measurements are needed to
set constraints to models and be sensitive to the differences
among their expectations.

The validation of Monte Carlo simulations for angular
correlations of heavy-flavour particles in pp collisions is also
useful for interpreting the results in nucleus–nucleus colli-
sions, for which the measurements in pp collisions are used
as reference. The temperature and energy density reached in
nucleus–nucleus collisions at LHC energies are large enough
to produce a quark–gluon plasma (QGP), a deconfined state
of strongly-interacting matter [16,17]. The interaction of
heavy quarks (charm and beauty) with the QGP should affect
the angular-correlation function [1,18,19]. First measure-
ments performed at RHIC and the LHC showed modifica-
tions of the correlation function in nucleus–nucleus collisions
when the trigger was a heavy-flavour particle, where a sup-
pression of the away-side correlation peak and an enhance-
ment of the near-side correlation peak for associated particles
with pT < 2 GeV/c was observed [20,21]. A comparison of
the results in nucleus–nucleus collisions to those in pp colli-
sions, along with a successful description by models, would
allow the modifications of the correlation function to be
related to the in-medium heavy-quark dynamics [18,22,23].

In proton–nucleus collisions, several cold-nuclear-matter
effects can influence the production, fragmentation and
hadronisation of heavy-flavour quarks. They are induced by
the presence of a nucleus in the initial state of the collision
and, possibly, by the high density of particles in its final
state. The most relevant effect is a modification of the par-
ton distribution functions due to nuclear shadowing [24],
which can consequently affect the heavy-flavour production
cross section. Measurements of the nuclear modification fac-
tor of D mesons and of electrons from heavy-flavour hadron
decays in p–Pb collisions at

√
sNN = 5.02 TeV [25,26] point

towards a small influence of cold-nuclear-matter effects on
the heavy-flavour quark production at midrapidity. Neverthe-
less, nuclear effects could still affect the fragmentation and
hadronisation of heavy quarks. These can be investigated by
measuring potential modifications of the shape of the angu-
lar correlation between heavy-flavour particles [27] or, more
indirectly, between heavy-flavour particles and charged par-
ticles.

Additionally, the search and characterisation of collective-
like effects in high-multiplicity proton–proton and proton–
nucleus collisions are a crucial topic, due to the observation
of long-range, ridge-like structures in two-particle angular-
correlation functions at RHIC [28,29] and the LHC [30–
35], resembling those observed in Pb–Pb collisions. The
mechanism leading to these structures in small collision

systems is not straightforward to identify. Possible expla-
nations include final-state effects due to a hydrodynamic
behaviour of the produced particles [36,37], colour-charge
exchanges [38,39], initial-state effects, such as gluon satura-
tion as described within the Color-Glass Condensate effec-
tive field theory [40,41], or gluon bremsstrahlung by a
quark-antiquark string [42]. In addition, a positive elliptic-
flow coefficient was observed also for heavy-flavour parti-
cles, from the analysis of their azimuthal correlations with
charged particles, by the ALICE [43–45], ATLAS [46–
48], and CMS [49,50] Collaborations. This approach gen-
erally assumes that the jet-induced correlation peaks do not
differ in low- and high-multiplicity collisions, i.e. nuclear
effects have the same impact on the heavy-quark fragmenta-
tion and hadronisation at different event multiplicities. This
assumption can be tested by looking for modifications of the
azimuthal-correlation function.

The results presented in this paper significantly improve
the precision and extend the kinematic reach, with respect
to our previous measurements [2] in both pp (at a different
energy) and minimum bias p–Pb collisions. Correlations with
associated particles at higher pT probe the angular and pT

distribution of the hardest jet fragments, which retain more
closely the imprint of the hard-scattering topology. The prop-
erties of the away-side peak are also studied for the first time.
The paper is structured as follows. In Sect. 2, the ALICE
apparatus, its main detectors and the data samples used for
the analysis are presented. In Sect. 3 the procedure adopted
for building the azimuthal-correlation functions, correcting
them for experimental effects, and extracting physical quan-
tities is described. Section 4 describes the systematic uncer-
tainties associated to the measurement. The results of the
analysis are presented and discussed in Sect. 5. The paper is
briefly summarised in Sect. 6.

2 Experimental apparatus and data sample

The ALICE apparatus consists of a central barrel, cover-
ing the pseudorapidity region |η| < 0.9, a muon spectrom-
eter with −4 < η < −2.5 coverage, and forward- and
backward-pseudorapidity detectors employed for triggering,
background rejection, and event characterisation. A complete
description of the detector and an overview of its performance
are presented in [51,52]. The central-barrel detectors used in
the analysis presented in this paper, employed for charged-
particle reconstruction and identification at midrapidity, are
the Inner Tracking System (ITS), the Time Projection Cham-
ber (TPC), and the Time-Of-Flight detector (TOF). They are
embedded in a large solenoidal magnet that provides a mag-
netic field of 0.5 T, parallel to the beams. The ITS consists of
six layers of silicon detectors, with the innermost two com-
posed of Silicon Pixel Detectors (SPD). It is used to track
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charged particles and to reconstruct primary and secondary
vertices. The TPC is the main tracking detector of the cen-
tral barrel. In addition, it performs particle identification via
the measurement of the particle specific energy loss (dE /dx)
in the detector gas. Additional information for particle iden-
tification is provided by the TOF, via the measurement of
the charged-particle flight time from the interaction point to
the detector. The TOF information is also employed to eval-
uate the starting time of the event [53], together with the
time information provided by the T0 detector, an array of
Cherenkov counters located along the beam line, at +370
cm and −70 cm from the nominal interaction point.

The results reported in this paper were obtained on the data
samples collected during the 2016 LHC p–Pb run at

√
sNN =

5.02 TeV and the 2017 LHC pp run at
√
s = 5.02 TeV, cor-

responding, after the event selection, to integrated luminosi-
ties of L int = (295 ± 11) μb−1 and L int = (19.3 ± 0.4) nb−1,
respectively. The events were selected using a minimum bias
(MB) trigger provided by the V0 detector [54], a system of
two arrays of 32 scintillators each, covering the full azimuthal
angle in a pseudorapidity range of 2.8 < η < 5.1 (V0A) and
−3.7 < η < −1.7 (V0C). The trigger condition required
at least one hit in both the V0A and the V0C scintillator
arrays. This trigger is fully efficient for recording collisions
in which a D meson is produced at midrapidity [2]. The V0
time information and the correlation between number of hits
and track segments in the SPD were used to reject back-
ground events from the interaction of one of the beams with
the residual gas in the vacuum tube. Pile-up events, whose
probability was below 1% (0.5%) in pp collisions (p–Pb col-
lisions), were rejected with almost 100% efficiency by using
an algorithm based on track segments, reconstructed with
the SPD, to detect multiple primary vertices. The remain-
ing undetected pile-up events are a negligible fraction of the
analysed sample. In order to obtain a uniform acceptance
of the detectors, only events with a reconstructed primary
vertex within ±10 cm from the centre of the detector along
the beam line were considered for both pp and p–Pb colli-
sions. In p–Pb collisions, the

√
sNN = 5.02 TeV energy was

obtained by delivering proton and lead beams with energies
of 4 TeV and 1.58 TeV per nucleon, respectively. There-
fore, the proton–nucleus center-of-mass frame was shifted
in rapidity by �yNN = 0.465 in the proton direction with
respect to the laboratory frame. The azimuthal correlations
between D mesons and charged particles in p–Pb collisions
were studied as a function of the collision centrality. The cen-
trality estimator is based on the energy deposited in the zero-
degree neutron calorimeter in the Pb-going direction (ZNA).
The procedure used to define the centrality classes and to
determine the average number of binary nucleon–nucleon
collisions for each class is described in [55].

Some of the corrections for the azimuthal-correlation
functions described in Sect. 3 were evaluated by exploiting

Monte Carlo simulations, which included a detailed descrip-
tion of the apparatus geometry and of the detector response,
using the GEANT3 package [56], as well as the luminous
region distribution during the pp and p–Pb collision runs.
For the evaluation of the charged-particle reconstruction effi-
ciency, pp collisions were simulated with the PYTHIA8 event
generator [8] with Monash-2013 tune [57], while p–Pb col-
lisions were simulated using the HIJING 1.36 event genera-
tor [58] in order to describe the charged-particle multiplicity
and detector occupancy observed in data [59]. For the cor-
rections requiring the presence of a D meson in the event,
enriched Monte Carlo samples were used, obtained by gen-
erating pp collisions containing a cc or bb pair in the rapidity
range [−1.5, 1.5], employing PYTHIA 6.4.21 with Perugia-
2011 tune. For p–Pb collisions, an underlying event generated
with HIJING 1.36, was superimposed to each heavy-quark
enhanced PYTHIA event.

3 Data analysis

The analysis largely follows the procedure described in detail
in [2]. It consists of three main parts: (1) reconstruction and
selection of D mesons and primary charged particles (see [60]
for the definition of primary particle); (2) construction of the
azimuthal-correlation function and corrections for detector-
related effects, secondary particle contamination, and beauty
feed-down contribution; (3) extraction of correlation proper-
ties via fits to the average D-meson azimuthal-correlation
functions with charged particles.

3.1 Selection of D mesons and primary charged particles

The analysis procedure begins with the reconstruction of D
mesons (D0, D∗(2010)+, and D+ and their charge conju-
gates), defined as “trigger” particles, and primary charged
particles, considered as “associated” particles. The D mesons
are reconstructed from the following hadronic decay chan-
nels: D0 → K−π+ (BR = 3.89 ± 0.04%), D+ → K−π+π+
(BR = 8.98 ± 0.28%), and D∗+ → D0π+ → K−π+π+
(BR = 2.63 ± 0.03%) [61] in the transverse-momentum inter-
val 3 < pT < 24 GeV/c. The D-meson selection strategy,
described in detail in [25,62], exploits the displaced topology
of the decay and utilises the particle identification capabilities
of the TPC and TOF to select on the D-meson decay particles.
A dedicated optimisation on the selection variables was done,
where the selections were tightened to increase the signal-
to-background ratio of the D-meson invariant mass peaks. A
gain up to a factor 5 at low pD

T was obtained with respect to
the selection defined in [25,62], at the expenses of a reduc-
tion of the raw yield. This allowed reducing the impact of
the D-meson combinatorial background, whose subtraction
induces the largest source of statistical uncertainty on the
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Fig. 1 Invariant mass (mass-difference) distributions of D0, D+ (D∗+),
and charge conjugates, candidates in three pD

T intervals for pp collisions
at

√
s = 5.02 TeV (top row) and p–Pb collisions at

√
sNN = 5.02 TeV

(bottom row). The curves show the fit functions applied to the distri-

butions. For the D0, the dashed line represents the combinatorial back-
ground including the contribution of reflection candidates (see [62])

correlation functions. With the adopted candidate selection,
the D-meson reconstruction efficiency is of the order of few
percent for pD

T = 3 GeV/c and increases up to 35% (50%)
for pD

T = 24 GeV/c in case of D0 and D+ (D∗+) both in pp
and in p–Pb collisions.

The D-meson raw yields were extracted from fits applied
to the invariant mass (M) distributions of D0 and D+ candi-
dates, and to the distribution of the mass difference �M =
M(Kππ) − M(Kπ) for D∗+ candidates, for several sub-
ranges in the interval 3 < pT < 24 GeV/c. The fit function
was composed of two terms, one for the signal and one for the
background. The signal was described by a Gaussian, while
the background was modelled by an exponential term for D0

and D+ mesons, and by a threshold function multiplied by an
exponential for the D∗+ meson, as detailed in [2]. Examples
of the invariant mass distributions in pp and in p–Pb collision
systems are shown in Fig. 1 for D0, D+, and D∗+ mesons in
different pT intervals.

Associated particles are defined as charged primary par-
ticles with passoc

T > 0.3 GeV/c and with pseudorapidity
|η| < 0.8. As additional requirement, for this study only
pions, kaons, protons, electrons and muons are considered
as associated particles. The associated-particle sample does
not include the decay products of the trigger D meson. Recon-
structed charged-particle tracks with at least 70 space points
out of 159 in the TPC, 2 out of 6 in the ITS, and a χ2/ndf of
the momentum fit in the TPC smaller than 2 were considered.
The contamination of non-primary particles was largely sup-
pressed by requiring the distance of closest approach (DCA)
of the track to the primary vertex to be less than 1 cm in the
transverse (xy) plane and along the beam line (z-direction).
This selection identifies primary particles with a purity vary-
ing from 95% to 99% (increasing with passoc

T ) and rejects a
negligible amount of primary particles. In particular, less than
1% of the primary particles originating from decays of heavy-
flavour hadrons are discarded. For the D0 mesons produced
in D∗+ → D0π+ decays, the low-pT pion accompanying the
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D0 was removed from the sample of associated particles by
rejecting tracks that, combined with the D0, yielded a �M
consistent within 3σ with the D∗+ mass peak. It was verified
with Monte Carlo simulations that this selection rejects more
than 99% of the pions from D∗+ decays in all D-meson pT

intervals considered and has an efficiency larger than 99% for
primary particles with passoc

T > 0.3 GeV/c. The selection cri-
teria described above provided an average track reconstruc-
tion efficiency for charged particles with passoc

T > 0.3 GeV/c
of about 83% (82%) in pp (p–Pb) collisions in the pseudo-
rapidity interval |η| < 0.8, with an increasing trend as a
function of passoc

T up to ≈ 1 GeV/c, followed by saturation
at about 90%. As the track reconstruction efficiency has a
sudden drop below ≈ 0.3 GeV/c, caused by the TPC require-
ments in the track selection, this transverse momentum value
was chosen as the minimum passoc

T for the analysis.

3.2 Evaluation and correction of the azimuthal-correlation
functions

Selected D-meson candidates with an invariant mass in the
range |M−μ| < 2σ (peak region), where μ and σ denote the
mean and width of the Gaussian term of the invariant mass
fit function, were correlated to the primary charged parti-
cles selected in the same event. A two-dimensional angular-
correlation function C(�ϕ,�η)peak was evaluated by com-
puting the difference of the azimuthal angle and the pseudora-
pidity of each pair. The azimuthal-correlation functions were
studied in four D-meson pT intervals: 3 < pD

T < 5 GeV/c,
5 < pD

T < 8 GeV/c, 8 < pD
T < 16 GeV/c, and 16 <

pD
T < 24 GeV/c and in the following pT ranges of the asso-

ciated tracks: passoc
T > 0.3 GeV/c, 0.3 < passoc

T < 1 GeV/c,
1 < passoc

T < 2 GeV/c, and 2 < passoc
T < 3 GeV/c, signifi-

cantly extending both transverse momentum coverages with
respect to the previous measurements reported in [2].

The two-dimensional correlation functions are affected by
the limited detector acceptance and reconstruction efficiency
of the associated tracks (Aassoc × εassoc), as well as the vari-
ation of those values for prompt D mesons (Atrig × εtrig)
inside a given pD

T interval. In order to correct for these effects,
a weight equal to 1/(Aassoc × εassoc) × 1/(Atrig × εtrig) was
assigned to each correlation pair, as described in detail in [2].
A weight of 1/(Atrig × εtrig) was applied also to the entries in
the D-meson invariant mass distributions, used for the eval-
uation of the amount of signal Speak and background Bpeak

triggers in the peak region.
The two-dimensional correlation functionC(�ϕ,�η)peak

also includes correlation pairs obtained by considering D-
meson candidates from combinatorial background as trig-
ger particles. This contribution was subtracted by evalu-
ating the per-trigger correlation function obtained select-
ing D mesons with an invariant mass in the sidebands,
1/Bsidebands × C(�ϕ,�η)sidebands, and multiplying it by

Bpeak. The term Bsidebands is the amount of background can-
didates in the sideband region, i.e. 4σ < |M − μ| < 8σ

(5σ < M − μ < 10σ , for D∗+ mesons) of the invariant
mass distributions weighted by the inverse of the prompt D-
meson reconstruction efficiency.

The event-mixing technique was used to correct the cor-
relation functions C(�ϕ,�η)peak and C(�ϕ,�η)sidebands

for the limited detector acceptance and its spatial inho-
mogeneities. The peak and sideband region event-mixing
functions ME(�ϕ,�η)peak and ME(�ϕ,�η)sidebands were
evaluated as explained in [2]. The inverse of these func-
tions was used to weight the functions C(�ϕ,�η)peak and
C(�ϕ,�η)sidebands, respectively.

The per-trigger angular-correlation function was obtained
by subtracting the sideband-region correlation function from
the peak-region one, as follows:

C̃inclusive(�ϕ,�η)

= pprim(�ϕ)

Speak

(
C(�ϕ,�η)

ME(�ϕ,�η)

∣∣∣∣
peak

− Bpeak

Bsidebands

C(�ϕ,�η)

ME(�ϕ,�η)

∣∣∣∣
sidebands

)
. (1)

The division by Speak provides the normalisation to the num-
ber of D mesons. In our notation per-trigger quantities are
specified by the C̃ symbol. In Eq. 1, pprim(�ϕ) is a correction
for the residual contamination of non-primary associated par-
ticles not rejected by the track selection (purity correction).
This was evaluated with Monte Carlo simulations based on
PYTHIA6 (Perugia-2011 tune) by quantifying the fraction of
primary particles, among all the tracks satisfying the selec-
tion criteria. The correction was applied differentially in �ϕ,
since from Monte Carlo studies it was verified that this con-
tamination shows a �ϕ modulation, typically of about 1–2%.
The largest value of the contamination was found in the near-
side region, for the lowest pT range of the associated tracks,
where pprim(�ϕ) approaches 95%.

Statistical fluctuations prevented a (�ϕ, �η)-double-
differential study of the correlation peak properties. There-
fore, the per-trigger azimuthal-correlation function C̃inclusive

(�ϕ) was obtained by integrating C̃inclusive(�ϕ,�η) in the
range |�η| < 1.

A fraction of reconstructed D mesons originates from the
decay of beauty hadrons (feed-down D mesons). It was ver-
ified with Monte Carlo simulations that azimuthal correla-
tions of prompt and feed-down D mesons with charged par-
ticles show different functions. This is a result of the differ-
ent fragmentation of beauty and charm quarks, as well as
of the additional presence of beauty-hadron decay particles
in the correlation function of feed-down D-meson triggers.
The contribution of feed-down D-meson triggers to the mea-
sured angular-correlation function was subtracted using tem-
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plates of the azimuthal-correlation function of feed-down D
mesons with charged particles, obtained with Monte Carlo
simulations at generator level (i.e. without detector effects
and particle selection), as detailed in [2].

Before performing this subtraction, C̃inclusive(�ϕ) has to
be corrected for a bias which distorts the shape of the near-
side region of the feed-down contribution, induced by the
D-meson topological selection. For feed-down D-meson trig-
gers, indeed, the selection criteria are more likely to be satis-
fied by decay topologies with small angular opening between
the trigger D meson and the other products of the beauty-
hadron decay. This induces an enhancement of correlation
pairs from feed-down D-meson triggers at �ϕ ≈ 0 and a
depletion at larger �ϕ values. This bias was accounted for
as a systematic uncertainty in [2]. In this paper, instead, a
�ϕ dependent correction factor (cFD−bias(�ϕ)) was deter-
mined by comparing Monte-Carlo templates of feed-down D
mesons and associated particles at generator level and after
performing the event reconstruction and particle selection as
on data. This correction factor ranges between 0.6 at �ϕ ≈ 0
and 1.3 at �ϕ ≈ π/4, decreasing then to 1, and was applied
to the feed-down contribution to C̃inclusive(�ϕ) as follows,
to restore this contribution to an unbiased value:

C̃corr
inclusive(�ϕ) = C̃inclusive(�ϕ)

×
[
Aprompt

NS (�ϕ)

Atotal
NS (�ϕ)

× fprompt + Afeed−down
NS (�ϕ)

Atotal
NS (�ϕ)

× (1 − fprompt) × cFD−bias(�ϕ)

]
. (2)

In Eq. 2, Aprompt
NS (�ϕ) (Afeed−down

NS (�ϕ)) is the value of the
per-trigger correlation function of prompt (feed-down) D-
mesons with associated particles, and the term Atotal

NS (�ϕ)

is the value of the per-trigger correlation function consid-
ering both prompt and feed-down components. The terms
Aprompt

NS (�ϕ) and Afeed−down
NS (�ϕ) were evaluated from an

analysis on reconstructed Monte Carlo events, where the
reconstruction was performed as on data. The fraction of
prompt D mesons in the raw yields, fprompt, was evaluated as
detailed in [63]. It typically decreases from 95% to 90% with
increasing pD

T in the studied transverse-momentum inter-
vals, independently of the collision centrality. The maximum
effect of the correction when applied on C̃inclusive(�ϕ) is
about 5%, at �ϕ ≈ 0, for the lowest D-meson pT range and
the highest passoc

T interval. The correction becomes negligi-
ble for pD

T > 8 GeV/c. After performing this correction, the
feed-down contamination was subtracted as described above.

As a result, the fully-corrected, per-trigger azimuthal-
correlation function of prompt D mesons with associated
particles was obtained, denoted as 1/ND × dN assoc/d�ϕ

from Fig. 2 onwards.

3.3 Average and fit to the correlation functions

The correlation functions obtained from D0, D+, and D∗+
mesons were averaged using, as weights, the inverse of
the quadratic sum of the statistical and D-meson uncorre-
lated systematic uncertainties, discussed in Sect. 4, since the
three functions were found to be consistent within uncertain-
ties. Since the correlation functions are symmetric around
�ϕ = 0 and �ϕ = π , they were reflected in the range
0 < �ϕ < π to reduce statistical fluctuations. In order to
quantify the properties of the average D-meson azimuthal-
correlation function, it was fitted with the following function:

f (�ϕ) = b+ YNS × β

2α�(1/β)
×e

−
(

�ϕ
α

)β

+ YAS√
2πσAS

×e
− (�ϕ−π)2

2σ2
AS .

(3)

The fit function is composed of a constant term b describ-
ing the flat contribution below the correlation peaks, a gen-
eralised Gaussian term describing the NS peak, and a Gaus-
sian reproducing the AS peak. In the generalised Gaussian,
the term α is related to the variance of the function, hence
to its width, while the term β drives the shape of the peak
(the Gaussian function is obtained for β = 2). The function
in Eq. 3 is a generalisation of that adopted in [2], where a
Gaussian function was used for the near-side, correspond-
ing to the case β = 2. The new parametrisation allowed to
improve the χ2/ndf value in all the kinematic ranges studied,
especially in the high pT ranges of both the D mesons and
associated particles, where the standard Gaussian fit system-
atically underestimates the near-side peak yields (widths) up
to 10% (20%) with respect to the generalised Gaussian. In
both collision systems, the β parameter decreases monoton-
ically from ≈ 2.2 at low pD

T and passoc
T to ≈ 1 in the highest

pD
T and passoc

T intervals. By symmetry considerations, the
means of the Gaussian functions were fixed to �ϕ = 0 and
�ϕ = π . Figure 2 shows examples of fits to the azimuthal-
correlation functions of D mesons with associated particles,
for 5 < pD

T < 8 GeV/c with passoc
T > 0.3 GeV/c in pp

collisions and for 8 < pD
T < 16 GeV/c with 1 < passoc

T <

2 GeV/c in p–Pb collisions.
The integrals of the functions describing the near- and

away-side peaks, YNS and YAS, correspond to the associated-
particle yields (i.e. the average number of associated particles
contained in the peak), while the widths of the correlation
peaks are described by the square root of the variance of
their fitting terms, α

√
�(3/β)/�(1/β) and σAS, for the near-

and away-side, respectively. The baseline b represents the
physical minimum of the �ϕ function, and depends on the
average charged-particle multiplicity.
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Fig. 2 Examples of the fit to the D-meson average azimuthal-
correlation function, for 5 < pD

T < 8 GeV/c, passoc
T > 0.3 GeV/c in pp

collisions (left), and for 8 < pD
T < 16 GeV/c, 1 < passoc

T < 2 GeV/c
in p–Pb collisions (right). The statistical uncertainties are shown as ver-
tical error bars. The fit function described in Eq. 3 is shown as a red

solid curve. Its different terms are shown separately: near-side gener-
alised Gaussian function, away-side Gaussian function, and baseline
constant term. The scale uncertainty (see Sect. 4) is also reported for
completeness

To reduce the effect of statistical fluctuations on the esti-
mate of the associated yields, b was fixed to the weighted
average of the points in the transverse region, defined as
π/4 < |�ϕ| < π/2, using the inverse of the point squared
statistical uncertainties as weights.

4 Systematic uncertainties

The systematic uncertainty induced on the correlation func-
tion from the evaluation of Speak and Bpeak, obtained by fit-
ting the D-meson invariant-mass distribution, was evaluated
by varying the fit procedure. In particular, the fit was repeated
modelling the background distribution with a linear function
and a second-order polynomial function instead of an expo-
nential function (for D0 and D+ mesons only), varying the
fit range, fixing the mean of the Gaussian term describing
the mass peak to the world-average D-meson mass [61], or
fixing the Gaussian width to the value obtained from Monte
Carlo studies. A systematic uncertainty ranging from 1 to
3% (1 to 2%), depending on the pD

T , was estimated from the
corresponding variation of the azimuthal-correlation func-
tion for pp (p–Pb) collisions. No dependence on �ϕ was
observed and the same uncertainty was estimated for all D-
meson species.

An uncertainty ranging from 1 to 3%, depending on pD
T

and on the D-meson species, was assigned in both pp and

p–Pb collisions for the possible dependence of the shape of
background correlation function on the invariant-mass value
of the trigger D meson. This source of uncertainty was deter-
mined by evaluating C̃(�ϕ,�η)sidebands, defining a different
invariant-mass sideband range, and also considering, for D0

and D+ mesons, only the left or only the right sideband for
the evaluation of C̃(�ϕ,�η)sidebands. No significant depen-
dence on �ϕ was obtained for this uncertainty.

A systematic effect originating from the correction of the
D-meson reconstruction efficiency, due to possible differ-
ences of the topological variable distributions between Monte
Carlo and data, was evaluated by repeating the analysis apply-
ing tighter and looser topological selections on the D-meson
candidates, with a corresponding variation of the D-meson
reconstruction efficiencies larger than ±25%. An uncertainty
up to 2.5% (2%), increasing for smaller pD

T values, was
assigned in pp (p–Pb) collisions. No significant dependence
on �ϕ was observed. The same uncertainty was estimated
for the three D-meson species.

The systematic uncertainty originating from the evalu-
ation of the associated track reconstruction efficiency was
estimated by varying the quality selection criteria applied to
the reconstructed tracks, removing the request of at least two
associated clusters in the ITS, or requiring a hit on at least
one of the two SPD layers, or varying the request on the num-
ber of space points reconstructed in the TPC. An uncertainty
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Table 1 List of systematic uncertainties for the azimuthal-correlation functions in pp and in p–Pb collisions. If not specified, the uncertainty does
not depend on �ϕ

System pp p–Pb
D-meson species D0, D∗+, D+ D0, D∗+, D+

Signal, background normalisation ±1–3% ±1–2%

Background �ϕ function ±1–3% ±1–3%

Associated-track reconstruction efficiency ±2.5–4.5% ±3%

Primary-particle purity ±1–2% ±1.5–3%

D-meson efficiency ±1–2.5% ±1–2%

Feed-down subtraction up to 5%, �ϕ-dependent up to 3%, �ϕ-dependent

Bias on topological selection up to 2%, �ϕ-dependent up to 2%, �ϕ-dependent

up to 4.5% (3%), was assessed for pp (p–Pb) collisions. No
significant trend in �ϕ was observed.

The uncertainty on the evaluation of the residual contam-
ination from secondary tracks was determined by repeating
the analysis varying the selection on the DCA in the xy plane
from 0.1 to 1 cm, and re-evaluating the purity of associ-
ated primary particles for each variation. This resulted in a
2% (3%) maximum systematic uncertainty on the azimuthal-
correlation functions in pp (p–Pb) collisions, decreasing with
increasing passoc

T and with negligible �ϕ dependence.
The uncertainty on the subtraction of the beauty feed-

down contribution was quantified by generating the templates
of feed-down azimuthal-correlation functions with differ-
ent event generators (PYTHIA6 with the Perugia-2010 tune,
PYTHIA8 with the 4C tune) and by varying the value of
fprompt within its uncertainty band, as described in details
in [62]. The resulting uncertainty was found to be dependent
on �ϕ, with a maximum value of 5% (3%) in pp (p–Pb)
collisions, and was applied point-by-point on the correlation
functions.

As discussed in Sect. 3, Monte Carlo studies revealed the
presence of a bias on the near-side region of the correlation
function for feed-down D-mesons triggers, induced by the
topological selections applied to the D mesons. The correc-
tion applied to remove this bias relies on a proper descrip-
tion of the azimuthal-correlation functions of prompt and
feed-down D-meson triggers by the Monte Carlo simula-
tions. A �ϕ-dependent, symmetric systematic uncertainty
of ±δC̃(�ϕ)/

√
12 was introduced to account for under-

or overestimation of the correction, where δC̃(�ϕ) is the
point-by-point shift of the correlation function induced by
the correction. The largest value of the uncertainty was 2%,
at �ϕ ≈ 0, for both pp and p–Pb collisions.

In Tab. 1, the minimum and maximum values of the
systematic uncertainties affecting the azimuthal-correlation
functions, depending on the kinematic range, are listed for
both collision systems. Only the uncertainties deriving from
the feed-down subtraction and from the correction on the bias
of feed-down D-meson correlations are �ϕ dependent. All

the other contributions define a �ϕ-independent systematic
uncertainty, which acts as a scale uncertainty for the correla-
tion function. In both pp and p–Pb collisions the total scale
uncertainty ranges from ±4% to ±5%.

The systematic uncertainties on the near- and away-side
peak yields and widths, and on the baseline height, obtained
from the fits to the azimuthal-correlation functions, were
evaluated as follows. The main source of uncertainty arises
from the definition of the �ϕ transverse region used to deter-
mine the baseline height (term b of Eq. 3). The impact on the
physical observables induced by the baseline value was esti-
mated by considering different�ϕ ranges for determining the
baseline position and performing the fits again using Eq. 3.
Moreover, the fits were repeated by moving the points of
the correlation functions upwards and downwards using the
corresponding value of the �ϕ-dependent systematic uncer-
tainty. The total systematic uncertainty was calculated by
summing in quadrature the aforementioned contributions.
For the associated yields and for the baseline, whose val-
ues depend on the normalisation of the correlation function,
also the �ϕ-independent systematic uncertainties affecting
the correlation function (i.e. the first five contributions listed
in Table 1), which act as a scale factor, were summed in
quadrature.

In p–Pb collisions, the presence of long-range correla-
tions among the particles produced in the collision can have
an impact on the values of the quantities extracted from the
fits, in particular for the analysis as a function of central-
ity. This effect was studied by fitting the functions with a
v2�-like modulation [43], in place of a flat baseline. The
v2 values adopted for D mesons, ranging up to 8% for the
lowest pD

T range in 0–20% central events, were estimated
employing the available results for heavy-flavour particle
v2 in p–Pb collisions from CMS [49], ALICE [43], and
ATLAS [46,47], while those for associated particles were
estimated based on di-hadron correlation measurements by
ALICE [30]. For the centrality-integrated analysis and for the
case when passoc

T > 0.3 GeV/c, considering a v2�-like mod-
ulation reduced the near-side peak yields by about 16% (5%)
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Fig. 3 Average of the azimuthal-correlation functions of D0, D+, and
D∗+ mesons with associated particles, after the subtraction of the
baseline, in pp collisions at

√
s = 5.02 TeV and p–Pb collisions at√

sNN = 5.02 TeV, for 3 < pD
T < 5 GeV/c, 5 < pD

T < 8 GeV/c,
8 < pD

T < 16 GeV/c, and 16 < pD
T < 24 GeV/c (from left to right) and

passoc
T > 0.3 GeV/c, 0.3 < passoc

T < 1 GeV/c, 1 < passoc
T < 2 GeV/c,

and 2 < passoc
T < 3 GeV/c (from top to bottom). Statistical and �ϕ-

dependent systematic uncertainties are shown as vertical error bars and
boxes, respectively, �ϕ-independent uncertainties are written as text.
The uncertainties from the subtraction of the baseline are displayed as
boxes at �ϕ > π

for 3 < pD
T < 5 GeV/c (5 < pD

T < 8 GeV/c) and the away-
side peak yields by about 20% (3%) for 3 < pD

T < 5 GeV/c
(5 < pD

T < 8 GeV/c). A smaller variation was observed
for the peak widths and for the baseline value. For the
analysis as a function of the event centrality, the largest
effect was obtained for the 0–20% centrality class, where
for passoc

T > 0.3 GeV/c a decrease of 27%, 17%, and 5%
was found for 3 < pD

T < 5 GeV/c, 5 < pD
T < 8 GeV/c, and

8 < pD
T < 16 GeV/c, respectively. Smaller variations were

found for the near-side peak width and the baseline. This
systematic uncertainty was summed in quadrature with the
others to obtain the total uncertainty.

5 Results

5.1 Comparison of results in pp and p–Pb collisions

The averaged azimuthal-correlation functions of the D0, D+,
and D∗+ mesons with associated particles in pp and p–Pb
collision systems are compared, after baseline subtraction,
in Fig. 3, for four D-meson transverse momentum ranges,
3 < pD

T < 5 GeV/c, 5 < pD
T < 8 GeV/c, 8 < pD

T < 16
GeV/c, and 16 < pD

T < 24 GeV/c. The functions are pre-
sented for passoc

T > 0.3 GeV/c as well as for three sub-ranges,
0.3 < passoc

T < 1 GeV/c, 1 < passoc
T < 2 GeV/c, and
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Fig. 4 Near-side peak associated yields (top row) and widths (bot-
tom row) in pp collisions at

√
s = 5.02 TeV and p–Pb colli-

sions at
√
sNN = 5.02 TeV, as a function of the D-meson pT, for

passoc
T > 0.3 GeV/c, 0.3 < passoc

T < 1 GeV/c, 1 < passoc
T < 2 GeV/c,

and 2 < passoc
T < 3 GeV/c (from left to right). Statistical and system-

atic uncertainties are shown as vertical error bars and boxes, respec-
tively. The points and error boxes for pp collisions are shifted by
�pT = −0.2 GeV/c

2 < passoc
T < 3 GeV/c. The qualitative shape of the corre-

lation function and the evolution of the near- and away-side
peaks with trigger and associated particle pT are consistent
within uncertainties in the two collision systems. In partic-
ular, an increase of the height of the near-side correlation
peak is observed for increasing values of the D-meson pT.
This reflects the production of a higher number of particles
in the jet accompanying the fragmenting charm quark, when
the energy of the latter increases. A similar, though milder,
effect can be observed also for the away-side peak.

A more quantitative comparison of the near- and away-
side peak features and pT evolution in the two collision
systems can be obtained by fitting the azimuthal-correlation
functions and evaluating the peak yields and widths, as it was
explained in Sect. 3. Figure 4 compares these observables for
the near-side correlation peaks in pp and p–Pb collisions, as
a function of the D-meson pT, for passoc

T > 0.3 GeV/c and
in three passoc

T sub-ranges. For both yields and widths, the
values measured in the two collision systems are in agree-
ment. The increase of associated particle production inside
the near-side peak with pD

T , qualitatively observed in Fig. 3,
is present for all the associated particle pT intervals, and is
similar in the two collision systems. A tendency for a narrow-
ing of the near-side peak with increasing pD

T is also observed
in most of the pT ranges, though a flat behaviour cannot be
excluded with the current uncertainties.

The away-side peak yields and widths measured in pp and
p–Pb collisions are compared in Fig. 5 as a function of the
D-meson pT, with the common associated-particle pT ranges

analysed. For pp collisions, specific kinematic regions where
the χ2/ndf of the fit was much larger than unity, or where
the uncertainties on the peak observables were larger than
100%, were excluded from the results. As in the near-side
analysis, the away-side yields show an increasing trend with
pD

T , and overall have similar values in the two collision sys-
tems. In the intermediate D-meson transverse momentum
range, there is a hint for larger yields in p–Pb than in pp, but
not a statistically significant one (about 2.2σ for the com-
bined range 5 < pD

T < 16 GeV/c for all passoc
T ranges).

The away-side peak widths show consistent values in pp and
p–Pb collisions in all kinematic ranges. No significant impact
from cold-nuclear-matter effects on the fragmentation and
hadronisation of charm quarks appears from the comparison
of the results in the two collision systems, within the cur-
rent precision of the measurements. This result complements
the observation, emerged from the measurements reported in
Refs. [25,26], that cold-nuclear-matter effects have a small
impact on the production of charm quarks at midrapidity in
p–Pb collisions.

5.2 Results in p–Pb collisions as a function of the event
centrality

The correlation functions of D mesons with associated parti-
cles for p–Pb collisions in the 0–20%, 20–60%, and 60–100%
centrality classes are compared in Fig. 6, for nine kinematic
ranges with 3 < pD

T < 16 GeV/c and passoc
T > 0.3 GeV/c.

No results are shown for the 60–100% centrality class, for
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Fig. 5 Away-side peak associated yields (top row) and widths (bot-
tom row) in pp collisions at

√
s = 5.02 TeV and p–Pb colli-

sions at
√
sNN = 5.02 TeV, as a function of the D-meson pT, for

passoc
T > 0.3 GeV/c, 0.3 < passoc

T < 1 GeV/c, 1 < passoc
T < 2 GeV/c,

and 2 < passoc
T < 3 GeV/c (from left to right). Statistical and system-

atic uncertainties are shown as vertical error bars and boxes, respec-
tively. The points and error boxes for pp collisions are shifted by
�pT = −0.2 GeV/c

3 < pD
T < 5 GeV/c and passoc

T > 1 GeV/c, because of insta-
bilities in the fits to the correlation functions induced by
statistical fluctuations. For the comparison of the correla-
tion peak characteristics, the baseline values were subtracted
from the functions, since they strongly depend on the cen-
trality interval. For the passoc

T > 0.3 GeV/c interval, the
baseline values lied in the ranges 7.7–8, 6.2–6.6, and 4–4.2,
for the 0–20%, 20–60%, and 60–100% centrality classes,
respectively, showing no dependence with the D-meson pT.
The baseline-subtracted correlation functions do not show
significant differences among the three centrality intervals
studied.

Figure 7 shows the near-side yields and widths extracted
by a fit to the correlation functions, for the three central-
ity intervals. A similar increase of the near-side peak yields,
as a function of the D-meson pT, is observed for the three
centrality ranges, with the absolute values of the yields also
being generally in agreement. The only exception is for the
3 < pD

T < 5 GeV/c, passoc
T > 0.3 GeV/c interval, where

the yield for the 60–100% centrality class is lower than for
the 0–20% and 20–60% centrality classes, with a statistical
significance of 1.4σ and 2.1σ , respectively. This effect could
be due to statistical fluctuations of the correlation function
data points (see Fig. 6). The near-side peaks also have con-
sistent widths among the three centrality ranges, for all the
kinematic ranges studied. No centrality dependence on the
correlation peaks, which could have possibly been induced
by nuclear-matter effects, is observed within the experimen-
tal uncertainties. The limited precision of the results does not

provide a further validation of the subtraction technique of
the jet-induced correlation peaks, commonly used in analyses
searching for positive elliptic flow via two-particle correla-
tions.

5.3 Comparison of ALICE results to predictions from
Monte Carlo simulations

The azimuthal-correlation functions of D mesons with asso-
ciated particles, as well as the near- and away-side peak yields
and widths measured by ALICE in pp collisions, were com-
pared to expectations from several Monte Carlo event gener-
ators.

The PYTHIA event generator [7,8] allows for the gener-
ation of high-energy collisions of leptons and/or hadrons.
It employs 2 → 2 QCD matrix elements evaluated per-
turbatively with leading-order precision, with the next-to-
leading order contributions taken into account during the
parton showering stage. The parton showering follows a
leading-logarithmic pT ordering, with soft-gluon emission
divergences excluded by an additional veto, and the hadroni-
sation is handled with the Lund string-fragmentation model.
Two different versions of PYTHIA, with two different param-
eter tunes, were used in this paper. The PYTHIA 6.4.25
version [7] was employed, incorporating the Perugia 2011
tune [64], which was the first tune considering the data from
pp collisions at

√
s = 0.9 TeV and

√
s = 7 TeV at the

LHC. With respect to its predecessor, PYTHIA8 [8] has an
improved handling of the multiple-parton interactions and

123



  979 Page 12 of 27 Eur. Phys. J. C           (2020) 80:979 

Fig. 6 Average of the azimuthal-correlation functions of D0, D+, and
D∗+ mesons with associated particles, after the subtraction of the base-
line, for p–Pb collisions in three different centrality classes, 0–20%
(blue circles), 20–60% (red squares), and 60–100% (green diamonds).
The functions are shown for 3 < pD

T < 5 GeV/c, 5 < pD
T < 8 GeV/c,

and 8 < pD
T < 16 GeV/c (from left to right) and passoc

T > 0.3 GeV/c,

0.3 < passoc
T < 1 GeV/c, and passoc

T > 1 GeV/c (from top to bot-
tom). Statistical and �ϕ-dependent systematic uncertainties are shown
as vertical error bars and boxes, respectively, while �ϕ-independent
uncertainties are written as text. The uncertainties from the subtraction
of the baseline are displayed as boxes at �ϕ > π

the colour reconnection processes. In this paper, it was used
with the tune 4C [65].

POWHEG [14,15] is a pQCD generator implementing
hard-scattering matrix elements with NLO accuracy, which
can be coupled to Monte Carlo generators, like PYTHIA [7,
8] or HERWIG [9,10], for the parton showering and hadro-
nisation of the produced partons. In this paper, Monte Carlo

simulations were done using the POWHEG-BOX [66] frame-
work coupled to PYTHIA 6.4.25 with the Perugia-2011
tune [64]. A charm-quark mass of mc = 1.5 GeV/c2

was considered, and the renormalisation and factorisation
scales were set to the transverse mass of charm quark, i.e.

μR = μF =
√
p2

T + m2
c . It was verified that simulation
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Fig. 7 Comparison of near-side associated peak yields (top row) and
widths (bottom row) as a function of the D-meson pT, for p–Pb col-
lisions in three different centrality classes, 0–20% (blue circles), 20–
60% (red squares), and 60–100% (green diamonds). The results are
presented as a function of the D-meson pT, for passoc

T > 0.3 GeV/c,

0.3 < passoc
T < 1 GeV/c, and passoc

T > 1 GeV/c (from left to right).
Statistical and systematic uncertainties are shown as vertical error bars
and boxes, respectively. The points and error boxes for 0–20% (60–
100%) collisions are shifted by �pT = −0.2 (+0.2) GeV/c

results do not change significantly when varying the gen-
erator parameters according to the guidelines in [67]: the
variation of the charm-quark mass does not alter the correla-
tion function, while the variation of the renormalisation and
factorisation scales produces differences of ±10% (±5%)
for the near-side peak yields (widths) and negligible devi-
ations for the away-side peak yields and widths. This can
be expected, since the per-trigger correlation function of
D mesons with associated particles is scarcely sensitive to
the absolute rate of production of D mesons, directly influ-
enced by the aforementioned parameters. An additional set
of predictions from POWHEG+PYTHIA was also evaluated
(POWHEG LO+PYTHIA6 in the following), by stopping
the computation of the hard-scattering matrix elements at
leading-order accuracy, before passing the generated partons
to PYTHIA for the showering and hadronisation.

The HERWIG 7 [10,11] event generator allows one to per-
form Monte Carlo simulations at NLO accuracy for most of
the Standard Model processes, including heavy-quark pro-
duction. The parton showering is performed with an angular

ordering of the fragments, which correctly takes the coher-
ence effects for soft-gluon emissions into account. In addi-
tion, the hadronisation is handled via the cluster hadronisa-
tion model, differently from the Lund string fragmentation
model employed by PYTHIA.

EPOS 3 [12,13] is a Monte Carlo generator which con-
siders flux tube initial conditions for the collision, gener-
ated in the Gribov-Regge multiple-scattering framework, and
applies a 3+1D viscous hydrodynamical evolution on the
dense core of the collision. Individual scatterings, referred to
as Pomerons, are identified with parton ladders, each com-
posed of a pQCD hard process, plus initial- and final-state
radiations. The hadronisation is then performed with a string
fragmentation procedure. Non-linear effects are considered
by means of a saturation scale. An evaluation within the
EPOS 3 model shows that the energy density reached in pp
collisions at the LHC energies is already sufficient for apply-
ing such a hydrodynamic evolution [68]. In the following, due
to the limited precision of the available predictions, the com-
parison between EPOS 3 expectations and data results will
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Fig. 8 The average of the azimuthal-correlation functions of D0, D+,
and D∗+ mesons with associated particles, after the subtraction of the
baseline, in pp collisions at

√
s = 5.02 TeV, compared to predictions

from the PYTHIA, POWHEG+PYTHIA6, POWHEG LO+PYTHIA6,
HERWIG, and EPOS 3 event generators with various configurations
(see text for details). The functions are shown for 3 < pD

T < 5 GeV/c,
5 < pD

T < 8 GeV/c, 8 < pD
T < 16 GeV/c, and 16 < pD

T < 24 GeV/c

(from left to right) and passoc
T > 0.3 GeV/c, 0.3 < passoc

T < 1 GeV/c,
1 < passoc

T < 2 GeV/c, and 2 < passoc
T < 3 GeV/c (from top to bot-

tom). Statistical and �ϕ-dependent systematic uncertainties are shown
as vertical error bars and boxes, respectively, while the �ϕ-independent
uncertainties are written as text. The uncertainties from the subtraction
of the baseline are displayed as boxes at �ϕ > π

be restricted to the kinematic interval 3 < pD
T < 16 GeV/c,

and will not include the away-side peak observables.
In Fig. 8 the azimuthal-correlation functions of D mesons

with associated particles obtained from the aforementioned
event generators are compared to the measurements from
this analysis, for all the pD

T and passoc
T ranges studied, in

pp collisions at
√
s = 5.02 TeV, after the baseline subtrac-

tion. For the models, for which the statistical fluctuations are

generally negligible, the baseline was estimated as the mini-
mum of the azimuthal-correlation function, and a systematic
uncertainty on the fit parameters was assessed by repeating
the fits after fixing the baseline as the weighted average of
the two lowest points of the correlation function. Most of
the models provide a fair description of the two correlation
peaks in the various kinematic ranges studied, though some
tensions are visible from this qualitative comparison. In par-
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ticular, HERWIG underestimates the near-side peak height
for passoc

T > 1 GeV/c, especially for low D-meson transverse
momentum, while EPOS 3 tends to overestimate the height
of the near-side peak and gives a flatter away-side peak.
In addition, some systematic hierarchies among the mod-
els appear throughout the whole pT ranges analysed, with
POWHEG+PYTHIA6 providing the highest near-side peak,
and in most of the cases the smallest away-side peak. The
overestimation of the near-side peak yield by EPOS 3 is a rel-
evant feature also for the understanding of the dependence of
heavy-flavour production on the charged-particle multiplicity
measured in the same rapidity window of the heavy-flavour
signals [69]. Disentangling the role of jet-biases from effects
related to genuine global event properties is fundamental for
properly interpreting the measured trends, especially their
pT dependence [70].

A more detailed investigation can be performed by quan-
tifying the peak yields and widths extracted from the fit to the
correlation functions. In Fig. 9, the comparison of near-side
peak yields and widths from data and simulation is shown,
as a function of the D-meson pT, for passoc

T > 0.3 GeV/c
and for the three passoc

T sub-ranges analysed, in pp colli-
sions at

√
s = 5.02 TeV. In the top row (third row down),

the absolute value of the yields (widths) are displayed,
while the second (fourth) row down reports the ratios of the
yields (widths) to those obtained with POWHEG+PYTHIA6,
which reduces the visual impact of the statistical fluctuations
of the data points. As already visible from Fig. 8, EPOS 3
predicts the largest values of the near-side yields, followed
by POWHEG+PYTHIA6, while POWHEG LO+PYTHIA6
shows about 10% lower yields with respect to the version with
NLO accuracy. The latter difference could be explained by a
different relative contribution of the NLO production mech-
anisms, in particular the gluon splitting, present already at
the level of the hard scattering for POWHEG+PYTHIA6.
PYTHIA8 provides near-side yield values comparable to
those of POWHEG LO+PYTHIA6, while PYTHIA6 yields
are slightly lower. HERWIG expectations for near-side yields
are the lowest, except for the 0.3 < passoc

T < 1 GeV/c
range, where they are comparable to PYTHIA8 expectations.
POWHEG+PYTHIA6 and POWHEG LO+PYTHIA6 pro-
vide the best description of the near-side yields, with data
points lying between the two predictions. PYTHIA8 also
gives a good description of data, especially for passoc

T >

1 GeV/c, while PYTHIA6 predictions are generally lower
than data, though in agreement within the uncertainties. The
HERWIG expectations for near-side yield describe the data
well for the 0.3 < passoc

T < 1 GeV/c range, while they
severely underpredict the measurements for the other passoc

T
ranges, especially for the lower intervals of the D-meson pT.
In particular, for the integrated range passoc

T > 0.3 GeV/c, a
discrepancy of 3.3σ (2.9σ ) is found for 3 < pD

T < 5 GeV/c
(5 < pD

T < 8 GeV/c), increasing to 3.4σ (3.6σ ) for the

highest associated particle transverse-momentum range 2 <

passoc
T < 3 GeV/c. The EPOS 3 model largely overestimates

the near-side associated yields, especially at low D-meson
pT. For passoc

T > 0.3 GeV/c, the discrepancy between data
and predictions ranges between 4.0σ and 5.2σ . Except for
EPOS 3, a similar hierarchy among the models also charac-
terises the near-side widths. POWHEG+PYTHIA6 give the
broadest peaks, followed by POWHEG LO+PYTHIA6, with
increasing difference between the two model expectations
with increasing passoc

T . PYTHIA8 gives similar widths as
POWHEG LO+PYTHIA6, while PYTHIA6 widths are gen-
erally lower. The lowest predictions are provided by EPOS
3. HERWIG predictions are consistent with PYTHIA6 for
passoc

T < 1 GeV/c, and are generally lower for passoc
T >

1 GeV/c. POWHEG+PYTHIA6 provides systematically
larger widths than data, though still being compatible point-
by-point. EPOS 3 predictions tend to underestimate the near-
side widths, despite being consistent with data point-by-
point. All the other models provide values of the near-side
width closer to data.

The same comparison of model expectations to data
is shown for the away-side peak yields and widths in
Fig. 10. POWHEG+PYTHIA6 gives the smallest away-side
yields, with about 5%–10% smaller values than POWHEG
LO+PYTHIA6 predictions. As for the near-side peak yields,
this difference could be ascribed to a different contribu-
tion from back-to-back topologies of charm-quark pair pro-
duction. PYTHIA8 and PYTHIA6 yields are rather simi-
lar, and systematically larger than POWHEG LO+PYTHIA6
expectations. HERWIG predicts similar yields as POWHEG
LO+PYTHIA6 for the integrated passoc

T range (with larger
values for 0.3 < passoc

T < 1 GeV/c and smaller values
for passoc

T > 1 GeV/c). The best description of the away-
side yields is provided, as in the near-side peak case, by
POWHEG+PYTHIA6 and POWHEG LO+PYTHIA6 over
the whole kinematic range, as well as by HERWIG for
passoc

T > 1 GeV/c. As observed for the near-side peak
case, the PYTHIA8 and PYTHIA6 expectations tend to over-
predict away-side yields in the majority of the transverse-
momentum intervals studied. For passoc

T > 0.3 GeV/c, about
a 2σ difference with respect to the data is present, over the
whole pD

T interval studied. The largest values of the away-
side peak width, in particular for large values of passoc

T , are
given by the PYTHIA6 event generator, which tends to sys-
tematically overpredict the data points. The predictions from
the other models, all in agreement with data, are very sim-
ilar, with POWHEG+PYTHIA6 being in general the low-
est of them. However, the precision of measurements for
this observable prevents from discerning the model that best
describes the data.

Figure 11 shows the baseline values of the measured
azimuthal-correlation functions and compares them to pre-
dictions from the event generators. The measured baseline
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Fig. 9 Measurements of near-side associated peak yields (top row)
and widths (third row down) in pp collisions at

√
s = 5.02 TeV, com-

pared to predictions by the PYTHIA, POWHEG+PYTHIA6, POWHEG
LO+PYTHIA6, HERWIG, and EPOS 3 event generators with various
configurations (see text for details). The ratios of yield (width) values
with respect to the predictions by POWHEG+PYTHIA6 are shown in

the second (fourth) row down. Results are presented as a function of
the D-meson pT, for passoc

T > 0.3 GeV/c, 0.3 < passoc
T < 1 GeV/c,

1 < passoc
T < 2 GeV/c, and 2 < passoc

T < 3 GeV/c (from left to right).
Statistical and systematic uncertainties are shown as vertical error bars
and boxes, respectively

values decrease with increasing pT of the associated par-
ticle, which is expected as the transverse-momentum dis-
tribution of associated particles in pp collisions at

√
s =

5.02 TeV peaks at few hundred MeV/c [71]. From the
data it cannot be concluded whether the baseline is flat
or slightly increasing as a function of D-meson pT. A

mildly increasing trend with pD
T is predicted by the event

generators. However, POWHEG+PYTHIA6 and POWHEG
LO+PYTHIA6 predict a larger increase than HERWIG,
EPOS 3 and PYTHIA. The same baseline values are obtained
by POWHEG+PYTHIA6 and POWHEG LO+PYTHIA6 for
all the kinematic ranges. This is not trivial, due to the differ-
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Fig. 10 Measurements of away-side associated peak yields (top row)
and widths (third row down) in pp collisions at

√
s = 5.02 TeV, com-

pared to predictions by the PYTHIA, POWHEG+PYTHIA6, POWHEG
LO+PYTHIA6, and HERWIG event generators with various configu-
rations (see text for details). The ratios of yield (width) values with
respect to the predictions by POWHEG+PYTHIA6 are shown in the

second (fourth) row down. Results are presented as a function of the
D-meson pT, for passoc

T > 0.3 GeV/c, 0.3 < passoc
T < 1 GeV/c,

1 < passoc
T < 2 GeV/c, and 2 < passoc

T < 3 GeV/c (from left to right).
Statistical and systematic uncertainties are shown as vertical error bars
and boxes, respectively

ent treatment of next-to-leading order contributions to charm
production, which can populate the transverse region of the
correlation function and, hence, affect the baseline value. The
best description of the results, for low values of the associated
particle pT, is provided by PYTHIA6, PYTHIA8, and EPOS,
while HERWIG overestimates the values by about 15% over

the whole pD
T range and POWHEG+PYTHIA6 underpre-

dicts them by 20% at low pD
T . For passoc

T > 1 GeV/c HER-
WIG gives the closest description of the baseline. PYTHIA6,
PYTHIA8, EPOS 3, and POWHEG+PYTHIA6 tend to
underpredict data values, with the first three models catching
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Fig. 11 Measurements of azimuthal-correlation function baseline
height in pp collisions at

√
s = 5.02 TeV, compared to predictions

by the PYTHIA, POWHEG+PYTHIA6, POWHEG LO+PYTHIA6,
HERWIG, and EPOS 3 event generators with various configurations
in the top row (see text for details). The ratios of baselines with

respect to predictions by POWHEG+PYTHIA6 are shown in the bot-
tom row. Results are presented as a function of the D-meson pT, for
passoc

T > 0.3 GeV/c, 0.3 < passoc
T < 1 GeV/c, 1 < passoc

T < 2 GeV/c,
and 2 < passoc

T < 3 GeV/c (from left to right). Statistical and systematic
uncertainties are shown as vertical error bars and boxes, respectively

well the pD
T dependence, while POWHEG+PYTHIA6 also

predicting a different behaviour against pD
T .

The baseline-subtracted azimuthal-correlation functions
of D mesons with associated particles measured in p–Pb
collisions were compared to simulations from PYTHIA6,
PYTHIA8, and POWHEG+PYTHIA6 event generators. The
only modifications of the configuration of these mod-
els with respect to that used in pp collisions consisted
of a rapidity shift of the centre-of-mass system and, for
POWHEG+PYTHIA6, a nuclear correction for the parton
distribution functions [72], which induced negligible effects
on the model expectations. The comparison between these
models and the results from p–Pb collision yielded very sim-
ilar conclusions as those discussed for pp collisions, not only
in terms of an overall agreement between data and models,
but also for the differences previously mentioned for spe-
cific observables and kinematic ranges. This was expected,
given the overall agreement of measurements in the two colli-
sion systems as discussed in Sect. 5.1, where additional cold-
nuclear-matter effects, not included in the models, could also
be present.

6 Summary

Measurements of azimuthal-correlation functions of D0,
D∗+, and D+ mesons with charged particles in pp collisions
at

√
s = 5.02 TeV and p–Pb collisions at

√
sNN = 5.02 TeV

were reported. The results obtained have statistical and sys-
tematic uncertainties smaller by a factor of about 2-3 than
those reported in our previous paper [2] for the common pT

ranges, and extend the pT coverage both for the trigger and
associated particles, allowing for a more differential study of
the correlation function and charm-jet properties.

After subtracting the baseline, the correlation functions,
along with the values and transverse momentum evolution
of the near- and away-side peaks, are found to be consis-
tent in pp and p–Pb collisions, in all the kinematic ranges
addressed. This suggests that the fragmentation and hadro-
nisation of charm quarks is not strongly influenced by cold-
nuclear-matter effects, complementing what was observed
in previous measurements [25,26,73] that suggested a small
impact from cold-nuclear-matter effects on D-meson produc-
tion in the pT region covered by our measurement.

The analysis in p–Pb collisions was also performed in the
0–20%, 20–60%, and 60–100% centrality intervals, in order
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to study the possible modifications of the charm fragmen-
tation as a function of the event centrality. The same cor-
relation pattern, along with similar values and pT evolution
of the near-side peak observables were found for the three
centrality ranges, within large experimental uncertainties.

The baseline-subtracted correlation functions and the
near- and away-side peak yields and widths measured by
ALICE in pp collisions were compared to predictions by
several event generators, with different modelling of charm
production, parton showering, and hadronisation. In gen-
eral, the models describe well the main features of the
correlation functions. POWHEG+PYTHIA6 provides the
best description to experimental data of near- and away-
side yields. PYTHIA8 tends to overestimate the away-side
peak yields, while providing a good description of the near-
side peak yields and of the widths of both peaks. Over-
all, PYTHIA6 is more distant from data than PYTHIA8,
although in general it is consistent with the measurements.
HERWIG largely underestimates the near-side peak yields
for passoc

T > 1 GeV/c, while it describes reasonably well the
data at lower passoc

T , and provides a good description of the
away-side peak features. Finally, EPOS 3 provides a higher
near-side peak and qualitatively underestimates the away-
side peak. Similar conclusions were obtained when compar-
ing results in p–Pb collisions to predictions from the models
available in this collision system.

The agreement between data and model expectations sug-
gests that charm-quark production, fragmentation and hadro-
nisation processes, as implemented in POWHEG+PYTHIA6
and PYTHIA8, provide an overall satisfactory description of
the measured correlation functions. Therefore, in view of
future analyses in Pb–Pb collisions, these models constitute
a valid theoretical baseline for interpreting possible modi-
fications of charm-jet properties and thus of the near-side
correlation peak induced by the interactions of charm quarks
with the quark–gluon plasma constituents. The same argu-
ment holds for the modifications of the whole correlation
function, whose characterisation can provide a deeper under-
standing of heavy-quark dynamics inside the QGP medium.
In addition, with the increased precision compared to pre-
vious measurement, and being at the same centre-of-mass
energy of the available Pb–Pb collision samples, these results
constitute the reference for measurements in that collision
system.
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