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“ There is a more powerful driving force than

steam, electricity and atomic energy: the willpower. ”

— ALBERT EINSTEIN
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ABSTRACT

Recommender systems are widely used in diverse domains such as e-commerce, tourism,

insurance, and so on. However, numerous recommender systems take users into account

as an endpoint in the recommendation process and act like a black-box. Therefore, the

black-box nature of the recommendation systems limits the understanding and acceptance

of the recommendation received by the user. In contrast, interactive recommender systems

can solve these drawbacks. Interactive recommender systems combine user interaction,

information visualization, and recommender system methods. In the brokerage domain,

insurance brokers offer, negotiate, and sell insurance products for their customers. Sup-

port brokers into the recommendation process for offering the most relevant insurance

products for their customers can improve their loyalty, profit, and marketing campaign in

their client portfolio. This work presents Broker-RecSys, an interactive insurance product

recommender system framework, to support brokers into the recommendation process for

offering insurance products in their client portfolios. The system operates at two levels

to provide recommendations: recommendations for a specific customer; and recommen-

dations for a group of customers in the portfolio of clients of a broker. Looking for

offering personalized recommendations, Broker-RecSys provides a module to perform

customer segmentation based on specific customer characteristics that are interesting for

the broker. Broker-RecSys provides two types of recommendations based on popular-

ity and purchase behavior. Several interactions and visualization methods are integrated

into Broker-RecSys to support brokers in the recommendation process. Broker-RecSys is

evaluated into the usability and usefulness dimensions. Thus, we combine the widely used

evaluation method based on questionnaires and the evaluation based on the eye-tracking

analysis. Results achieved suggest that data mining methods, while combined with user

interaction and data visualization methods, support users in the recommendation process.

Keywords: Recommender System. Data Mining. Data Visualization. Insurance Broker-

age.



Broker-RecSys: Um Sistema Interativo de Recomendação para Corretagem de

Seguros

RESUMO

Os sistemas de recomendação são amplamente utilizados em diversos domínios, como co-

mércio eletrônico, turismo, seguros, entre outros. No entanto, muitos sistemas não levam

em consideração o usuário no processo de recomendação, agindo como uma caixa preta.

A natureza da caixa preta limita o entendimento e a aceitação da recomendação recebida

pelo usuário. Por outro lado, os sistemas interativos de recomendação podem solucio-

nar essas limitações, pois combinam métodos de interação com o usuário, visualização

de informações e sistema de recomendação. No domínio de corretoras, os corretores de

seguros oferecem, negociam e vendem produtos de seguro para os seus clientes. Apoiar

os corretores no processo de recomendação para oferecer os produtos de seguro mais re-

levantes para seus clientes pode melhorar sua confiança, lucro e campanha de marketing

em seu portfólio de clientes. Este trabalho apresenta o Broker-RecSys, um framework

de sistema interativo de recomendação de produtos de seguros para apoiar os corretores

no processo de recomendação para oferecer produtos de seguros em seu portfólio. O sis-

tema opera em dois níveis para oferecer recomendações: recomendações para um cliente

específico; e recomendações para um grupo de clientes da carteira de clientes de um cor-

retor. Procurando oferecer recomendações personalizadas, o Broker-RecSys fornece um

módulo para realizar segmentação de clientes com base em características específicas do

cliente que são relevantes para o corretor. Dois tipos de recomendações são fornecidos

pelo Broker-RecSys: com base na popularidade e no comportamento de compra. Diver-

sas interações e métodos de visualização são integrados ao Broker-RecSys para oferecer

suporte aos corretores no processo de recomendação. O Broker-RecSys é avaliado nas

dimensões de usabilidade e utilidade. Assim, para avaliar o Broker-RecSys, combinamos

o método de avaliação amplamente usado com base em questionários e a avaliação com

base na análise de rastreamento ocular. Os resultados alcançados sugerem que os métodos

de mineração de dados, combinados aos métodos de interação e visualização de dados,

apoiam os usuários no processo de recomendação.

Palavras-chave: Sistema de Recomendação, Mineração de Dados, Visualização de Da-

dos, Corretagem de Seguros.
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1 INTRODUCTION

Recommendation systems are becoming very popular and widely used in many

traditional and emerging domains such as e-commerce, news, tourism, and finance (LU

et al., 2015; KARIMI; JANNACH; JUGOVAC, 2018; ZIBRICZKY, 2016). These sys-

tems help users into the decision making to choose the most relevant and accurate items

(products or services) that meet their needs, preferences, and interests (ADOMAVICIUS;

TUZHILIN, 2005).

For example, when a user enters into the Netflix platform (television programs

and movies streaming service by internet), this platform collects information such as

user interaction (choice of genre, category, year of shows and movies or ratings that user

gives to these programs), period the user watches programs, and device used to navigate

and watch Netflix. Netflix recommender systems use this information to recommend the

most personalized shows and movies for the user in order to increase the user acceptance

(GOMEZ-URIBE; HUNT, 2016; Netflix, 2019).

In order to perform recommendations, recommender systems use different and

varied resources such as rating, transaction data, item descriptions, and demographic in-

formation as well as recommendation system methods and techniques (BOBADILLA et

al., 2013). In the literature, there are several methods to build a recommender system

such as collaborative-based filtering that recommend items to a user based on preferences

and interests of similar users, content-based filtering that perform the recommendation

based on the content of items chosen by the user in the past, demographic filtering that

follows a principle that users have similar preferences and interests while they are simi-

lar in personal characteristics, knowledge-based filtering where is consider prior knowl-

edge constraints related to a domain, popularity-based recommendation where is recom-

mend the most popular items for a user and hybrid filtering that combine the diverse

recommender system methods in order to suppress their limitations (ADOMAVICIUS;

TUZHILIN, 2005; AGGARWAL, 2016b; BRESSAN et al., 2016).

Cold-start is a common problem affecting recommendation systems. The cold-

start problem occurs when there is no prior information on user preferences (new user

or user-items sparsity) or about an item (without sales record or rating evaluation). This

problem is commonly addressed with a hybrid approach where personal and popularity

information acts as a complement to recommendation methods to deal with the cold-

start problem (SOBHANAM; MARIAPPAN, 2013; LIKA; KOLOMVATSOS; HAD-
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JIEFTHYMIADES, 2014; PANDEY; RAJPOOT, 2016). On the other hand, numerous

recommender systems take users into account as an endpoint in the recommendation

process and act like a black-box. Therefore, the black-box nature of recommender sys-

tems limits the understanding and acceptance of the recommendation suggested for the

users. In contrast, interactive recommender systems can solve these drawbacks. Interac-

tive recommender systems combine user interaction, information visualization, and rec-

ommender system methods. Recent works reported that interactive recommender sys-

tems improve the user experience into the recommendation process, increasing the under-

standing and recommendation acceptance (HE; PARRA; VERBERT, 2016; VALDEZ;

ZIEFLE; VERBERT, 2016; JUGOVAC; JANNACH, 2017; DU et al., 2018; LOEPP;

ZIEGLER, 2019; TSAI; BRUSILOVSKY, 2019).

In the financial area, users and organizations generate massive and rapid amounts

of data every day. This large volume of data is a rich source for recommender systems to

recommend suitable products recommendation. Recommender systems are well applied

to different financial subdomains such as banks, insurance, loan, stock (YAN; XIE, 2009;

ZIBRICZKY, 2016). In the insurance domain, provide a suitable insurance product for

the customers is a challenging task due to the existence of some restrictions such as in-

direct interaction with the client and low frequency of products purchase (ROKACH et

al., 2013). In recent years, several approaches are proposed for the insurance products

recommendation based on different methods and techniques, some of which are: case-

based reasoning (RAHMAN; NORMAN; SOON, 2006), association rule mining (XU et

al., 2014), collaborative filtering (ROKACH et al., 2013) and Bayesian networks (QAZI

et al., 2017). Although these works are diverse in methods and techniques, they do not

support agents/brokers in the recommendation process (customer identification, under-

standing of the recommendation, and recommendation of products). Knowing which

products to recommend to a user is just as important as knowing why a customer receive

a certain recommendation and how the recommendation was obtained.

Our work is centered on the insurance brokerage domain in Brazil. An insurance

broker is an intermediate between the insurer and the policyholder. The broker offers,

negotiates, and finally sell products for their customers. For retain existing policyholders,

ideal insurance brokers activities would consist of exploring and identifying potential cus-

tomers for recommending insurance products (e.g., Gretel, a young girl that lives in the

south of Brazil has a car insurance product purchased, she needs more products) as well

as identify interesting recommendations to offer (e.g., recommend life insurance for Gre-
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tel with 80% of probability of acceptance based on her purchasing behavior considering

similar people to her).

Support brokers into the recommendation process for offering insurance products

for their customers can improve the loyalty, profit, and marketing campaign in their client

portfolio.

In this context, we propose Broker-RecSys, an interactive recommender system

framework to support brokers into the recommendation process for offers insurance prod-

ucts in their portfolio at two levels: recommendations for a specific customer; and rec-

ommendations for a group of customers. Looking for offering personalized recommenda-

tions, Broker-RecSys provides a module to perform customer segmentation based on spe-

cific customer characteristics that are interesting for the broker. Broker-RecSys provides

two types of recommendations: based on purchase behavior and popularity. Besides, the

insurance broker can answer questions such as what products offer to my clients? and

why offer these products to my customers?. Several interactions and visualization meth-

ods are integrated into Broker-RecSys in order to support brokers in the recommendation

process.

To evaluate Broker-RecSys, we combine the widely used evaluation method based

on questionnaires and the evaluation based on the eye-tracking analysis. Broker-RecSys

is evaluated into the usability and usefulness dimensions. Results show that data mining

methods, while combined with interaction and visualization methods, support users into

the recommendation process for recommending products.

We aim to answer two research questions related to usability and usefulness di-

mensions. The research questions are detailed as follow:

1. Broker-RecSys turn able naive users to perform insurance products recom-

mendation tasks?. This question allows us to answer what is the Broker-RecSys

usability level.

2. Broker-RecSys supports insurance brokers in the recommendation process for

offers insurance products in their client portfolio?. This question allows us to

answer what is the Broker-RecSys usefulness level.

The main contributions of our interactive recommender system are five-folds:

• Dual-level Recommendation System: The proposed interactive recommender sys-

tem framework allows performing recommend at two levels: for a specific customer

and a group of customers. The Broker can answer situations such as: I want to rec-
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ommend insurance products for Ana or I want to recommend insurance products

for a group of people of the south of Brazil.

• Controllability (segmentation): Cluster customers based on specific attributes allow

them to obtain a diverse variety of recommendations, and it allows offers more

personalized recommendations. We look for the broker to answer situations such as

I want to recommend insurance products for my clients based on gender and age, I

want to recommend insurance products for my clients based on region and so on.

• User interaction interface: The user interaction and data visualization help into the

cognitive process and human visual interpretation. The broker can able to answer

situations such as I want to recommend insurance products for my clients that are

between 30 and 50 years old, live in the west of Brazil and have two insurance

products purchased or I want to perform a market campaign of insurance car and

travel; then, I want to identify a group of customers in my portfolio that are younger

and live in the west that can receive this recommendation. All these situations

making use of the user interaction interface.

• Explanation: The explanation of the recommendation is a crucial factor that has a

strong relationship with the recommendation acceptance. The recommendation is

explained based on their measures. The broker can answer questions such as what

insurance product is offered to my client/clients and why?.

• Cold-start Problem: To address the no-prior sales information and as a complement

to the recommendations based on the purchase behavior, the most popular products

in a customer group are taken into consideration for recommending. The broker

can visualize the top-n most popular insurance products to offers to an identified

customer.

This dissertation is organized as follows: Chapter 2 briefly describes theoretical

backgrounds, Chapter 3 reviews related works, Chapter 4 presents Broker-RecSys, Chap-

ter 5 detail the experimental methodology and results and Chapter 5.5 discusses the exper-

imental results. Finally, Chapter 6 concludes the dissertation and present future directions

of the work.
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2 BACKGROUND THEORY

This chapter is divided into three parts. In the first part, the fundamental concepts

of recommender systems related to this work are presented, and the second part describes

several data mining methods that take part in the development of the present work. Finally,

the third part describes a brief data visualization fundamentals.

2.1 Recommender System

Recommender systems are widely used in diverse types of applications such as

business, e-commerce, tourists, and so on (LU et al., 2015). Recommender systems are

techniques and methods that allow alleviating the overhead of information that receives

a user to provide only the most relevant items for him/her. These systems use various

types of resources, such as transaction data, rating, demographic data, or item content

information, as well as diverse methods and techniques from retrieval information, data

mining, and machine learning. In the literature, we can find several recommendation

systems approaches, such as collaborative filtering, demographic-based filtering, content-

based filtering, and hybrid filtering (ADOMAVICIUS; TUZHILIN, 2005; BOBADILLA

et al., 2013; RICCI; ROKACH; SHAPIRA, 2015; TARNOWSKA; RAS; JASTREBOFF,

2017). In the following paragraphs, some approaches used in this work are described.

2.1.1 Popularity

The popularity approach is a useful and straightforward method in recommender

systems (ZHAO et al., 2010). We can see some real cases where this approach is applied,

for example, it is common for people to read the news at the main cover of a portal journal

(news trend) (ZIHAYAT et al., 2019), people buy popular products suggested by the social

tendency (fashion trend) (HWANGBO; KIM; CHA, 2018) or discover social popularity

in social media (WANG; ZHANG; YAMASAKI, 2020). Thus, the popularity approach

can perform recommendations based on the frequency of product purchase, the number

of views of an online movie, ratings of a post in a social media, or any information that

denotes popularity or tendency (TATAR et al., 2014; NATARAJAN; MOH, 2016; MAO

et al., 2019). The popularity method, combined with the clusterization method, is a useful
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strategy to alleviate the cold-start problem in recommender systems (LOH et al., 2009;

SHINDE; KULKARNI, 2012; MIAO et al., 2016).

2.1.2 Collaborative Filtering

Collaborative-based filtering is one of the most used methods in recommendation

systems (LU et al., 2015; AMIN; PHILIPS; TABRIZI, 2019). This method performs the

recommendation of items in a collaborative manner, i.e., to recommend items for a user,

it uses the rating history from similar users (ADOMAVICIUS; TUZHILIN, 2005). For

example, if two users have purchased two similar products, and one of the users purchase

an extra item, it can be probable that the other user will also buy the extra item. In the

following paragraph, it technically describes collaborative-based filtering.

Given a set of n users U = {up} where p ∈ {1, ..., n} and a set of m items

I = {iq} where q ∈ {1, ...,m}. Then, the users and items are mapped into the index rows

and columns of a matrix R respectively. The element of the matrixR[up, iq] represents the

rating given by the user up for the item iq. Commonly the rating R[up, iq] vary between

1 to 5, and represent the level of preference of the user up for a particular item iq. For an

unrated item iq by a user up, the Collaborative-based filtering calculate R[up, iq] based on

an aggregate function and preferences of other users U ′ for the item iq (See Equation 2.1).

R[up, iq] = aggr
u′
p∈U ′

R[u′p, iq] (2.1)

Collaborative-based filtering is divided into two groups: memory-based methods

and model-based methods (BOBADILLA et al., 2013). In the first group, the methods use

a rating matrix for performing prediction of ratings. The results are continuously updated

based on the change of the entry rating matrix because, for each prediction, it uses the en-

try rating matrix (See Equation 2.1). On the contrary, the second group includes methods

that create models, abstractions about real-world processes. These models are more per-

sistent in the time (low frequency of model updates) but need considerable computational

resources at the beginning of the model’s creation.
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2.1.3 Content-based Filtering

The Content-based filtering approach aims to recommend items for a user based

on the similarity of item profile (items rated by the user in the past) of the user with each

item profile available in the item catalog (ADOMAVICIUS; TUZHILIN, 2005; AGGAR-

WAL, 2016a). This approach takes into account the item information in order to create

the item profile of the user. A feature vector represents the item profile. Due that the

content-based filtering works with textual information, the most used method to create

the feature vector is based on the term frequency, and inverse document frequency (TF-

IDF) measures (SALTON, 1989; BAFNA; PRAMOD; VAIDYA, 2016). To recommend

an item for a user, it calculates the similarity between the item profile of the user with

each item profile in the item catalog. Finally, the k most similar items profile in the item

catalog with high similarity is recommended for the user u. Content-based filtering ap-

proach is well applied in several applications domains such as citation recommendation

(ZARRINKALAM; KAHANI, 2012), publication recommendation (WANG et al., 2018)

, movie recommendation (REDDY et al., 2019) and so on.

2.1.4 Demographic Filtering

Demographic-based filtering approach follows the premise that similar users based

on personal information (gender, age, region, and others) are likely to have similar pref-

erences (PAZZANI, 1999). Demographic data is used to predict the personality traits

(PARYUDI; ASHARI; TJOA, 2019), product, and user demographic information to per-

form stratified product recommendation (ZHAO et al., 2016) and so on. This method is

commonly used to enhancement the collaborative-based filtering approach (VOZALIS;

MARGARITIS, 2004; SRIDEVI; RAO, 2017).

2.1.5 Hybrid Filtering

In order to alleviate the drawbacks in recommender systems methods, the hybrid

approach is used. The hybrid approach treats about to combine two or more methods

such that they complement each other as well as improve their performance (ÇANO;

MORISIO, 2017).
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Classical recommender systems combine collaborative filtering, content-based fil-

tering, demographic filtering, or Knowledge-based filtering to address the cold-start prob-

lem, data sparsity, accuracy, scalability, diversity, or others (ÇANO; MORISIO, 2017).

2.2 Data Mining

The data is generated for several different sources, such as IoT, online social net-

works, or search engines (CHEN; MAO; LIU, 2014). Those data contain much infor-

mation for exploitation. Data mining involves several phases to extract and discover that

information and patterns hidden in the data (WITTEN et al., 2016). Data mining pro-

vides several methods according to the goal to perform, such as predictive or descriptive

analysis in the data. Data mining is well applied to recommender systems as related

in (AMATRIAIN et al., 2011; NAJAFABADI; MOHAMED; MAHRIN, 2019). In this

work, we use some data mining techniques to build the core of Broker-RecSys; more

specifically, we use the association rule mining and clusterization method.

2.2.1 Association Rule Mining

The association rules mining is one of the most used methods of data mining

with several applications in recommender systems, medical diagnostics (WANG et al.,

2019; RAMASAMY; NIRMALA, 2020), customer market analysis (WANG, 2019), cus-

tomer behavior analysis (CHENG; WU; CHEN, 2019) and so on. This method aims to

find related items in transaction data (AGRAWAL; IMIELIŃSKI; SWAMI, 1993; AG-

GARWAL; PHILIP, 1999; ZHANG; ZHANG, 2002; OLSON; LAUHOFF, 2019). The

association between items measures the co-occurrence, not the causality between them.

For example, in the market basket analysis1, given items purchased by customers, it is

detected that a considerable quantity of customers purchases beer and diapers. Then, an

interest question can be what this means?, and what can we make with this?. It can means

that beer and diapers have a relationship, and possibly beer purchase is purchased together

with a diaper if we presume that a customer is a man that has a baby and went to the su-

permarket after the work. The supermarket can improve the user experience by move beer

closer to the diaper in the late afternoon or weekend. It is a famous beer and diaper story.

1technique used to analyze customer purchase behavior by analyzing the shopping baskets.
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The paragraph below describes the association rule mining method technically.

Given a set of items I = {Ii} where i ∈ {1, .., n} and n denotes the number

of items and a set of transactions T = {Tj} where j ∈ {1, ..,m} and m denote the

number of transactions, each transaction contains a subset of items Tj = {Is} where

s ∈ K and K ⊂ {1, .., n} that indicates the active items in the transaction Tj . The rules

are generated in the form X ⇒ Y where X and Y are itemsets in the transaction T ,

called antecedent and consequent respectively. The transaction Tj is composed by Xj

and Yj where Xj ∪ Yj = Tj and Xj ∩ Yj = Φ. The importance of the rule X ⇒ Y

can be measured by the support(X ⇒ Y ) = P (X ∩ Y ) and confidence(X ⇒ Y ) =

P (Y | X) = P (X ∩ Y )/P (X) , that means, the probability of appearance together of

the itemsets X and Y in the transaction data and the probability of the itemsets X and Y

appearance together given the probability of appearance of the itemset X respectively.

Considering exist several methods for association rule mining rules such as the

Apriori algorithm, FP-tree Based Model, and OPUS Based Algorithm (ZHANG; ZHANG,

2002). In this work, we use the Apriori algorithm. The Apriori algorithm (AGRAWAL;

SRIKANT et al., 1994) is simple, widely used, and a fast algorithm for mining transac-

tion data. This method uses prior knowledge of frequent itemset. The frequent itemset

properties consist in that all subset of a frequent itemset must be frequent, and all subset

of an infrequent itemset must be infrequent. Besides, for prune itemsets, the apriori al-

gorithm uses a threshold of minimum support. This property improves efficiency in time

and reduces the search space in the rule mining process. The Apriori algorithm is detailed

in Algorithms 1, 2, 3 and 4.

Algorithm 1: Apriori algorithm
input : T : transaction data

minsup: threshold of minimum support
output: F : frequent itemsets

1 Ti∈{1,..,|T |} ∈ T where Ti is a transaction and Ii∈{1,..,|Ti|} ∈ Ti is an item
2 frequentItemSet← FirstPassApriori(T )
3 F ← F ∪ frequentItemSet
4 k ← 2

5 while frequentItemSet 6= ∅ do
6 candidatesItemSet← AprioriGen(frequentItemSet, k)
7 frequentItemSet← AprioriPrune(candidatesItemSet, T,minsup)
8 F ← F ∪ frequentItemSet
9 k ← k + 1

10 end
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Algorithm 2: FirstPassApriori
input : T: transaction data
output: L: large itemset

1 totalItems←
∑

i∈{1,..,|T |} |Ti|
2 itemCounts← [0]totalItems

3 foreach t ∈ T do
4 foreach i ∈ t do
5 itemCounts[i]← itemCounts[i] + 1
6 end
7 if itemCounts[i] >= minsup then
8 L← L ∪ Ii
9 end

10 end

Algorithm 3: AprioriPrune
input : L: large itemsets

T : transaction data
minsup: threshold of minimum support

output: L∗: large itemsets greather than a minimum support

1 L∗ ← ∅
2 foreach l ∈ L do
3 supportItemset← countItemset(l ⊂ Ti∈{1,..,|T |)})/|T |
4 if supportItemset >= minsup then
5 L∗ ← L∗ ∪ l
6 end
7 end

Algorithm 4: AprioriGen
input : L: large itemsets

k: k-itemset
output: L∗: large k-itemsets

1 L∗ ← ∅
2 foreach lp, lq ∈ L do
3 if lp[i] = lq[i],∀i ∈ {1, .., k − 1} then
4 (k+1)-itemset creation from (k-1)-Itemset
5 l∗ ← {lp[1], ...lp[k − 1], lp[k], lq[k]}
6 l∗ ← sortItemset(l∗)
7 L∗ ← L∗ ∪ l∗
8 end
9 end



23

2.2.2 Cluster Analysis

Clustering is an unsupervised learning method. The goal of this method is to clus-

ter data into groups that contain similar objects inside the groups and dissimilar objects

between groups. The clustering approach allows the exploration of data to perform some

analysis. This method is used in a large variety of applications such as computer vision,

image processing, customer segmentation, education and so on (JAIN, 2010; DEGELE

et al., 2018; KYLVAJA; KUMPULAINEN; KONU, 2019). There are several approaches

for clustering, such as Partitional clustering, Hierarchical clustering, Density-based clus-

tering, Grid-based clustering, Spectral Clustering, and others (WONG, 2015; PATEL;

THAKRAL, 2016).

Given a set of data points P = {pi} where i ∈ {1, .., n} and n ∈ Z, pi ∈ Rd where

d ∈ Z that denote the dimension of the data point pi and given a set of labels L = {lj}

where j ∈ {1, ..,m} and m, lj ∈ Z, there are a function that maps each data point pi to a

label lj . This can be summarized by the function f : Rd
n 7→ Zm. Thus, the clusterization

method treat about the assignation of a label for each data point such that each group of

data points with same label be homogeneous.

There are several clusterization algorithms, such as K-means, Mean Shift, Spec-

tral clustering, Agglomerative clustering, DBSCAN, Gaussian Mixture, and others. The

paragraph below describes a well-known and used clusterization algorithm, Mean Shift.

This algorithm is used in the development of the present work.

Mean Shift (COMANICIU; MEER, 2002) is a partitional clustering algorithm.

This nonparametric technique can determine clusters through exploiting the density in the

data distribution without the prior knowledge of the number of clusters and does not as-

sume any prior shape in the data distribution. Mean-shift requires a bandwidth (window)

parameter that is used to estimate a scale kernel density. The kernel density allows moving

data points to increase local density in each iteration until convergence is reached or the

number of iteration is finished. Convergence is achieved when there is no significant shift

in data points. Considering it is not trivial to choose an appropriate bandwidth parameter,

there are alternatives to estimate this parameter in an adaptative mode, such as the sample

point estimator (COMANICIU; RAMESH; MEER, 2001). The Mean Shift algorithm is

detailed in Algorithm 5 and 6.
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Algorithm 5: Mean Shift algorithm
input : P : data points

σ: bandwidth
θ: convergence threshold
n: number of iterations

output: P ∗ data points labeled

1 T ← P (replication of P to simulate data point shift)
2 Initialization of seeds
3 repeat
4 foreach t ∈ T do
5 neighborsList← getNeighbors(t)
6 t← meanShift(t, neighborsList, bandwidth)

7 end
8 until (∆ < θ or iteration > n)(convergence or maximum iteration reached)
9 P∗ ← GetLabels(P, T )

Algorithm 6: meanShift
input : p: data point

N : list of neighbors of data point p
bandwidth: scale density kernel

output: p∗: new data point location

1 numerator ← 0
2 denominator ← 0
3 foreach neighbor ∈ N do
4 µ← ‖p− neighbor‖L2
5 σ ← bandwidth
6 numerator ← numerator +N (µ, σ2)× neighbor
7 denominator ← denominator +N (µ, σ2)

8 end
9 p∗ ← numerator/denominator

2.3 Data Visualization

Human brains are specialized much more for process visual information com-

pared to touch or hearing information (KLEINSCHMIDT; HANRIEDER, 1992). In

this context, data visualization is a research field that aims to represent data in a vi-

sual form (WARD; GRINSTEIN; KEIM, 2010). The visual representation turns able

humans to understand the information easily. There are some important challenges in

data visualizations, such as the visual representation of large or complex data. Data vi-

sualization are well applied in several applications such as transport (MONSIVAIS et al.,

2018), health (LIU et al., 2016), finance (PERDANA; ROBB; ROHDE, 2019), education
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(WILLIAMSON, 2016), identification (YANG et al., 2019) and so on.

There is a variate data type that can be represented visually. These include spatial

data, geospatial data, time-oriented data, multivariate data, trees data structures, graphs,

and network data structures, and text and document data (WARD; GRINSTEIN; KEIM,

2010). In data visualization, there are several techniques for representing data according

to the data type, such as stacked display, dense pixel display, iconic display, geometrically-

transformed display, and standard 2D/3D display as well as interaction techniques such

as projection, filtering, zoom, distortion, pan, brush and so on (WARD; GRINSTEIN;

KEIM, 2010). In the following subsections, we describe some relevant techniques in data

visualization used in this work.

2.3.1 Visualization Techniques for Multivariate Data

Multivariate data has one or more dimensions, i.e., 1D, 2D, or ND. To represent

this data exists several techniques, such as point-based techniques, line-based techniques,

and region-based techniques. Below, we briefly described these techniques.

2.3.1.1 Point-based Techniques

The point-based techniques represent n-dimensional data to a p-dimensional vi-

sual space using a dot or a mark to represent each data values. Several popular methods

represent n-dimensional data in a visual form, such as scatterplots or forced-based meth-

ods.

The scatterplot is a widely used and early visualization method for 2D and 3D data

(PIRINGER; KOSARA; HAUSER, 2004). This visualization allows use data attributes to

encode such as color, size, position, shapes as well as interactivity such as zoom, brush,

and pan. Figure 2.1 shows the 2D and 3D Visualization method.
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Figure 2.1: 2D and 3D scatterplot visualization

Implemented using the D3 library (BOSTOCK; OGIEVETSKY; HEER, 2011)

Forced-based visualization methods aim to represent N-dimensional data via a

projection of data into a 2D or 3D visual space. Relevant methods to project data are MSD

(Multidimensional scaling) (COX; COX, 2008), principal components analysis (PCA)

(JOLLIFFE; CADIMA, 2016), t-distributed stochastic neighbor embedding (T-SNE) (MAATEN;

HINTON, 2008). Figure 2.2 shows the Visualization of the MNIST database (LECUN,

1998) using the T-SNE projection method.
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Figure 2.2: Visual projection of the MNIST database using the T-SNE projection method

Source: (MAATEN; HINTON, 2008)

2.3.1.2 Line-based Techniques

Contrary to point-based techniques, the line-based techniques represent data val-

ues, maintaining a relationship between them in each variable. To represent the relation-

ship is commonly use line patterns such as slopes, curvature, crossings, and others. Some

representatives line-based techniques are the line graph and the parallel coordinates.

The line plot is a univariate visualization technique. The y-axis represents the

range of values in the data, and the x-axis represents the data in an orderly manner. Also,

multivariate data can be represented using the univariate visualization technique where

can be overlapping between them. Figure 2.3 shows the visual representation of the daily
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flow of passengers in a metro network.

Figure 2.3: Daily passenger flow visualization using line graph

Source: (ZHIYUAN et al., 2017)

The parallel coordinates is a well-used method for representing multivariate data

where multiple spaced horizontal parallel axes are used to represent the multi-dimension

of the data. This representation allows the visual relationship between variables. Figure

2.4 shows the visual representation of financial data from companies using the parallel

coordinates visualization method.

Figure 2.4: Visualization of financial data from companies using parallel coordinate visu-
alization method

Source: (LI et al., 2019)
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2.3.1.3 Region-based Techniques

In region-based techniques, the polygon represents data attributes and values such

as shape, color, size, and others. These techniques are used mainly to represent summa-

rization data in a visual form. Some representative methods are the bar chart and tabular

display.

Bar chart visualization is a widely used visualization method that allows visualiza-

tions of different data types in 2D and 3D. Each axis is easily interpretable. To represent

a multivariate data can be used clustering all data dimensions or stacked the data dimen-

sions. Figure 2.5 (a) shows data represented using the stacked bar chart and Figure 2.5

(b) represents data using the clustered bar chart.

Figure 2.5: Bar chart visualization in two forms stacked bar chart and clustered bar chart.

Source: (WARD; GRINSTEIN; KEIM, 2010)

The tabular display is a visualization technique that allows representing multi-

variate data. This technique allows several user interactions with data such as filters,

searching, sortings. A representative visualization method is a heatmap. Heatmap repre-

sents table data values encoded as colors. Figure 2.6 shows a financial data representation

using heatmap visualization..
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Figure 2.6: Heatmap visualization representing tabular financial data.

Source: (ARBATLI; JOHANSEN, 2017)

2.3.2 Visualization Techniques for Graphs

The graph visualization techniques, instead of only focuses on representing visual

data, also focuses on the relationship between data attributes and values. This relation-

ship can be in several forms, such as hierarchical, connectedness, sequence, similarities

temporal or spatial, and others (WARD; GRINSTEIN; KEIM, 2010). This visualization

technique is very used in many applications, such as networks (MCGEE et al., 2019) or
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transportation (ANDRIENKO et al., 2017). Below, we described the hierarchical tech-

nique that is used in this work.

The tree is a hierarchical structure that represents relationships. There are two

types of methods that apply to hierarchical structure data: space-filling and non-space-

filling. In the following paragraphs, it is described as the two techniques.

The space-filling method is a method to represents hierarchical visualization max-

imizing visual space. Representative visualization methods are treemap and radial visu-

alization. Treemap can use several layouts to encode information in a form that is easy

to explore, such as the Venn diagram or rectangular layout. Figure 2.7 shows examples

of treemap visualization layouts. The radial visualization is a common visualization used

to represent the correlation between data attributes in a hierarchical form. Contrary to the

treemap, radial visualization is displayed at a rings levels. Figure 2.8 shows the traffic

accidents distributions by hours using a radial visualization.

Figure 2.7: Different Treemap visualization layouts.

Source: (GÖRTLER et al., 2017)

Figure 2.8: Representation of traffic accidents by hours using radial visualization.

Source: (WALDNER et al., 2019)
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The most representative non-space-filling method is the node-link diagram. The

node-link diagram visualization use nodes to represent entity/object/thing and links to

denote the connection between them. Two relevant properties in the node-link diagram

visualizations are the degree (number of connections in a node) and depth (level of hierar-

chical representation). It is important to take into consideration the space between nodes

at levels to avoid overlapping. figure 2.9 shows the node-link diagram visualization.

Figure 2.9: Node-link diagram visualization.

Source: (LIU et al., 2017)
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3 RELATED WORK

In this chapter, we describe representative works of the literature related to this

dissertation. These works are organized into three sections. The first section presents

recommendation systems in the insurance domain. The second section gives an overview

of interactive recommender systems, and finally, in section three, we detail works related

to visualization of recommendations.

3.1 Recommender System in the Insurance Domain

In order to obtain an active Customer Relationship Management (CRM), insurance

and brokerage firms have to take advantage of the data generated by the users. Offers the

most relevant products for users can improve loyalty and profit (VERHOEF; DONKERS,

2001; ZHANG et al., 2011). In past years, several recommender systems are proposed

in the insurance domain. These systems propose a variety of methods to recommend

insurance products according to the data and case study.

Case-based reasoning is a method that aims to solve a problem based on past solu-

tions from similar problems. In this line, Rahman et al. (RAHMAN; NORMAN; SOON,

2006) develop a web insurance policies recommender system via a case-based reason-

ing algorithm where the recommendation is performed based on the similarity of user

characteristics and past recommendation solutions as well as expert rules. The method

is composed of four components: retrieve, reuse, revise, and retain. The retrieve com-

ponent allows retrieving past recommendations for a user profile based on similar users

profile stored in the case library. If similarity overtakes a threshold, then it retrieves and

reuses that recommendations. Otherwise, the input user profile is revised by an insurance

expert that determines the new case; then, it retains via the store in the case library. This

approach is intuitive and straightforward but robust, which takes advantage of previous

solutions and user profiles similarities.

On the other hand, Kumar et al. (KUMAR; SINGH, 2011) propose an insurance

life recommender system. In combination with an analytics hierarchy process, data min-

ing methods compound the dual-stage for the product recommendation. They enhance the

recommendations taking into account the lifetime value of customers. The lifetime value

of customers is given by age and income. Then, the K-means clustering method is applied

to segment the customers based on their lifetime value. An analytics hierarchy process,
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i.e., a multicriteria decision-making method, determines each cluster the best product al-

ternatives for a user. This is performed via the multicriteria flow designed by insurance

experts.

Several insurance recommender systems are focused on the cross-selling strategy,

i.e., recommend insurance products at the same level for the customer, e.g., life insur-

ance, car insurance, and others. However, in different scenarios, it is used the up-selling

strategy, where it is recommended complementary products that add particular benefits to

the main product. In the insurance domain, the complementary extension of an insurance

product is called an insurance rider. Rokach et al. (ROKACH et al., 2013) introduce an

insurance rider recommendation system based on an item-item collaborative filtering ap-

proach. This work aims to help inexperienced agents from call-center to provide suitable

recommendation rides for a policyholder. The method used in this work is a conditional

probability of purchase an item given an item purchased. With this simple approach, they

improve performance compare with other methods. Besides, call-center used the recom-

mender systems for several months, and results reported an increment in sales converted

in a factor of 3 compared to the traditional recommendations.

Insurance products are policies that involve a set of terms related to requirements

for obtaining the policy and benefits that offer if the policy is contracted. Razak et al.

(RAZAK; TAN; LIM, 2014) propose an insurance product recommendation system based

on expert rules and fuzzy rule generation method. The fuzzy rule generation is put in the

form of expert rules. Then, the fuzzy rules and the expert rules are merged to create a rule

catalog used by insurance advisors to recommend insurance products for their clients.

They use the Wang and Mendel algorithm for generating the fuzzy rules given the rules

base generated by insurance experts.

Unlike previous works, Xu et al. (XU et al., 2014) propose a vehicle insurance

recommender system based on association rule mining and customer segmentation. In this

work, the customers are segmented based on the value of their profit. It is performed to

turn the product recommendation more personalized. In each cluster, the transaction data

is mining for obtaining association rules that are used as an indicator of recommendation.

As a result, they show an increase in the performance of mining the transaction data in

each cluster instead of mining in the whole transaction data.

In the real world, the data has a dirty nature. Qazi et al. (QAZI et al., 2017) present

an insurance product recommender system based on the Bayesian Networks approach

using customer information and portfolio data. In this work, they create multi models
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for specific groups of customers to offer a most personalized recommendation. They

show the Bayesian Network method deal well with missing values because the variable

has multiple conditional dependencies where each dependency contributes partially. An

online validation shows an increase in the conversion of insurance policies.

Hinduja et al. (HINDUJA; PANDEY, 2017) propose a life insurance recommender

system based on user preferences and utility theory. An Intuitionistic Fuzzy Sets method

uses the user preference to estimate the importance of insurance features. Multicriteria

constraints allow filter products that satisfy the user demographic information. By default,

insurance experts assign values to policy features between 0 to 100, where 0 means lack of

policy feature, and 100 represents the presence of policy feature in its maximum benefit.

Using a Grey Relational Analysis is estimated the degree of utility of insurance policies

filtered that is calculated using the importance of policy features and the default values of

policy features. Finally, the insurance policies with maximum utility are recommended

for the user.

Data mining methods are widely used in recommender systems to alleviate draw-

backs or improve recommendation systems approaches. Kaewkiriya et al. (KAEWKIRIYA,

2017) propose a life insurance recommender system based on data mining methods.

Firstly the data is prepared and preprocessed. The most relevant features for data analysis

are selected using a decision tree algorithm. After identifying the most relevant customer

features, the customers are segmented using the k-means algorithm. Finally, it is created

a neural network model that is used to recommend insurance products. They obtain an

increment in performance using the combination of data mining methods compared to use

them independently.

Lesage et al. (LESAGE et al., 2020) propose a car insurance recommender sys-

tem. They combine the XGBoost algorithm and apriori algorithm to determine the right

customer to recommend and which insurance covers recommend. This approach im-

proves the up-selling campaigns. To obtain the recommendation list of items, they follow

a sequence of steps. Firstly, several datasets from different sources are integrated into

a unified dataset. These datasets contain information about the client, the insurance car

characteristics, premium, coverage, income, claims rated. Then, it is performed feature

engineering in the unified dataset to build relevant features validated by experts. Conse-

quently, it uses the XGBoost algorithm to determine the potential customers to acquire

riders, and the apriori algorithm is used to determine what rider is most likely to be ac-

cepted. Before obtaining the final recommendation list, multicriteria filtering is applied
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based on expert business rules.

Qazi et al. (QAZI et al., 2020) propose an insurance coverage recommender sys-

tem based on a Bayesian Networks method. Customer characteristics and customer port-

folio data are used. Multicriteria-base filtering based on business rules is used before

obtain the final recommendation list of products. Additionally, they propose a deep learn-

ing model to perform recommendations to potential customers based on external data.

The table 3.1 shows some comparison of the most relevant insurance recommen-

dation systems in terms of the target user, method, sales, and interactivity functionality.

Table 3.1: Recommender system works for insurance domain.

Work User Method Sales Interactive

Rahman et al. (2006) Client Case-based

reasoning

Cross selling Yes

Kumar et al. (2011) Agent Multicriteria Cross selling No

Rokach et al. (2013) Agent Collaborative-

based

filtering

Up selling No

Razak et al. (2014) Agent Fuzzy rules

generation

Cross selling No

Xu et al. (2014) Agent Association

rules mining

Cross selling No

Qazi et al. (2017) Agent Bayesian

networks

Cross and up

selling

No

Hinduja et al. (2017) Agent Utility

theory and

Multicriteria

Cross selling No

Kaewkiriya et al.

(2017)

Agent Neural

network

Cross selling No

Lesage et al. (2020) Agent XGBoost

algorithm

and

Association

rules mining

up selling No

Continued on next page
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Table 3.1 – Continued from previous page

Work User Method Sales Interactive

Qazi et al. (2020) Agent Bayesian

networks

and Deep

learning

cross and up

selling

No

Broker-RecSys Agent/Broker Association

rules

Cross selling Yes

3.2 Persuasive and Interactive Recommender System

Recommender systems aim to recommend the best services or products to users

based on their preferences, characteristics, or tastes. However, besides the accuracy, other

factors such as persuasion and user interaction play a vital role in the recommendation

task. These factors can increase the user acceptance of services/products as well as user

understanding of the recommendation process. In the following subsections, we describe

the persuasive and interactive recommender systems.

3.2.1 Persuasive Recommender System

Recommender systems aim to recommend services/products to users. In contrast,

persuasive recommender systems aim to persuade users to get some services/products

using several strategies based on human-human communication theories. Moreover, try

to answer the question of how to integrate persuasiveness into recommender systems?

(YOO; GRETZEL; ZANKER, 2012).

In recent years, several recommender systems have proposed works that integrate

persuasion strategies such as informative messages, transparency, presentation of recom-

mendations as well as justification, and explanation (GKIKA; LEKAKOS, 2014; SOFIA

et al., 2016).

Heras et al. (HERAS et al., 2017) propose a persuasive educational recommender

system based on the argumentation strategy. The argumentation strategy is used to per-

suade students to use certain learning objects based on their preferences and needs. The

learning objects metadata and the user profiles are used in the argumentation strategy.
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The persuasive educational recommender system uses the argumentation as an explana-

tion that is transferred to students in different ways. They can be content-based (based

on past information of learning objects that the student already rated), knowledge-based

(based on the past information that students profile already rated learning objects), and

collaborative (based on the similarity of similar students). In this work, they evaluated

how an argumentation strategy as an explanation form can persuade students into the

acceptance of learning objects.

Alslaity et al. (ALSLAITY; TRAN, 2019) propose PerPer, a personalized persua-

sive recommender system framework based on the learning automates concepts to choose

the best persuasive strategy to apply for a specific user. PerPer framework is composed

of two parts: A persuasive engine and a recommendation system. Figure 3.1 shows the

PerPer framework. The persuasive engine takes as input the feedback and user profile and

based on this, choose the best persuasive strategy to apply in the target user. On the other

hand, the recommender system component recommends products using the persuasive

strategy chosen by the persuasive component. The strategy can vary from textual cues

based on keywords, symbols, visualizations, and human-agents entities.

Figure 3.1: PerPer framework

Source: (ALSLAITY; TRAN, 2019)

Sánchez et al. (SÁNCHEZ-CORCUERA et al., 2020) propose a persuasive rec-

ommender system to determine the best persuasive strategy for a user profile so that the

user uses shared spaces to save electricity. They propose integrating two recommender

systems: Hybrid item Ranker(HiR) and Specific impact Predictor (SiP). HiR provides a
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ranking of items based on the specific user profile and the rating matrix of items. In order

to make that, a principal component analysis is used to represent user profiles visually.

So, users near in space mean that they may have similar item preferences. A score based

on users near in space is multiplying to the ranking of items to determine the ranking of

items with the best persuasive strategy. Consequently, SiP receives from HiR as inputs

only items that represent the best persuasive strategy for a user profile. Using an active

learning approach, SiP predicts the user’s rating respect for the items given.

Figure 3.2: Architecture of the persuasive recommender system.

Source: (SÁNCHEZ-CORCUERA et al., 2020)

3.2.2 Interactive Recommender System

The black-box nature of the recommender systems limits the understanding and

acceptance of the recommendations suggested for the users. The interactive recommender

systems address the natural questions of the users such as why reason some recommen-

dation is offered?, how the recommendation system obtained the recommendations? or

is it possible to intervene in the recommendation process? and so on. In order to ad-

dress these questions, some studies were performed. He et al. (HE; PARRA; VERBERT,

2016) propose a framework that involves recommendation and visualization components

to solve several drawbacks in recommender systems such as transparency (explanation

of the internal functionability of the recommender system for users), justification (jus-

tify why the recommendation is get by the user), controllability (the user take part in the

recommendation process), cold-start problem (alleviating through algorithmics and in-

teractive visualization methods and techniques), and diversity (enhancement of potential

products with are not included in the user preferences). On the other hand, Valdez et

al. (VALDEZ; ZIEFLE; VERBERT, 2016) analyzed several works that consider human

factors and visualization methods that improve user experience and acceptance. Another

critical factor is interaction with recommender systems. In this direction, Jugovac et al.

(JUGOVAC; JANNACH, 2017) present an overview of the interaction aspects involved
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in the recommender systems consideration the presentation and interaction in the rec-

ommendation process. Interactive recommender systems intersect multiple areas such as

the UX/UI design, recommendation system, data visualization, and machine learning to

enable users to answer their natural questions, as mentioned above. Some of the most rep-

resentatives interactive recommender systems that support the present dissertation work

are mentioned in the following paragraphs.

O’Donovan et al. (O’DONOVAN et al., 2008) propose an interactive recom-

mender system based on a collaborative filtering approach. This work provides a visual

explanation of the collaborative filtering process. Given an active user, it is possible to

manipulate the number of user neighbors to recommend items for the active user. The

Euclidean distance gives the correlation that exists between the neighbors and the active

user that is represented visually. The active user receives recommendations based on the

profile of his k-nearest neighbors. This recommender system deals with the cold-start

problem because the recommendation is performed based on the k-nearest neighbors, i.e.,

there are many options to recommend for the active user. The user involvement in the

recommendation process helps the user to understand how the recommendations are ob-

tained, and the visualization interface improves the recommendation acceptance. Figure

3.3 shows the visual interface of the PeerChooser recommender system.

Symeonidis et al. propose MoviExplain, a recommender system that integrates

explanation. MovieExplain is a hybrid recommender system that combines the content-

based filtering and collaborative-based filtering method. Information about the item is

used to create an item profile while the user’s rating is used to create a user profile. Movie-

Explain takes as input the user and item profile and obtains recommendations based on the

similarity with other items and user profiles. MoviExplain aims to justify the recommen-

dation for increments the recommendation acceptance. Figure 3.4 shows the MoviExplain

interface.

Zhao et al. (ZHAO et al., 2010) propose Pharos, a social map-based recommender

system. This recommender system aims to help users to gain insights about the contents

of communities. In social websites, communities are described by topics and people re-

lated to those topics. Pharos allows users to discover interesting communities and topics

interactively. Besides, users obtain a content list, and people list recommendations based

on their interests. Pharos addresses the cold-start problem because it is based on clus-

terization as well as the recommendation explanation because it provides an explanation

about the community via the visualization that encodes topics and people related to the
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Figure 3.3: PeerChooser’s Interactive Interface - Visual explanation of the collaborative
filtering process.

Source: (O’DONOVAN et al., 2008)

Figure 3.4: MoviExplain Interface - Justification of the recommendation of movies based
on the movie and user profiles.

Source: (SYMEONIDIS; NANOPOULOS; MANOLOPOULOS, 2009)

community. The figure 3.5 shows the Pharos interface.

Jin et al. (JIN et al., 2016) propose Paris-Ad, an advertising recommender sys-

tem. This recommender system allows users to control and understand the process of the
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Figure 3.5: Pharos Interface - Communities described by topics and people related to the
topics.

Source: (ZHAO et al., 2010)

recommendation of ads. User demographic information, personality information, and ad

preferences from a user is used to create a user profile. When a user watches a trailer

movie, Paris-Ad recommends the most relevant ads for the user using his user profile and

the trailer movie information. Transparency feature is adopted, showing to the user the

information used to obtain the recommendations as well as an explanation about the ads

recommended. Besides, Paris-Ad allows users involvement in the recommendation pro-

cess via the manipulation of user-profiles and ad categories. In Figure 3.6 is shown the

Paris-Ad interface.

Aoike et al. (AOIKE et al., 2019) propose an interactive tour planning recom-

mender system using crowd information of tourist spots in order to enhance the experience

and satisfaction of tourists. Tourists interact with the recommender systems providing per-

sonal specifications such as tour conditions and tour characteristics. In the experiments,

they obtained that in 70% of cases, the recommender systems provide alternative tourist

plans in spots that are not crowded. Figure 3.7 shows the tour planning interface.

Yu et al. (YU; SHEN; JIN, 2020) propose a hands-free visual dialog interactive

recommender system. User comments in a natural language the desired item features.
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Figure 3.6: Paris-Ad Interface - Explanation of the ad recommendation based on user
control and movie information.

Source: (JIN et al., 2016)

The system provides a list of visual items based on these item features chosen. A neural

network model takes as input the user comment that described the desired item features

and the list of images, and it identifies the items related to that comments using a bandit

algorithm. This process is performed iteratively until the user finds the expected item.

Figure 3.8 shows the components and process involved in the hands-free visual dialog

interactive recommender system.
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Figure 3.7: Tour planning interface.

Source: (AOIKE et al., 2019)

Figure 3.8: Process in the hands-free visual dialog interactive recommender system.

Source: (YU; SHEN; JIN, 2020)

3.3 Association Rules Visualization

The association rule algorithm suffers the overload of rule generation that difficult

the rule identification and exploration. In past years, several works were proposed to turn

easy the identification and exploration of association rules. Bruzzese et al. (BRUZZESE;
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DAVINO, 2008) describe several popular approaches to visualize association rules such

as tabular visualization, scatter plot, graph visualization, parallel coordinates, and others.

Recently, Hahsler et al. (HAHSLER, 2017) provide aruleviz, aruleviz is an R library that

contains the ten most relevant visualization of association rules.

On the other hand, other works propose alternatives to visualize association rules.

Hahsler et al. (HAHSLER; KARPIENKO, 2017) propose an interactive visual explo-

ration of association rules based on a grouped matrix representation. Using a clusteriza-

tion method, the rules are grouped considering an interesting measure such as support,

confidence, or lift. The matrix visualization is used to show the grouped rules, and it can

be explored in detail. The antecedents and consequents of the rules are displayed in the

columns and rows, respectively.

Mukherji et al. (MUKHERJI et al., 2018) propose an interactive rule exploration

framework. This framework provides two interactive spaces called parameter and visual-

ization space, respectively. The aims of the first interactive space, called parameter space,

provide the visualization of rules in a general manner, this is generated by a dynamic set

of parameters. On the other hand, the rules visualization space allows visualizing the rules

in detail using a tabular view or a glyph visualization.

In order to obtain a general overview of the visualizations of association rules, a

comparative table is built based on representative works of the literature (BRUZZESE;

DAVINO, 2008; HAHSLER; CHELLUBOINA, 2011; HAHSLER, 2017; MUKHERJI et

al., 2018). The Table 3.2 shows a comparison of the most representative visualization of

association rules in terms of visualization technique used, size of rules supported, number

of measures supported, interactive features and the level of usability of the visualization.

Table 3.2: Comparison of techniques for association rule visualization

Technique Rule set Measures Interactive features Ease of use

[--, ++]

Scatterplot Large 3 hover, zoom, pan, brush,

grid line

++

Two-Key plot Large 2+order hover, zoom, pan ++

Matrix-based Medium 1 hover, zoom, pan,

reordering

0

Matrix-based (2

measures)

Medium 2 hover, zoom, pan,

reordering

-

Continued on next page
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Table 3.2 – Continued from previous page

Technique Rule set Measures Interactive features Ease of use

[--, ++]

Matrix-based (3D

bar)

Small 1 hover, reordering +

Grouped matrix Large 1 drill down, inspect 0

Graph-based Small 2 hover, zoom, pan, brush ++

Graph-based

(external)

Large 2 hover, zoom, pan, brush,

reordering

+

Parallel coordinates Small 1 reordering -

Double-decker Single rule 2 -

PSpace (Matrix) Large 2 inspection, zoom, grid

line, hover, drill-down

++

RSpace (Glyph) Large 2 inspection, filtering,

sorting

++

Tabular Medium 1+ hover, filtering, searching,

sorting, drill down,

pagination

++
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4 BROKER-RECSYS - AN INTERACTIVE RECOMMENDER SYSTEM FOR IN-

SURANCE BROKERAGE

In this chapter, we describe Broker-RecSys, an interactive recommender system

that supports brokers with the recommendation process of insurance products in their

client portfolio. Section 4.1 describes the insurance brokerage domain flow and the func-

tional requirements related to the insurance product recommendation task. Section 4.2

presents an overview of the Broker-RecSys framework and describes its main parts at a

high level. Posteriorly, it is detailed each component from each Broker-RecSys part in

section 4.3. Finally, section 4.4 presents the Broker-RecSys tool, resources involved in

the development process, as well as a running example.

4.1 Recommender System Requirements

In the insurance brokerage domain, there are three main components: Insurer,

Broker, and client. Figure 4.1 shows the Insurance brokerage domain flow.

- Client: The client is somebody that wants or buys an insurance product to cover

risk and be protected from a financial loss.

- Insurer: Insurers provide insurance products based on the stratification of people

groups. Also, they offer insurance riders that are additional benefits that comple-

ment the insurance products.

- Broker: An insurance broker is a professional that offers, negotiates, and sells

insurance products to clients for compensation.

4.1.1 Requirements into the recommendation process

In collaboration with an insurance broker expert, we determine the functional re-

quirements needed in the recommendation process in the insurance brokerage domain.

The insurance broker is an intermediate between the insurer and the clients. They of-

fer insurance products, negotiate, and finally sell the insurance products for their clients.

Also, brokers try to retain existing clients offering additional insurance products. To iden-

tify clients to offer additional insurance products, they evaluate the number of products
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that the client already purchased and specific client characteristics as an indicator that

those clients are potential clients to offer more insurance products. For example, Gretel, a

young girl that lives in the south of Brazil, has a car insurance product purchased, and she

is friends of Roberta, a young traveler. They shared similar personal characteristics, such

as age, gender, and region. Then, the broker can offer additional products that Roberta has

to Gretel, such as insurance travel, and expect to succeed in the recommendation based

on their experience i.e., similar people probably buy similar products. Below, we describe

the functional requirements involved in the insurance products recommendation task.

- Cluster clients based on specific client characteristics.

- Filter clients based on specific client characteristics.

- Filter clients based on the number of products purchased.

- Visual customer representation to allow an easy exploratory and identification of

clients.

- Recommendation of products for a specific client.

- Recommendation of products for a group of clients i.e., perform marketing cam-

paign.

- Allow the broker to take part in the recommendation process.

- Visual representation of recommendations.

Figure 4.1: Insurance brokerage domain flow in a high level.
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4.2 System Overview

Figure 4.2: Broker-RecSys framework

Broker-RecSys is an interactive recommender system that aims to be a support

system to help brokers into the recommendation of insurance products in their client port-

folio. Using the information of the client portfolio of brokers in a brokerage, Broker-

RecSys extracts useful information from the portfolios and help to recommend insurance

products for each broker in his client portfolio. Broker-Recsys is a collaborative rec-

ommender system because it takes advantage of the isolated client portfolio of brokers,

joins all this information in one place, and extracts useful knowledge from the data. After

that, the discovered knowledge is consumed and used for all brokers to offers insurance

products in their client portfolio.

To help insurance brokers in the recommendation process of insurance products,

Broker-RecSys combine data mining methods with user interaction and visualization

methods. The recommender system allows insurance brokers to recommend products

for two types of target users: specific customer and customer group. Specific customers

can receive two types of recommendations based on popularity and purchase behavior.

Besides, Broker-RecSys provides a module to perform ultra-segmentation based on inter-
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esting characteristics chosen by the broker. In order to help brokers into the identification

of potential customers or interesting groups of customers to offer insurance products, the

system provides filters and visualizations that turn these tasks easy to perform. Broker-

RecSys is composed of three parts: Brokerage, Broker, and Recommendation process.

Figure 4.2 shows the propose Broker-RecSys framework. In the following, each part of

the Broker-RecSys framework is detailed.

• Brokerage part: This part contains three modules: Integration and preprocess-

ing data, generation of customer groups and mining association rules. In the

first module Integration and preprocessing data, it is integrated the client port-

folio of brokers and performed a preparing process of the data for the next module

generation of customer groups. The module generation of customer groups under-

takes to perform the ultra-segmentation of broker-data in their multiple dimensions,

i.e., clusterization based on their client characteristics such as gender, age, and re-

gion. Finally, inside each customer group generated by the previous component, It

is mining the transaction data to obtain the query models used in the recommen-

dation process. The elements of the Brokerage part are colored by light blue color

(see Figure 4.2).

• Broker part: This part contains four modules: upload input data, group as-

signment to the customer, visual customer representation and rule visual rep-

resentation. The first module allows the broker to upload his client portfolio to

the system, and automatically the portfolio is preparing for the next module group

assignment to the customer. The group assignment to the customer module as-

signs a group label for each customer in the client portfolio based on the attributes

chosen by the broker to group the customers. The third module visual customer

representation allows the broker to realize the exploration and identification of po-

tential clients. Finally, the rule visual representation component allows the broker

to visualize the recommendations in differents views for exploring and identify in-

teresting recommendations. The elements of the Broker part are colored with an

orange color (see Figure 4.2).

• Recommendation process part: After executing the previous components of the

brokerage part as well as the broker part, the broker can perform the recommen-

dation process. The recommendation process provides to the broker two levels of

recommendations and two types of recommendations. The recommendation level

refers to that a broker can recommend insurance products for a specific customer or
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a customer group. On the other hand, the types of recommendations indicate that

the broker can recommend insurance products based on popularity and purchase

behavior. The elements of the Recommendation process are colored by green color

(see Figure 4.2).

4.3 Broker-RecSys Components

In this section is detailed each component from the Broker-RecSys framework. As

explained above, the Broker-RecSys framework is composed of three parts: Brokerage,

Broker, and Recommendation process. Each of them contains a sequence of components

that inconjunct builds the interactive recommender system.

4.3.1 Preprocessing and Preparing Data

Data in the real world have a dirty nature. This means that the data can be incom-

plete (missing attribute values), noisy (it can contain wrong values and outliers values),

and inconsistent (there is a disparity in the attribute values). Due that the quality of the

data determines the quality of the knowledge results, our first component performs these

tasks.

This component is responsible for preprocessing and preparing the data for knowl-

edge discovery (brokerage data) and query data (broker portfolio). We applied the basic

techniques for performing the preprocessing and preparing of data such as data cleaning,

data integration, data transformation, and data reduction (GARCÍA; LUENGO; HER-

RERA, 2015).

In the data cleaning step, we fill missing values, remove outliers, and resolve in-

consistencies in the attribute values. In the data integration step, we perform the integra-

tion of multiple datasets; in this case, client portfolios. This dataset are stored in different

formats such as .xlsx, .csv or .txt and with diverse codification (e.g., utf-8, ANSI). The

integration of client portfolios consists of combining the multiple client portfolios in a

unified client portfolio in the same format file, format data, and codification. In the next

step, data transformation uses this unified dataset. In the data transformation step, the

data is transformed into a valid format used by data mining algorithms.

Finally, in the data reduction step, we select predefined features determined in con-
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cordance with an insurance broker expert based on the importance of insurance products’

recommendation. Until this point, The data is pre-processed and prepared and already to

feed the next components (see Table 4.1).

Table 4.1: Dataset format of the portfolio of clients used by the Broker-RecSys tool.

Attribute Description

Birthday Birthday of the customer e.g., 22/02/1850

Region Region (0,..,9) of the customer extracted from postal code

Gender Gender of the customer e.g., female, male, etc.

Product Product purchase by the customer e.g., car, travel, etc

Name Name of the customer

Id Identifier of the customer

4.3.2 Customer Groups Generation

Customer segmentation matters. Customer segmentation groups customers into

homogeneous sets based on their similar characteristics, and it allows the extraction of

useful information. Insurance broker’s requirements show that they desire flexibility to

recommend products in their client portfolio based on different customer characteristics

such as based gender or age and region, and so on. The cluster control requirement

enables a more personalized recommendation because it considers only customers with

strong similarities, and consequently, the recommendations should be more personalized.

Thus, for satisfying this requirement, a module called "customer groups generation" is in-

tegrated into Broker-RecSys. This module allows Broker-RecSys to generate all possible

groups of clients based on their demographic information combination. Thus, each cus-

tomer characteristics combination will allow mining the data inside that group to generate

recommendations (query models).

More technically, consider n as the number of customer characteristics, then, it

generates 2n − 1 customer characteristic combinations. Consequently, each customer

characteristic combination generates a set of customer groups. In each of these cus-

tomer groups, the data is mining to create the query models. For example, given the

number of features n = 2 and the feature vector F = {f1, f2} where f1 and f2 are

the customer characteristics. Then the total characteristics combinations in F will be

C = {{f1}, {f2}, {f1, f2}}. Consequently, it will generate several groups based on each
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element of the vector C. For example, if we take the first element {f1}, it means that the

clusterization will be performed based on the feature f1 or if we take the third element

{f1, f2} that indicate that the clusterization will be performed based on the features f1 and

f2. Each one of the elements of the feature vector C will generate some groups according

to the clusterization algorithm used. For cluster customers, we employed the mean-shift

algorithm (COMANICIU; MEER, 2002) due to its capacity to determine clusters through

exploiting the density in the data distribution, as explained in subsection 2.2.2. The band-

width parameter value for the mean-shift algorithm is calculated using a sample point

estimator method. The bandwidth value was obtained as the mean of the maximum pair-

wise distances for each data point in the data distribution with their n neighbors where n

represents the 30% of the data points.

4.3.3 Groups Assignment for Customers

For each customer in the query data (customer portfolio), a label is assigned based

on the segments generated by the customer groups generation module. For an input cus-

tomer portfolio vector CP = {cp1, cp2, .., cpl} where l is the number of customers and

cpi = {fc1, fc2, .., fcp} represent the customer characteristic vector i where i ∈ {1, l}

and p represent the number of customer characteristics, This component assign one of

the desired segment created by the customer groups generation component to each cus-

tomer cpi. The assignation occurs considering the customer characteristics selected by the

broker in the segmentation of its customer portfolio. For example, considering p = 2 then

cpi = {fc1, fc2} and the customer characteristics selected by the broker was fc1, then, to

assign one segment to the customer i, the group assigment for client component recov-

ered the centroids of the segments generated by the customer characteristics combination

{fc1} by the "customer groups generation" component. Then, it computes the distance

between the cpi considering {fc1} to the centroid to each segment recovered, and it is

assigned to the customer the label of the segment where the distance is minimum. After

that, all the customers in the portfolio will obtain a label of segment assigned and can get

recommendations based on the customer group to they belong.
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4.3.4 Visual Representation of Customers

One goal in this work is to facilitate the exploration and identification of potential

customers to offer insurance products in the customer level recommendation. Thus, we

consider the number of products purchased by the customer as an indicator to identify

potential customers as well as their attributes to allow filtering. The clients that have

fewer products bought turn a potential customer to offer additional insurance products;

otherwise, the customer does not need much attention.

An expert insurance broker evaluates several visualizations to choose one that best

accomplishes the requirements to perform the insurance product recommendation task.

Figure 4.3 shows the validation flow of the visual representation of customers. Addition-

ally, Table 4.2 details the visualization type, pros, cons and the expert validation.

Figure 4.3: Validation flow of the Visual Representation of Customers
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Table 4.2: Validation of the different visualizations proposed for the visual representation
of customers.

Visualization

Type

Pros and Cons Expert

Validation

Force-Directed

Graph

Pros:

- Arrangement of circles without overlaping.

- Cluster objects.

- Show/Hide objects.

- Color and size encode.

- Zoom and pan.

Cons:

- Unused spaces in cluster formation.

- Cluttered in the cluster process until conver-

gence.

No

Circle packing Pros:

- Arrangement of circles without overlaping.

- Cluster objects.

- Show/Hide objects.

- Color and size encode.

- Zoom and pan.

Cons:

Yes

We use the circle packing visualization for representing the customers visually as

well as the customer groups arranged. Each internal circle in the circle packing represents

one customer. The internal circle color is encoded between the divergence of red, yellow,

and green colors, which are inspired in the semaphore colors that denote the alert level.

More specifically, it means that the internal circle color near to red has few products

purchase, and the internal circle color near to green has many products. The internal

circles in the circle packing visualization are grouped visually based on the label of the

customer group to belong (see Figure 4.7(c)).

On the other hand, customer group visualization helps the broker to know how



56

many customer groups have and understand what customer type the broker has in his

portfolio based on customer characteristics. We attach this by encoding customer group

information into a visual summarization using visualization such as pie chart and bar chart

that allows brokers to explore and identify interesting groups of customers in an easy and

faster manner (see Figure 4.10a(b)).

4.3.5 Mining Association Rules and Rules Visualization

Due to the nature of the client portfolio data (past sales) and for obtaining the

query models, our recommender system’s core is constructed based on the association

rule mining method. In the customer groups generation component, we got the customer

groups based on the customer characteristics combination. For each customer group the

transaction data is mining using the apriori algorithm (AGRAWAL; SRIKANT et al.,

1994)(for more details see subsection 2.2.1). To generate the major quantity of association

rules that allow exploring rarity and variety recommendations, we choose the min-support

and min-confidence parameters as 0.01 and 0.01, respectively. To recommend insurance

products for a customer is filtered the association rules in accordance with the insurance

products purchased by the specific customer selected.

As a natural characteristic of the association rule algorithm is the overhead of rule

generation, this increases the effort into the rule exploration and identification process.

The table view and scatterplot visualization are chosen to visually represent the

recommendations based on the advantages that they have related to the size of the ruleset,

measures, interactive features, and usability in comparison with other visualizations (see

Table 3.2).

An expert insurance broker validates the two visualizations i.e., table view and

scatter plot visualization embedded in the recommendation system, in order to choose

one that best accomplishes the requirements to perform the insurance product recommen-

dation task. Figure 4.4 shows the validation flow of the visual representation of recom-

mendations. Additionally, Table 4.3 details the visualization type, pros, cons and the

expert validation.
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Figure 4.4: Validation flow of the visual Representation of Recommendations.
d[h]

Table 4.3: Validation of the different visualizations proposed for the visual representation
of recommendations

Visualization

Type

Pros and Cons Expert

Validation

Table view Pros:

- Works well with a medium rule set.

- Encodes measures more than 1.

- Interactive features such as hover, filtering,

searching, sorting, drill down, pagination.

- Ease of use.

Cons:

- Verbal interaction as well as visual interaction.

Yes

Continued on next page
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Table 4.3 – Continued from previous page

Visualization

Type

Pros and Cons Expert

Validation

Scatter plot Pros:

- Works well with large rule set.

- Ease of use.

- Encodes measures up 3.

- Show/Hide objects.

- Color and size encode.

- Zoom, pan, brush and grid line.

Cons:

- Occlusion in the visualization with large

dataset.

Yes

We visually represent the rules using the Table view and Scatterplot visualiza-

tion to address this problem to turn the process of exploration and identification of rules

easy. Additionally, to the support and confidence, we introduce a new measure called

customer-affected that denotes how many customers are affected in the client portfolio

by the recommendation in the group recommendation level. These two visualizations are

chosen considering the advantages to cover the requirements of brokers to perform the

recommendation task (see Table 4.3).

4.3.6 Recommendation Explanation

The recommendation explanation plays an important role in the user experience.

Provide a recommendation explanation to help users in terms of effectiveness and ef-

ficiency (TINTAREV; MASTHOFF, 2007). For this, Broker-RecSys explains the rec-

ommendation to turn easy to interpret by final users. We represent the recommendation

explanation with a minimalistic textual format that contains the information of measures

such as support, confidence, and affected-customers of the recommendation. This expla-

nation tries to answer the human questions related to the recommendation what product?
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and why reason?. For example, in Figure 4.9 an explanation of measure conditional prob-

ability (confidence) is shown ( 33.33% of clients that purchased car and travel insurance

also purchase business insurance).

4.3.7 Cold-start Problem

The cold-start problem is a problem that affects recommender systems due to in-

sufficient information that not allows recommending items for the users. For example, this

occurs when the recommender systems receive a new user (missing information about the

user, e.g., preferences and interests). Similarly, it also can occur when a new item is in-

troduced to the recommender system (missing information about the item, e.g., rating or

purchase information). In both cases, the recommender system can not recommend items

for the user.

To alleviate the cold-start problem, a problem that affects customers that do not

have products purchased (new users), we use the popularity recommendation strategy.

This strategy consists of recommending the top-n recommendation. The top-n recom-

mendations are obtained based on the products purchased by a specific customer selected

in the group to which the customer belongs. The popular recommendations act as a com-

plement to the recommendation based on purchase behavior. In Figure 4.7 (d) the top-3

popular products for recommend for a customer is shown visually using a bar chart visu-

alization.

4.4 Broker-RecSys Tool

Broker-RecSys framework is embedded in a web-based system. The resources

used to develop the interactive recommender system are as follows: to visualize the data,

the d3 javascript library (BOSTOCK; OGIEVETSKY; HEER, 2011) is used. The HTML,

JavaScript, and CSS are used as the basic block to build the web system. Python, a popular

language for data analysis, was used for building the core of the recommendation system,

including popular libraries such as numpy1 and pandas2 that are used to implement the

several algorithms used in this work. We use PostgreSQL 3 for storage the data and

1https://numpy.org/
2https://pandas.pydata.org/
3https://www.postgresql.org/
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Django4 is used as the web framework based on the MVT architecture to develop the

web-based system. The high-level web system architecture is shown in Figure 4.5.

Figure 4.5: Web system architecture

4.4.1 Overview

Broker-RecSys, an interactive recommender system that aims to support insur-

ance brokers into the recommendation process. Figure 4.6 show the home page after a

user started a session in the Broker-RecSys system. Figure 4.6(a) shows the three main

functionalities that an insurance broker can perform using the Broker-RecSys system.

4https://www.djangoproject.com/
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Figure 4.6: Home page of Broker-RecSys

Insurance brokers can use the three functionalities in their daily insurance product

recommendation activities. The first functionality, "Dataset", allows the insurance broker

to upload his clients’ portfolios to Broker-RecSys. After that, Broker-RecSys prepare and

preprocessing the data (client portfolio) and turn ready to perform the recommendation

process at two levels: specific customer and customer group. Then, an Insurance broker

can recommend insurance products for a specific customer or a customer group. In the

following subsections, a running example of the recommendation process at the two levels

are detailed.

4.4.2 Recommendation for a Specific Customer

In the first level, the broker can segment their customers based on interesting char-

acteristics, e.g., gender and region. After this, the broker can filter their customers based

on their characteristics (e.g., gender-male, region-0-São Paulo) as well as to explore them

visually to identify potential customers to offer recommendations. To identify a potential

customer, the broker looks for the color alert level of the customer in the circle packing

visualization. After identifying the potential customer, the recommender system provides

two types of recommendations for the identified customer: one based on the purchasing

behavior and the other based on the most popular products. For example, Pedro is an
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insurance broker, he uploads his portfolio of clients in the web system and automatically

his client portfolio is represented visually (See Figure 4.7(c)). After that, Pedro wants

to recommend insurance products for his customers based on age and gender (See Figure

4.7(a)). Then, Broker-RecSys segment the clients using these interesting attributes se-

lected by Pedro and return two groups (See Figure 4.7(c)). Now, Pedro wants to identify

potential customers to offer insurance products. For this, Pedro determines that it should

be interesting to find male clients with age between 30 and 65 years old that live in regions

5, 6, 8, 9 (See Figure 4.7(b)). Also, Pedro filter clients that have more than one product

purchased, obtaining 86 potential customers filtered. Pedro goes to group 2 in the visual

customer representation and selects a client. After selection the client, Broker-RecSys

provide the information of Alexandre, the client selected as well as provide two types of

recommendations to offer for Alexandre: based on popularity (See Figure 4.7(d)) and

based on the purchase behavior (See Figure 4.7(e)). At this point, Pedro can offer for

Alexandre green card insurance product because more than 40% of clients from the same

customer group to which Alexandre belongs bought green card insurance. On the other

hand, Pedro wants to know what products he can offer for Alexandre based on his pur-

chase history and why. Pedro interprets the recommendation based on purchase behavior

and sees that Alexandre can receive business insurance as a recommendation, and now

he wants to ask why? What is the reason?, then, Pedro identify two metrics in the table:

the probability of joint purchase (support) and the conditional probability of purchase

(confidence). To interpret each of them, Broker-RecSys provides an explanation of each

metric for each recommendation (See Figure 4.8 and 4.9). Finally, Pedro decides what

recommendations to offer for Alexandre.
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Figure 4.7: Visual interface used in the recommendation process for a specific customer.
a) User control to cluster customers. b) Customer filters. c) Visual customer representa-
tion. d) Popular-based recommendation. e) Purchase behavior recommendation.

Figure 4.8: Specific customer recommendation - probability of joint purchase (support)
explanation
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Figure 4.9: Specific customer recommendation - conditional probability of purchase (con-
fidence) explanation
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4.4.3 Recommendation for a Customer Group

In the second level, the broker can find interesting recommendations to offer for

a group of their customers. The broker visually explores the customer groups. After

the broker identified one target group, he can explore the recommendations that can be

offered inside the customer group selected. The broker can visualize and explore the

recommendations using the Table and Scatterplot visualization (see Fig. 4.10). Maria,

an insurance broker, wants to offer insurance products for a customer group, she wants

to recommend insurance products based on age and gender. For this, she segments her

client portfolio based on these client characteristics (See Figure 4.10 (a)) and obtains two

clusters. Next, she explores those customer groups visually (See Figure 4.10(b)) and se-

lect the first group that is interesting for her. After she selects the customer group, a set

of recommendations to offers in the group selected are showed for Maria (See Figure

4.10(c)). Maria can choose to visualize the recommendation via a table view or a scat-

terplot view and then explore these recommendations. For each recommendation, she

can answer two questions: what products offer? and for why reason?. Maria answers

the first question filtering recommendations based on what products Maria wants to of-

fer for her clients, or what products offer for clients that already have specific products

purchased. On the other hand, Maria answer the second question using the explanation

of each recommendation based on their measures such as probability of joint purchase,

probability of conditional purchase and customers affected by the recommendation (See

Figure 4.11, 4.12 and 4.13). Thus, Maria can recommend specific products for a cus-

tomer group. Besides, brokers can plan a marketing campaign for a set of products and

send recommendations for their clients via the internet.
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Figure 4.10: Recommendation for a customer group. a) User control to cluster customers.
b) Visual summarization of customer groups. c) Visualization of product recommendation

(a) Table view

(b) Scatterplot view
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Figure 4.11: Recommendation for a customer group - Probability of joint purchase (sup-
port) explanation.

Figure 4.12: Recommendation for a customer group - Conditional probability of purchase
(confidence) explanation.

Figure 4.13: Recommendation for a customer group - Affected-customers explanation.



68

5 EXPERIMENTAL EVALUATION

This chapter presents the experiments that were conducted to evaluate the usabil-

ity and usefulness dimension of Broker-RecSys. We conducted two user studies: (i)

local, naive users evaluated the usability dimension based on questionnaires and the eye-

tracking analysis, and (ii) remote, insurance brokers evaluated the usability and usefulness

dimensions based on questionnaires.

5.1 Usability and Usefulness Evaluation

Usability and usefulness are quantitative and qualitative measures obtained from a

user in the use of an information system. This usability and usefulness measures are used

to evaluate a computational system to increase the user experience.

Usability is defined as “the extent to which a product can be used by specified

users to achieve specified goals with effectiveness, efficiency, and satisfaction in a spec-

ified context of use” (ISO, 2018). In this sense, effectiveness measures the satisfactory

completion of specifics goals, efficiency measures the resources required to achieve spe-

cific goals, and satisfaction is related to the user’s degree of satisfaction in the use of the

computational system. Usability focus on user interaction with the different functionali-

ties of the computational system.

On the other hand, usefulness is defined as “the degree to which a user is satisfied

with their perceived achievement of pragmatic goals, including the results of use and the

consequences of use” (IEC, 2011). In this case, usefulness focuses on user interaction

with the information provided by the user’s computational system.

To evaluate Broker-RecSys, we conducted two user studies locally and remotely.

Locally, naive users participate in evaluating Broker-RecSys in the usability dimension.

In this study case, we combine a widely used evaluation method based on questionnaires

and evaluations based on the eye-tracking analysis to make a better analysis related to

effectiveness, efficiency, and satisfaction. On the other hand, insurance brokers partic-

ipate in evaluating Broker-RecSys in the usability and usefulness dimensions. In this

study case, the experiment conducted is more focused on user-centered tasks related to

the usefulness dimension as well as the evaluation based on questionnaires.

With this two studies, we want to answer our research questions mentioned in

Chapter 1:
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1. Broker-RecSys enables naive users to perform insurance products recommen-

dation tasks?

2. Broker-RecSys supports insurance brokers in the recommendation process for

offer insurance products in their client portfolio?

A pilot study was conducted previously locally and remotely with ten naive users

and three insurance brokers (ATAUCHI; NEDEL; GALANTE, 2019). We use this infor-

mation to improve the interface design and insurance recommendation tasks for the final

test experiment (See Table 5.1).

Table 5.1: User tasks for the test session.

Target of the

recommendation task

Task description

Specific customer 1. Cluster the clients based on gender. How many

groups were formed?

2. Filter the clients by gender female and region 7. How

many clients were filtered?

3. Select a client who has 2 products purchased. What

products the client purchased?

4. Which best product can be offered to the client

selected based on popularity? why?

5. Which best product can be offered to the client

selected based on purchase behavior? why?

Continued on next page
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Table 5.1 – Continued from previous page

Target of the

recommendation task

Task description

Group of customers 1. Cluster the clients based on gender and age. How

many groups are formed?

2. Select the second group. What characteristic has this

group?

3. Using a table view, sort and choose the

recommendation with the highest conditional

probability. What does this mean?

4. With the scatterplot view, what recommendation

affect most of customers? What does this mean?

In the following subsections, we detailed a brief concept and formulation of the

metrics used in the evaluation of Broker-RecSys.

5.1.1 Usability Questionnaire

We use SUS to evaluate the usability of Broker-RecSys based on the question-

naire, the widely used-based questionnaire that measures perception of usability of a tool

(BROOKE et al., 1996). SUS questionnaire is composed of ten items. Each item can re-

ceive a rating on the Likert scale between 0 and 5 from strongly disagree to agree strongly.

The SUS score varies between 0-100 and determines the level of usability of the tool. The

number of participants was considered to calculate SUS score, the position of items i.e.,

odd or even, and the rating given by each user to each item. SUS score greater than 68

are considered that a tool has good usability. The SUS score is given by Equation 5.2.

SUS_score_u = (
∑

i∈{1,3,5,7,9}

(Ru,i − 1) +
∑

j∈{2,4,6,8,10}

(5−Ru,j)) ∗ 2.5 (5.1)
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SUS_score_total =

∑
u∈{1,..,n} SUS_score_u

n
(5.2)

where SUS_score_u denotes the score obtained by a user u, Ru,i represents the rating

given by user u for the item i and SUS_score_total denotes the SUS score obtained from

n users.

To interpret the SUS score, Bangor et al. (BANGOR; KORTUM; MILLER, 2009)

propose the adjective rating scale that allows obtaining a textual interpretation of the SUS

score result. Figure 5.1 shows the SUS interpretation based on the SUS score.

Figure 5.1: SUS score interpretation

Source: (BANGOR; KORTUM; MILLER, 2009)

5.1.2 Eye Tracking Analysis: Effectiveness and Efficiency

The eye-tracking analysis is well adopted in information visualization and psy-

chology research. Information visualization adopts this method to evaluate visualization

methods based on the gaze data (KURZHALS et al., 2014; FU; NOY; STOREY, 2017).

On the other hand, psychology uses eye-tracking analysis to study the relationship be-

tween eye behavior and cognitive processes (MELE; FEDERICI, 2012). The eye-tracking

tool is composed of hardware and software technologies that allow us to detect and record

gaze data. Although exist several visual analysis based on gaze data (BLASCHECK et

al., 2017), the two most used visual analysis based on gaze data is scan path and heatmap

visualization (FORSMAN et al., 2013; RASCHKE; BLASCHECK; BURCH, 2014; DR-

USCH; BASTIEN; PARIS, 2014). Scan path visualization provides the order of the path

taken by the user in exploring the visual stimulus. The scan path method is useful to

perform an individual analysis because it is possible to obtain a complete overview of the

trajectory followed by the user in the visual stimulus. On the contrary, the heatmap visu-

alization allows determining the locations of concentration of eye fixations of users in the

exposition to the visual stimulus. Unlike scan path visualization, heatmap visualization
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enables us to perform a visual analysis of eye fixation of multiple users while avoiding the

occlusion problem that suffers the scan path visualization. Figure 5.2 shows an example

of scan path and heatmap visualization.

Figure 5.2: Scanpath (left) and Heatmap (rigth) visualization of the user visual stimulus
on a Web page.

Source: (DRUSCH; BASTIEN; PARIS, 2014)

To complement the usability evaluation of Broker-RecSys locally, we perform a

visualization analysis from gaze data. Gaze data analysis is used to measure the usability

of Broker-RecSys in terms of effectiveness and efficiency. The efficiency is calculated

based on the time required to complete the user tasks, and the effectiveness is calculated

based on the success or failure in completing the user tasks. Besides, to explore in detail

the effectiveness metric, we analyze gaze data using the heatmap visualization. With

this, we verify the convergence of regions of the visual stimulus needed to perform and

complete the user tasks.

5.1.3 Satisfaction Questionnaire

To measure the user satisfaction in the use of Broker-RecSys, we use a question-

naire strategy after the user finalizes the use of the recommender system. We formulate

three questions related to the perception of user satisfaction for the use of Broker-RecSys.

These questions are as follow: What did you find interesting about the recommendation
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system?, What you did not find interesting about the recommendation system? and What

would you like to change in the insurance product recommendation system?. These ques-

tions intend to find the positive, negative, and constructive perception of users for the use

of Broker-RecSys. Based on the answers of users for the three questions, we perform a

qualitative analysis for determining the satisfaction of users in the use of Broker-RecSys.

Besides, this information serves as feedback to improve the recommender system for fu-

ture works.

5.1.4 Usefulness Questionnaire

The usefulness dimension makes references to the perception of the users for the

value of the tool for the tasks that the user needs to do. Thus, to measure the usefulness

of Broker-RecSys perceived by the user, we formulate questions related to each function-

ality of the recommender system. The user, in this case, the insurance broker rate each

question with a Likert-scale value between 0 and 5, where 0 denotes strongly disagree and

5 strongly agree. The usefulness score is calculated as the mean of rated values in each

question. We determine that an acceptance usefulness score is greater than the middle of

the Likert-scale value by each usefulness question i.e., usefulness question score greater

than 2.5.

5.2 Participants

Two types of users participate in the evaluation of Broker-RecSys (see Table 5.2).

Each participant type is described in the following paragraphs.

Table 5.2: Type of users that participated in the Broker-RecSys evaluation.

Group User type Number of

participants

G1 Professional insurance broker 3

G2 Non-professional insurance broker 21

The first type of user (naive users) is inexperienced in the insurance domain, more

specific, in the recommendation of insurance products in a portfolio of clients. The naive-

users are an excellent option to evaluate the usability of Broker-RecSys. Due to their
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inexperience, naive users can show if the tool is easy or hard to learn and perform tasks in

an unknown domain; in this case, the recommendation of insurance products in a client

portfolio. A total of 21 naive users participated in the local experiment. The age of the

naive users is composed as follows: 18-25 (10 users), 26-35(9 users), and 36-45(2 users).

The gender of the participants is composed of 18 males and 3 females. All naive users

are either attending a higher level or they have a higher level. Concerning vision state, 13

naive users have not any vision problem, 6 naive users have myopia and astigmatism, and

2 users have astigmatism. The discomfort state of naive users report that users are in an

excellent physical and mental state before the realization of the experiment (see Figure

5.3). Finally, the users are asked about their level of experience in the use of interactive

information systems. In Figure 5.4, we can see that, in average, users have an intermediate

level of experience in the use of interactive information systems.

Figure 5.3: Physical and mental state of naive users before the test session.

Insurance brokers are professionals in the insurance domain. They sell insurance

products and help people to choose the best insurance policy. The objective of Broker-

RecSys is to support brokers in the recommendation process of insurance products in

their client portfolio. Thus, broker users evaluate Broker-RecSys in the usability and

usefulness dimensions. Three insurance brokers participate in the remote experiment.

Two insurance brokers are between 26-35 years old, and one insurance broker is older
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Figure 5.4: Experience of the naive users in the use of interactive information systems.

than 45 years old. All insurance brokers are males. The level of experience in the use of

interactive information systems by insurance brokers is little experienced, experienced,

and very experienced, respectively. Figure 5.5 shows the physical and mental state of

insurance brokers before the evaluation of Broker-RecSys.

Figure 5.5: Physical and mental state of the broker users before the test session.
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5.3 Local Evaluation

A good user interface design can turn a computer system easy to learn and use as

well as alleviate exhaustive cognitive processes required by the user to complete specific

goals satisfactorily. A well-known practice to design a user interface is to follow the user

workflow; this means taking the user as a central point to build the user interface (LEWIS;

RIEMAN, 1993). Following this practice, we design Broker-RecSys. The Broker-RecSys

interface design is evaluated with naive users based on the assumption that if this type of

user has a brief overview of the insurance broker domain, this user can perform tasks

related to insurance products recommendation successfully then the user interface design

is adequate for its purpose. In this way, it guarantees that the tool will be easy to learn

and use and will not require a strong cognitive effort.

5.3.1 Setup Detail and Workflow

We prepared a room with adequate conditions such as a calm environment and

without distractions for the development of the experiment (see Figure 5.6). In order to

collect the gaze data, an eye tracker is mounted in a notebook. The user is positioned

in front of the monitor screen and performs the eye tracker calibration that consists of

receiving a sequence of a visual stimulus (red circles). The user does follow up and

maintain their fixation in the circles while it enters in a transition of radius between 5

and 50 pixels in 4 seconds approximately. Consequently, the user gaze data is collected.

This process is followed until complete the total of visual stimulus and obtain a successful

calibration. We consider the eye tracker degree and user distance as ∼30◦ and ∼60 cm

respectively, as recommended in (TOBII, 2014). More technical details are shown in

Table 5.3. After the calibration process, the user performs the recommendation tasks

using the interactive recommender system interface while the eye tracker collects the user

gaze data. Finally, the user gaze data is analyzed. Figure 5.7 show this process. For

collecting gaze data, we implement an eye tracker software using the Tobii Pro SDK 1.

This software is integrated with Broker-RecSys to gather gaze data and record screen

activity in real-time while a user uses Broker-RecSys.

1http://developer.tobiipro.com/python.html
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Figure 5.6: Environment for the test session.

Table 5.3: Setup details of equipment used in the test session.

Hardware Characteristic Configuration

Notebook – Processor model Intel(R)

Core(TM)2 Quad with

2.83GHz

– 8 GB RAM

– Screen Resolution

1900x1200

-

Continued on next page
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Table 5.3 – Continued from previous page

Hardware Characteristic Configuration

Eye tracker – Model: Tobii X2-30 Eye

Tracker Compact Edition)

– Frequenc: 40hz

– Calibration: 9 stimulus

points

– User distance: ∼60 cm

– Angle inclination: ∼30◦

Figure 5.7: Workflow for the eye tracking experiment. (a) User positioning for calibration.
(b) Visual stimulus and calibration process. (c) Calibration precision. (d) User tasks and
interaction with the user interface while the gaze data is collected. (e) Analysis of the user
gaze data.

5.3.2 Procedure

At the beginning of the test session, the moderator introduces the naive user to

the study. Here, the moderator gives the user a brief explanation about the setup environ-

ment (see Section 5.3.1) as well as basic concepts that will help the naive user in the test

session. Following, the user receives a video tutorial that introduces the functionalities

of the interactive recommender system to the user. Before starting the test session, the

participant’s level of discomfort is measured to ensure that the user is in optimal condi-

tion for experimenting. The test session consists of two parts: free time exploration and
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recommendation tasks. In the first part, the user gains a familiarization with the tool as a

complement to the video tutorial given previously. In the second part, the user is requested

to perform several tasks, and his user gaze data is registered with an eye-tracking tool dur-

ing the execution of the tasks. These tasks will be used to measure the effectiveness and

efficiency of Broker-RecSys. Consequently, the user is evaluated in the dimension usabil-

ity and satisfaction based on questionnaires. The user filled out a questionnaire form for

usability (SUS) as well as the post-test satisfaction questionnaire. A complete explanation

of the procedure of the test session is shown in Table 5.4.



80

Ta
bl

e
5.

4:
Pr

ot
oc

ol
fo

llo
w

fo
rt

he
na

iv
e

us
er

in
th

e
us

ab
ili

ty
ev

al
ua

tio
n

of
B

ro
ke

r-
R

ec
Sy

s

St
ep

A
ct

iv
ity

D
es

cr
ip

tio
n

M
ea

su
re

m
en

t
In

st
ru

m
en

t
A

na
ly

si
s

1
C

on
se

nt
fo

rm
T

he
us

er
ac

ce
pt

s
th

ei
r

pa
rt

ic
i-

pa
tio

n
in

th
e

st
ud

y
af

te
r

re
ad

-

in
g

th
e

fr
ee

an
d

in
fo

rm
ed

co
n-

se
nt

fo
rm

.

–
Pa

pe
rf

or
m

(s
ee

A
pp

en
di

x

B
)

–

2
In

tr
od

uc
tio

n
to

th
e

st
ud

y

Pr
es

en
ta

tio
n

of
th

e
m

od
er

at
or

an
d

th
ei

r
ro

le
in

th
e

te
st

se
s-

si
on

,
ex

pl
an

at
io

n
of

th
e

se
tu

p

en
vi

ro
nm

en
t

fo
r

th
e

te
st

se
s-

si
on

an
d

th
e

pr
ot

oc
ol

to
fo

l-

lo
w

.
A

dd
iti

on
al

ly
it

is
gi

ve
n

a
br

ie
f

ex
pl

an
at

io
n

ab
ou

t
re

c-

om
m

en
de

r
sy

st
em

an
d

in
su

r-

an
ce

do
m

ai
n.

–
Pa

pe
rf

or
m

an
d

in
fo

gr
ap

hi
cs

(s
ee

A
pp

en
di

x

C
)

–

C
on

tin
ue

d
on

ne
xt

pa
ge



81

Ta
bl

e
5.

4
–

C
on

tin
ue

d
fr

om
pr

ev
io

us
pa

ge

St
ep

A
ct

iv
ity

D
es

cr
ip

tio
n

M
ea

su
re

m
en

t
In

st
ru

m
en

t
A

na
ly

si
s

3
U

se
r

ch
ar

ac
te

ri
za

tio
n

(q
ue

st
io

nn
ai

re
):

T
he

us
er

fil
ls

th
ei

r
pe

rs
on

al

in
fo

rm
at

io
n

su
ch

as
na

m
e,

ag
e,

ge
nd

er
as

w
el

l
as

th
ei

r

ac
ad

em
ic

ba
ck

gr
ou

nd
,

ex
pe

-

ri
en

ce
us

in
g

in
te

ra
ct

iv
e

in
-

fo
rm

at
io

n
sy

st
em

s
an

d
th

ei
r

ph
ys

ic
al

an
d

m
en

ta
l

le
ve

l
of

di
sc

om
fo

rt
.

–
Pa

pe
rf

or
m

(s
ee

A
pp

en
di

x

D
)

In
fo

rm
at

iv
e

4
In

tr
od

uc
tio

n
to

th
e

pr
ot

ot
yp

e

T
he

us
er

is
pr

ov
id

ed
w

ith
a

de
m

o
(4

m
in

ut
es

)s
ho

w
in

g
th

e

fu
nc

tio
na

lit
y

of
th

e
in

te
ra

ct
iv

e

re
co

m
m

en
da

tio
n

sy
st

em
.

–
V

id
eo

w
ith

au
di

o

–

C
on

tin
ue

d
on

ne
xt

pa
ge



82

Ta
bl

e
5.

4
–

C
on

tin
ue

d
fr

om
pr

ev
io

us
pa

ge

St
ep

A
ct

iv
ity

D
es

cr
ip

tio
n

M
ea

su
re

m
en

t
In

st
ru

m
en

t
A

na
ly

si
s

5
Te

st
ta

sk
s

Pa
rt

1:
Fr

ee
ex

pl
or

in
g

tim
e

(2
m

in
ut

es
)

Pa
rt

2:
U

se
r

ta
sk

s(
9

ta
sk

s)
.

T
he

us
er

pe
rf

or
m

s
9

ta
sk

s
re

la
te

d
to

th
e

in
su

ra
nc

e
pr

od
uc

ts

re
co

m
m

en
da

tio
n

fo
ra

sp
ec

ifi
c

cu
st

om
er

an
d

fo
ra

gr
ou

p
of

cu
st

om
er

s
re

sp
ec

tiv
el

y

(r
an

do
m

or
de

r)
,

pr
io

ri
zi

tin
g

th
e

tim
e

re
qu

ir
ed

an
d

th
e

ac
cu

ra
cy

to
co

m
pl

et
e

th
e

ta
sk

s
(s

ee
Ta

bl
e

5.
1)

.

M
1.

E
ff

ec
tiv

en
es

sa
nd

ef
fic

ie
nc

y

A
cc

ur
ac

y
an

d
tim

e
re

qu
ir

ed

to
co

m
pl

et
e

th
e

ta
sk

s.

M
2.

V
is

ua
lp

er
ce

pt
io

n

D
is

tr
ib

ut
io

n
of

ey
e

fix
at

io
n

ov
er

th
e

vi
su

al
st

im
ul

us
an

d

sc
re

en
ac

tiv
ity

Pa
rt

1:
Fa

m
ili

za
ri

za
tio

n

w
ith

th
e

pr
ot

ot
yp

e

Pa
rt

2:
M

1,
M

2

E
ye

tr
ac

ki
ng

so
ft

w
ar

e
–

C
al

cu
la

tio
n

of
nu

m
-

be
r

of
su

cc
es

sf
ul

or
fa

ile
d

co
m

pl
e-

tio
n

of
ta

sk
s.

–
Ti

m
e

re
qu

ir
ed

to
co

m
-

pl
et

e
th

e
ta

sk
s.

–
V

is
ua

l
at

te
nt

io
n

m
ap

:

se
ar

ch
,a

tte
nt

io
n.

C
on

tin
ue

d
on

ne
xt

pa
ge



83

Ta
bl

e
5.

4
–

C
on

tin
ue

d
fr

om
pr

ev
io

us
pa

ge

St
ep

A
ct

iv
ity

D
es

cr
ip

tio
n

M
ea

su
re

m
en

t
In

st
ru

m
en

t
A

na
ly

si
s

6
Sy

st
em

U
sa

bi
lit

y

Sc
al

e
(S

U
S)

-

qu
es

tio
nn

ai
re

10
-i

te
m

L
ik

er
ts

ca
le

qu
es

tio
n-

na
ir

e
to

m
ea

su
re

th
e

le
ve

l
of

us
e

(e
as

e
or

la
ck

)
of

th
e

sy
s-

te
m

.

Sa
tis

fa
ct

io
n

Pa
pe

rf
or

m

(s
ee

A
pp

en
di

x

G
)

B
ox

pl
ot

vi
su

al
iz

at
io

n

(r
an

ge
0-

5)
an

d
SU

S

sc
or

e

7
Po

st
-t

es
t

qu
es

tio
nn

ai
re

U
se

ro
pi

ni
on

Q
ue

st
io

ns
re

la
te

d
to

th
e

te
st

se
ss

io
n:

W
ha

ta
re

yo
ur

po
si

tiv
e

op
in

io
n?

W
ha

ta
re

yo
ur

ne
ga

tiv
e

op
in

io
n?

W
ha

t

w
ou

ld
ha

ve
yo

u
lik

e
to

ch
an

ge

to
th

e
re

co
m

m
en

de
rs

ys
te

m
?

Sa
tis

fa
ct

io
n

Pa
pe

rf
or

m

(s
ee

A
pp

en
di

x

H
)

Tr
an

sc
ri

be
d

an
d

su
m

m
ar

iz
ed



84

5.3.3 Results

In this subsection, we describe the results obtained to evaluate the usability of

Broker-RecSys in terms of effectiveness, efficiency, and visual stimulus perception and

feedback. With these metrics, we aim to answer the first research question (Broker-

RecSys enable naive users to perform insurance products recommendation tasks?).

5.3.3.1 Effectiveness and Efficiency

To evaluate effectiveness and efficiency of Broker-RecSys, naive users were asked

to perform 9 tasks related to the recommendation of insurance products in a client port-

folio (see Table 5.1). Effectiveness measures the level to complete tasks i.e., success or

failure, while efficiency measures the time required to complete the tasks. Naive users re-

ported 96.19% in completing tasks in the recommendation process for a specific customer

with 1.58 minutes in average and 92.86% in completion of tasks in the recommendation

process for a group of customers with 1.47 minutes in average (the general and detailed

results are described in Table 5.5 and 5.6 respectively). The specific customer and group

of customer recommendation process obtained an excellent completion rate near to 100%

as well as an average time never higher than 2 minutes to complete the total of tasks in

the respective level of recommendation process.

Table 5.5: Task completion rate and average time by type of recommendation process.

Recommendation process Completion rate Average time

Specific customer 96.19% 1.58

Group of customer 92.86% 1.47
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5.3.3.2 Visual Attention Map

The visual attention map gives information about the distribution of fixations of

users during the performance of the tasks. Figures 5.8, 5.9, 5.10, 5.11, 5.12, 5.13, 5.14,

5.15, 5.16 present the fixations of the users’ gaze for the 9 user tasks (see Table 5.1).

For each task, the gaze data collected have information about coordinates (x, y) in the

notebook screen used as well as the timestamp in milliseconds. Using the coordinates

information, we plotting the fixation data points in a representative screenshot related to

the task performed. Consequently, we normalized the fixation data points distribution

based on the local density using a gaussian function. Analyzing the heatmaps generated

by users’ gaze data while performing the tasks, we can observe that users’ fixation data

points converge quite well to the image regions where the answers are. In this way, we

can conclude that the Broker-RecSys interface is quite clear and easily understandable.

Figure 5.8: Recommendation for a specific customer: Heatmap-Fixations of the users’
gaze for Task 1 (Cluster the clients based on gender. How many groups are formed? -
Answer: 2 clusters)
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Figure 5.9: Recommendation for a specific customer: Heatmap-Fixations of the users’
gaze for Task 2 (Filter the clients by gender (female) and region 7. How many clients are
filtered? - Answer: 25 clients)

Figure 5.10: Recommendation for a specific customer: Heatmap-Fixations of the users’
gaze for Task 3 (Select a client that have 2 products purchased. Which products the client
purchased? - Answer: car and travel insurance)
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Figure 5.11: Recommendation for a specific customer: Heatmap-Fixations of the users’
gaze for Task 4 (What best product can be offered to the client selected based on pop-
ularity? Why? - Answer: dental insurance because 59.1% of clients purchased dental
insurance)

Figure 5.12: Recommendation for a specific customer: Heatmap-Fixations of the users’
gaze for Task 5 (What best product can be offered to the client selected based on purchase
behavior? Why? - Answer: empresarial insurance because 50% of clients that purchased
car and travel insurance also purchased empresarial insurance)
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Figure 5.13: Recommendation for a group of customers: Heatmap-Fixations of the users’
gaze for Task 1 (Cluster the clients based on gender and age. How many groups are
formed? - Answer: 2 groups)

Figure 5.14: Recommendation for a group of customers: Heatmap-Fixations of the users’
gaze for Task 2 (Select the second group. Which characteristics this group has? - Answer:
mostly male, between 45 and 65 years old, and living in northwestern Brazil)
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Figure 5.15: Recommendation for a group of customers: Heatmap-Fixations of the users’
gaze for Task 3 (With a table view, sort and choose the recommendation with the highest
conditional probability. What does this mean? - Answer: 33.33% of the clients that
purchased car and travel insurance also purchased empresarial insurance)

Figure 5.16: Recommendation for a group of customers: Heatmap-Fixations of the users’
gaze for Task 4 (With the scatterplot view , which recommendation affects most the cus-
tomers? What this means? - Answer: empresarial insurance because 38 customers can
receive this recommendation)
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5.3.3.3 System Usability Questionnaire

The SUS rating distribution from naive users is shown in Figure 5.17. The SUS

score obtained from naive user’s ratings was 81.9 (std=15.73). This result means that

Broker-RecSys has excellent usability perceived by naive users using the subjective scale

(see Subsection 5.1.1).

Figure 5.17: SUS-questionnaire rating distribution

5.3.3.4 Post-Questionnaire

Feedback is essential to understanding what users think about Broker-RecSys and

how to improve the recommender system based on the naive user’s perception. For this,

the naive user fills a post-questionnaire where we ask them three questions. The first

question (What did you find the recommendation system interesting?) is looking to obtain

the most interesting features of Broker-RecSys as perceived by naive users.

For this question, some users mentioned that they found it interesting to clus-

ter customers based on similarity and obtain different recommendations (popularity and

purchase behavior). Others mentioned that they liked the visualization that makes the rec-

ommendation task easy and helps obtain a better understanding of the recommendation

process. The second question (What you did not find interesting about the recommenda-

tion system?) looking for knowing what features of Broker-RecSys do not cause good

perception in naive users. Here, some users mentioned that the results in a table were

not easy to understand until they focused on the cell of the table and obtained an expla-

nation of the recommendation measure. Others mentioned that the dashboard would be
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improved in colors e.g., the header of the table. Some users did not like scatterplot visu-

alization. Finally, any users mentioned that the controls for cluster and filter customers

were a little confused. The last question (What would you like to change in the insurance

product recommendation system?) looking for what features in Broker-RecSys that can

be improved based on the perception of naive users. Some users mentioned that they

would like to obtain a graphic representation of recommendations. Any mentioned that

they would like to change the contrast of some part of the dashboard.

5.4 Remote Evaluation

To evaluate the usefulness of Broker-RecSys for insurance brokers in the recom-

mendation process, we asked three experts on the insurance domain to use our system.

For this, Broker-RecSys was deployed on the internet using Heroku 2, a cloud platform.

Insurance brokers were invited via email to participate in the usability and usefulness

evaluation of Broker-RecSys.

5.4.1 Procedure

Firstly, the broker receives a google form that detailed information about the study,

such as purpose and objectives, the time required to evaluate the recommender system,

and the term of consent. After brokers accept participating in the study, it is collected

the personal information of participants to know their profiles. Following, the partici-

pant receives infographic information to introduce him/her to the study as well as a demo

showing the functionalities of Broker-RecSys. At this point, it is requested that brokers

explore Broker-RecSys using their client portfolio. Then, for helping to explore the rec-

ommender system and its functionalities, it is requested that brokers perform a set of tasks

(See Table 5.1) as same as naive users. After completing to perform the set tasks, the bro-

ker is able to evaluate Broker-RecSys in the usefulness dimension. For this, 9 questions

are presented to insurance brokers (see Appendix E and F). Following, insurance brokers

evaluate Broker-RecSys in the usability dimension based on the SUS questionnaire (See

Appendix G). Finally, a post-questionnaire is provided to the broker to obtain the satis-

faction of insurance brokers related to the use of Broker-RecSys. The procedure for this

2https://www.heroku.com/home
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study is detailed in Table 5.7.
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5.4.2 Results

In this subsection, we describe the results obtained in terms of usability and use-

fulness dimensions perceived by insurance brokers. With these two dimensions, we aim

to answer the research question (Broker-RecSys supports insurance brokers in the rec-

ommendation process for offers insurance products in their client portfolio?).

5.4.2.1 System Usability Questionnaire

The SUS rating distribution from broker users is shown in Figure 5.18. The SUS

obtained from insurance broker users was 75.8 (std=18.76), where a score higher than 68

is considered good usability based on the adjective scale (see subsection 5.1.1). In this

case, the SUS score is less than the usability perceived by naive users 81.9 but greater than

68. However, in both cases, the SUS scores’ adjective scale denotes that Broker-RecSys

has good usability.

Figure 5.18: SUS-questionnaire rating distribution

5.4.2.2 System Usefulness Questionnaire

The usefulness questionnaire was designed to measure the level of utility of Broker-

RecSys perceived by insurance brokers. Five questions are formulated for a specific cus-

tomer recommendation and four questions for a group of customer (See Appendix E and

F). Figure 5.19 shows the distribution of rating by brokers in each usefulness question. We

can see the highest median rating of over 4 points in all usefulness questions greater than
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2.5. This result shows that Broker-RecSys is considered useful by an insurance broker in

the recommendation process.

Figure 5.19: Usefulness-questionnaire rating distribution

5.4.2.3 Post-Questionnaire

Broker users were invited to answer three questions in order to obtain feedback

from them. In the first question (What did you find the recommendation system inter-

esting?), one broker answered that he found the diverse visualizations of the data and

the approach used for the recommendation interesting. The other one mentioned that he

found interesting the recommendation of products based on group tendency (popularity).

The last one mentioned that he found interesting the exploration of customer groups visu-

ally and the possible recommendations for these customers. In the second question (What

you did not find interesting about the recommendation system?), insurance brokers men-

tioned that it is useful the recommendation based on popularity and purchase behavior but

only as an entry point instead of a personal assumption. Finally, the third question (What

would you like to change in the insurance product recommendation system?), insurance

brokers did not mention something to change in the system.
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5.5 Discussion

Nowadays, recommender systems are vital in several domains. In the insurance

domain, recommender systems help agents/brokers recommend the most relevant prod-

ucts. Although the insurance recommender systems achieved high accuracy in the predic-

tion of recommendations, these systems have a lack in the user experience. Users need to

know not only what products recommend, moreover, why, and how the recommendation

was obtained as well as, if possible, participate in the recommendation process.

In the selling task, activities of insurance brokers consist of exploring and identi-

fying potential customers to offer insurance products and identifying interesting recom-

mendations for a group of customers to perform a marketing campaign. In this sense,

Broker-RecSys is designed to help insurance brokers into the recommendation process.

We propose Broker-RecSys, an interactive recommender system framework that

integrates user interaction, data visualization, and data mining methods to alleviate several

drawbacks related to recommender systems such as cold-start problem, controllability,

explanation, and user experience in the recommendation task. The finding obtained in

this research work indicates that Broker-RecSys is usable and usefulness for an insurance

broker in the recommendation process.

In the following subsections, we discuss the results obtained in the evaluation of

Broker-RecSys in the usability and usefulness dimensions.

5.5.1 Usability Dimension

The usability level of Broker-RecSys is determined by naive and broker users.

Naive users are users without knowledge about the insurance domain. On the contrary,

broker users are users that have strong knowledge about the insurance domain and the

tasks involving it.

To determine the usability level of Broker-RecSys, we formulate a research ques-

tion Broker-RecSys turn able naive users to perform insurance products recommen-

dation tasks?. With this formulation, we want to demonstrate that if naive users can

use and perform insurance tasks related to the recommendation tasks quickly and without

much effort, the tool will be fast and clearly to use. In the local fashion, we evaluate

usability of Broker-RecSys in terms of effectiveness, efficiency and satisfaction (See sub-

section 5.3.3.1 and 5.4.2.3).In the effectiveness metric, how well users get complete the
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user tasks, we obtained 96.19% and 92.86% in completion the user’s tasks in the recom-

mendation process for a specific customer and a group of customers, respectively. On

the other hand, we measure the efficiency of the tool based on how many time required

the user to perform the recommendation process for a specific customer and a group of

customers. In results, we obtained 1.58 and 1.47 minutes for each recommendation pro-

cess, respectively. Besides, we explore the visual stimulus distribution of eye fixation

from users during the performing of tasks. The heatmap visualization shows an accurate

area related to the tasks performed by naive users 5.3.3.2. Additionally, we evaluate the

satisfaction of naive users in the use of Broker-RecSys. The naive users are asked to an-

swer three questions: what did you find interesting about the recommendation system?

What did not you find interesting about the recommendation system? and What would

you like to change in the insurance product recommendation system?. The first question,

naive users, mentioned that they found interesting the user interaction and visualizations

involving in the recommendation process. In the second question, naive users mentioned

that they do not like some parts of the dashboard, such as scatterplot, which is more com-

plicated to interpret than the table visualization. In the last question, naive users suggest

making some visual changes in the appearance of the dashboard and insurance product

representation.

Additionally, we perform an evaluation based on the SUS questionnaire to evaluate

the usability perception of users (naive and insurance broker users) in the use of the tool.

Results showed that Broker-RecSys obtained a usability score of 81.9 (std=15.73) from

naive users and 75.8 (std=18.76) from insurance brokers, respectively. In both cases, the

usability is greater than 68 that corresponds to good usability according to the subjective

scale form the SUS score results (See Subsubsection 5.3.3.3 and 5.4.2.1). Using the two-

sample t-test method with α = 0.05 of confidence, we determine p-value = 0.64 where

p > α; this indicates that there is no significant difference between the two groups of

users respect to the SUS score.

5.5.2 Usefulness Dimension

To evaluate the usefulness of Broker-RecSys for the target users i.e., insurance

brokers, we formulate a set of usefulness questions (see Appendix E and F) related to the

recommendation task. The usefulness questions intend to obtain the perception of utility

from insurance brokers using Broker-RecSys in their client portfolio. With the results
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obtained from the usefulness questions, we aim to answer our second research question,

Broker-RecSys supports insurance brokers in the recommendation process for offers

insurance products in their client portfolio?. Results obtained show that the insurance

broker rated with a higher score Broker-RecSys functionalities over or equal to 4. These

results showed that insurance brokers consider Broker-RecSys usefulness for their daily

activities related to insurance products recommendation.

On the other hand, similar to naive users, we asked to broker to answer three

questions to measure the satisfaction degree in the use of Broker-RecSys. In the first

questions(what did you find the recommendation system interesting?), brokers answer

that found interesting the visualizations because it helps them to understand their client

portfolio data easily to perform the recommendation of products. In the second question

(What did not you find interesting about the recommendation system?), they mentioned

that they did not like that the system does not integrate a multicriteria approach, i.e.,

enable put additional features of insurance products such as benefits, risks, premiums,

terms, and others. In the last question (what would you like to change in the insurance

product recommendation system?), they do not mention anything to change in Broker-

RecSys.

Based on the usability and usefulness results, we can answer our two research

questions with an affirmative response. Broker-RecSys turn able naive users to per-

form insurance products recommendation tasks? Yes, Broker-RecSys turn able naive

users to perform tasks related to insurance domain in an easy and fastest manner. Broker-

RecSys supports insurance brokers in the recommendation process for offers insur-

ance products in their client portfolio? Yes, Broker-RecSys supports insurance brokers

in the recommendation process for offers insurance products in their client portfolio.
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6 CONCLUSION

In this work, we presented and evaluated Broker-RecSys, an interactive insurance

product recommender system framework to support brokers in the recommendation pro-

cess for offering insurance products in their customer portfolio at two levels: recommen-

dations for a specific customer; and recommendations for a group of customers.

Broker-RecSys integrate user interaction, data visualization, and data mining meth-

ods to alleviate several drawbacks such as controllability, user interaction interface, ex-

planation, and cold-start problem. Controllability allowed insurance brokers to obtain va-

riety in recommendations for offers in their client portfolio. The user interaction interface

helped insurance brokers in the human visual interpretation during the recommendation

process. Explanation supported insurance brokers in interpreting the recommendations,

and alleviating cold-start problem allowed insurance brokers to offer recommendations

for new users without prior information about the insurance products purchase.

We evaluated Broker-RecSys in terms of usability and usefulness dimensions with

two types of participants: 21 naive user participants and 3 expert insurance brokers. The

evaluation occurs for naive and broker users locally and remotely, respectively. We com-

bined evaluation based on questionnaires and the evaluation based on the eye-tracking

analysis. Results in the usability dimension evaluation showed that Broker-RecSys is easy

and fast to use. On the other hand, the usefulness dimension evaluation results showed

that Broker-RecSys is useful to support insurance brokers in the recommendation process.

Our results suggest that combining user interaction, data visualization ,and data mining

can support users in the recommendation process.

For future works, we plan to introduce a knowledge-based insurance recommender

approach to Broker-RecSys to enable more sophisticated recommendations based on the

restriction of insurance plans. To measure cluster formation accuracy, we plan to use a

classifier algorithm and take this information and show to insurance brokers as an indica-

tor of the degree of similarity. To improve the visual understanding of recommendation

in Broker-RecSys, we plan to perform a comparative study with alternatives for visual-

ization of recommendations based on product information. To improve user interface,

we plan to perform changes in interface design considering the colorblind user problem.

Also, we look to answer questions such as: How helpful are the recommendations made?

or How many recommendations were converted on sales?.
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APPENDIX A — RESUMO EXPANDIDO

Os sistemas de recomendação são ferramentas que auxiliam aos usuários na tomada

de decisão na escolha de um produto ou serviço baseado nas suas preferências, necessi-

dades ou interesses. Os sistemas de recomendação são amplamente usados em muitas

aplicações como marketing, noticias, comércio eletrônico e assim por diante. Não ob-

stante, muitos desses sistemas atuam como uma caixa preta ao não levar em conta ao

usuário no processo de recomendação.

A natureza da caixa preta limita o entendimento de como a recomendação foi

obtida e porque essa recomendação é a mais adequada para o usuário. Em consequência,

limita a aceitação da recomendação recebida pelo usuário. Por outro lado, os sistemas

interativos de recomendação podem solucionar essas limitações, pois combinam métodos

de interação com o usuário, visualização de informações e sistema de recomendação. Os

sistemas interativos de recomendação permitem responder questões dos usuários como

porque o cliente recebeu certa recomendação?, como foi obtida essa recomendação?, é

possível que o usuário possa se envolver no processo de recomendação?.

No domínio de corretoras, o corretor de seguros é um intermediário entre a segu-

radora e o cliente. Os corretores de seguros oferecem, negociam e vendem produtos de

seguros na sua carteira de clientes. Atividades relevantes que podem auxiliar ao corretor

de seguro são: melhorar sua confiança no cliente a través de uma recomendação acertada

de produtos de seguro baseado em estratificação de clientes, o seu lucro ao identificar

potenciais clientes para oferecer produtos de seguros, oportunidades para fazer campanha

de marketing em seu portfólio de clientes ao identificar potenciais recomendações de pro-

dutos para um grupo de clientes.

Este trabalho apresenta o Broker-RecSys, um framework de sistema interativo de

recomendação de produtos de seguros para apoiar os corretores no processo de recomen-

dação para oferecer produtos de seguros em seu portfólio. O sistema opera em dois níveis

para oferecer recomendações: recomendações para um cliente específico; e recomen-

dações para um grupo de clientes. Procurando oferecer recomendações personalizadas,

o Broker-RecSys fornece um módulo para realizar segmentação de clientes com base

em características específicas do cliente que são relevantes para o corretor. Dois tipos

de recomendações são fornecidos pelo Broker-RecSys: com base na popularidade e no

comportamento de compra. O Broker-RecSys integra diversas interações e métodos de

visualização de dados para auxiliar ao corretor de seguros na representação visual de seus
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clientes, na identificação de potenciais clientes para oferecer produtos de seguros, na visu-

alização das recomendações, na exploração de grupo de clientes a través da visualização

da sumarização das informações de grupos estratificados, baseado em específicas car-

acterísticas dos clientes. Todos eles auxiliam ao corretor no processso de recomendação

para que seja fácil e rápido de realizar tarefas de recomendação na sua carteira de clientes.

Ademais, Broker-RecSys permite ao corretor de seguro na recomendação de produtos de

seguros para novos clientes, clientes que não tem informação de compras no passado.

O Broker-RecSys é avaliado nas dimensões de usabilidade e utilidade. Para a

avaliação, foram usados métodos baseados em questionários e métodos baseados na análise

de rastreamento ocular. A avaliação foi feita local e remotamente. No experimento local,

participaram 21 usuários que não tinham conhecimentos no domínio de seguros. As me-

didas consideradas na avaliação local foram: eficiência, eficácia, usabilidade subjetiva e

satisfação. Por outro lado, no experimento remoto, participaram 3 corretores de seguros.

As medidas consideradas na avaliação remota foram: usabilidade subjetiva, satisfação e

utilidade.

Os resultados obtidos na dimensão de usabilidade mostraram que o Broker-RecSys

obteve uma eficiência em tempo de 1,58 e 1,47 minutos para realizar as tarefas de re-

comendação para um cliente específico e para um grupo de clientes respectivamente. Na

eficácia, Broker-RecSys obteve 96% e 92% de percentagem de completação das tarefas

com sucesso na recomendação de produtos para um cliente específico e para um grupo

de clientes respectivamente. Além disso, o Mapa de calor gerado a partir da fixação dos

olhos dos participantes, mostra o uso eficiente da interface visual do usuário na realiza-

ção das tarefas de recomendação de produtos de seguros. A avaliação do SUS mostrou

uma usabilidade subjetiva excelente e boa por parte de participantes sem conhecimento

no domínio de seguros e participantes corretores de seguro respectivamente. Baseado

nesses resultados, o Broker-RecSys permite que usuários sem conhecimento no domínio

de seguros possam executar tarefas de recomendação de produtos de seguros.

Por outro lado, os resultados na dimensão de utilidade mostraram que o Broker-

RecSys obteve 4,6 de score, mostrando a sua utilidade no processo de recomendação de

produtos de seguros. Baseado nesse resultado, O Broker-RecSys auxilia corretores de

seguros no processo de recomendação de produtos de seguros na sua carteira de clientes.

Os resultados alcançados sugerem que os métodos de mineração de dados, com-

binados aos métodos de interação e visualização de dados podem auxiliar os usuários no

processo de recomendação.
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