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ABSTRACT

It is relatively hard for readers to deal objectively with large documents in order to absorb

the key idea about a particular subject. In this sense, automatic text summarization plays

an important role by systematically digest a large number of documents to produce in-

depth abstracts. Despite fifty years of studies in automatic summarization of texts, one of

the still persistent shortcomings is that the individual interests of the readers are still not

considered. Regarding the automatic techniques for generation of summaries, it mostly

relies on supervised Machine Learning algorithms such as classification and regression,

however, the quality of results is dependent on the existence of a large, domain-dependent

training data set. On the other hand, unsupervised learning strategies are an attractive al-

ternative to avoid the labor-intense and error-prone task of manual annotation of training

data sets. To accomplish such objective, this work puts forward a novel unsupervised and

semi-supervised algorithms to automatically generate tailored summaries. Our experi-

ments showed that we can effectively identify a significant number of interesting passages

for the readers with less data for the training step.

Keywords: Unsupervised learning. text summarization. personalization. bias.



Métodos não-supervisionados para a geração Automática de Sumários

Personalizados

RESUMO

É relativamente difícil para leitores lidarem objetivamente com grandes documentos para

absorver a ideia-chave sobre um determinado assunto. Nesse sentido, técnicas automá-

ticas para sumarização de texto desempenham um papel importante ao digerir sistema-

ticamente um grande número de documentos para produzir resumos detalhados. Apesar

dos resumos gerados por máquina terem mais de cinquenta anos, uma das falhas é que

geralmente seus métodos não consideram o interesse dos leitores durante o processo de

criação, culminando em resumos de propósito geral. Em relação às técnicas, normal-

mente a sumarização automática de textos baseia-se em algoritmos de Aprendizado de

Máquina supervisionados, como classificação e regressão. No entanto, a qualidade dos

resultados depende da existência de um grande conjunto de dados de treinamento depen-

dente de domínio. Por outro lado, as estratégias de aprendizado não supervisionadas são

uma alternativa atraente para evitar a tarefa intensa de trabalho e propensa a erros de ano-

tação manual de conjuntos de dados de treinamento. Este trabalho realiza uma análise

abrangente de algoritmos de Aprendizado de Máquina não supervisionados para gerar,

automaticamente, um Resumo Personalizado.

Palavras-chave: aprendizado não supervisionado, sumarização de texto, análise de viés.
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1 INTRODUCTION

Automatic Text Summarization (ATS) techniques have been widely employed in

order to systematically digest a large number of documents and generate in-depth ab-

stracts. Despite fifty years of studies in automatic summarization of texts, one of the still

persistent shortcomings is that the individual interests of the readers are not considered.

Furthermore, the automatic generation of personalized summaries, which meet the indi-

vidual profile of the readers, is still underexplored and remains an open research problem.

Regarding techniques, many rely on supervised learning strategies such as clas-

sification and regression (XIONG; LITMAN, 2011; ZENG; WU, 2013; YANG et al.,

2015; WOLOSZYN et al., 2017a). On the one hand, a common drawback of supervised

learning strategies is that the quality of results is greatly influenced by the availability

of a large, domain-dependent annotated corpus for the training step. On the other hand,

unsupervised techniques are an attractive alternative to avoid the labor-intense and error-

prone task of manual annotation of training data sets when this is not available (HSUEH;

MELVILLE; SINDHWANI, 2009).

With these two problems at hand, this thesis puts forward a new possibility for

machine-generated summaries: personalization. Naturally, for an automatic generation

of a personalized abstract, information about the reader is needed. However, for the best

of our knowledge, a specific gold standard suitable for this problem does not exist yet. To

overcome this limitation, we propose to explore unsupervised, and semi-supervised learn-

ing strategies, since these do not rely on a manually annotated training set. Additionally,

those strategies have shown a comparable performance in related tasks when compared to

supervised models (WU; XU; LI, 2011; WOLOSZYN et al., 2017b). For validation pur-

poses, we employ data collected from collaborative review websites (e.g., Amazon.com

and Goodreads.com), since they provide a rich source of information which contains pref-

erences, choices - i.e., what a particular user likes and dislikes. Reviews have also been

widely employed in other fields, for instance, Recommender Systems for the generation

of recommendations.

1.1 Research problem

As introduced before, this thesis addresses the problem of selecting the most rel-

evant information from documents to compose a tailored summary. In this Section, we
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explicitly define the research problems, as well as the hypotheses, as follows:

• RQ 1 How to detect a relevant document among a large number of documents?

Analog to this question is the problem of finding ‘The Most Helpful Review’. In

collaborative review websites, relevance is often measured in terms of helpfulness,

which is interpreted as the perceived value of a given entry to support purchasing

decisions (MUDAMBI; SCHUFF, 2010). Normally, users are invited to give their

feedback about the relevance of other reviews using straightforward questions such

as “Was this review helpful to you?"; the most voted one becomes ’The Most Help-

ful Review’, and it is usually featured prominently on the website.

Many studies have been addressed to understand the dimensions of a relevant doc-

ument to then automatic predict its relevance. Commonly, the approaches in this

domain rely on supervised learning strategies using the human vote as a gold stan-

dard (XIONG; LITMAN, 2011; ZENG; WU, 2013; YANG et al., 2015; KIM et

al., 2006; MUKHERJEE; LIU, 2012; TANG; QIN; LIU, 2015). However, super-

vised learning approaches which predict the relevance of documents depends on the

availability of a large, domain-dependent annotated corpus. Besides, since manual

process are dependent on motivated users, often those approaches fail to consider

the most recent reviews which naturally have fewer votes comparing to the old ones,

configuring the so-called “cold start problem” (LAM et al., 2008).

• RQ 2 How to create a textual summary that covers the desirable information by a

reader?

Users commonly have to deal with unrelated texts to find what they are looking

for. For instance, in collaborative review websites, readers can examine the Most

Helpful Review and still in many cases these do not contain all the relevant infor-

mation a particular reader is interested in - this fact will be discussed in more detail

in Section 8. Readers find themselves in a situation where extra research in needed

in order to find the desired information. In this scenario, an abstract that covers

not only the key points of a set of documents, but also relevant information for a

particular reader would be valuable.

Taking into consideration the complexity and the different dimensions of the prob-

lems before asserted, our initial hypotheses are stated as follows:

• Hypothesis 1 Relevant documents have a higher graph centrality index since they

are similar to many other documents.
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The intuition behind this hypothesis is that the relevance of a document can be re-

garded as the problem of finding documents that comprehend passages often high-

lighted. Our proposed algorithm - see Section 2 relies on the concept of graph

centrality to rank documents according to their estimated relevance. To validate

such assumption, we used reviews from different categories of products collected

from Amazon. The relationship between reviews is represented as a graph, in which

the vertices are the reviews, and the edges are defined in terms of the similarity be-

tween pairs of reviews. The similarity function is defined based on textual features

that can be commonly found and extracted in other domains. The centrality index

produces a ranking of vertices’ importance, which in this approach indicates the

ranking of the most relevant document.

• Hypothesis 2 Automatic Text Summarization biased by past users’ interests would

generate personalized summaries covering the information sought by a reader.

The intuition behind this hypothesis is that we can rely on users’ profiles to predict

their interests and then generate personalized summaries, just like in Recommender

Systems (RS) which have been used to predict users’ interests based on their past

behavior. Using ATS based on Graph Centrality - as stated in hypotheses 1 - with

biased coverage of the user’s interests could generate a short text that mimics peo-

ple’s textual review. The expected outcome is a short text that does not only covers

the most highlighted passages of the text, but also information that the user has an

interest in.

1.2 Thesis Overview

Figure 1.1 presents a broad pipeline, summarising how next Chapters are con-

nected. Regarding Research Question 1 ‘How to detect a relevant document among a

large number of documents?’, Chapter 2 presents MMR, a novel unsupervised algorithm

addressed to rank documents by relevance and address RQ1.

Regarding Research Question 2 ‘How to create a textual summary that covers the

desirable information for a specific user?’, Chapter 3 presents BEATnIk, a novel algo-

rithm that generates biased summaries that covers user’s interests. Chapter 4 describes

DistrustRank, an innovative semi-supervised algorithm that identifies unreliable textual

content, a plausible solution to avoid fake statements in summaries. Chapter 5 presents

the proposed approach to solve the second (and last) Research Question stated here: How
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Figure 1.1: Pipeline of this Thesis.

to create a textual summary of reviews that covers user’s desirable information. Finally,

Chapter 6 summarizes our conclusions and presents future research directions.
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2 RANKING DOCUMENTS BY RELEVANCE

Identifying the most important documents is an important step towards the main

goal of this thesis regarding Research Question 1 - How to detect a relevant document

among a large number of documents. Thus, this Chapter put forward a novel unsupervised

algorithm to rank documents by relevance. Please note that the content of this chapter

was published on the IEEE/WIC/ACM International Conference on Web Intelligence1,

and here, we present an expanded version.

2.1 Introduction

Gathering information based on other people’s opinions is an important part of

the decision-making process. In this sense, writing and reading reviews about a service

or a product on collaborative review Websites has become a common practice among

people. Most collaborative review Websites adopt ranking schemes to help in dealing with

information overload, using criteria such as usefulness. Usefulness, typically measured

as the total votes given by other users, is an interesting way of defining the relevance

of a review. However, in addition to being a manual process dependent on motivated

users, this approach fails to consider the most recent reviews and those with fewer votes,

configuring the so-called “cold start problem" (LAM et al., 2008).

Many works address the problem of ranking reviews by their relevance. Most

of them rely on supervised algorithms such as classification and regression (KIM et al.,

2006; XIONG; LITMAN, 2011; MUKHERJEE; LIU, 2012; ZENG; WU, 2013; YANG

et al., 2015; TANG; QIN; LIU, 2015; CHUA; BANERJEE, 2016). However, the quality

of results produced by supervised algorithms is dependent on the existence of a large,

domain-dependent training data set. In this sense, unsupervised methods (TSUR; RAP-

POPORT, 2009; WU; XU; LI, 2011) are an attractive alternative to avoid the labor-intense

and error-prone task of manual annotation of training datasets.

In this sense, MRR (Most Relevant Reviews), a novel unsupervised algorithm that

identifies relevant reviews based on the concept of node centrality is proposed. In graph

theory, centrality (or salience) indicates the relative importance of one vertice in relation

1Complete Reference: Woloszyn, V., dos Santos, H. D., Wives, L. K., Becker, K. MRR: an unsupervised
algorithm to rank reviews by relevance. In: Proceedings... International Conference on Web Intelligence,
ACM. 2017. pp. 877-883.
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to other vertices (WEST et al., 2001). Popular algorithms to calculate node centrality are

PageRank (PAGE et al., 1999), and HITS (KLEINBERG, 1999).

In MRR, centrality is defined in terms of textual and rating similarity among re-

views. The intuition behind this approach is that central reviews highlight aspects of a

product that many other reviews frequently mention, with similar opinions, as expressed

in terms of ratings. Central reviews are thus relevant because they act as a summary of

a set of reviews. MRR constructs a graph where reviews are represented by nodes, con-

nected by edges weighted by the similarity between the pair of reviews, and then employs

PageRank to compute the centrality. MRR takes into account domain differences, by

defining a minimum similarity threshold based on the characteristics of a set of reviews

(e.g. books, movies).

Related works have explored centrality to analyze reviews based on the similarity

of sentences that compose a set of reviews. For instance, RevRank (TSUR; RAPPOPORT,

2009) uses Virtual Core Review that uses centrality to rank relevant reviews by their rel-

evance. To rank the relevance of reviews, the unsupervised approach proposed in (WU;

XU; LI, 2011) combines the centrality scores assigned to individual sentences and the re-

view’s length to produce an overall centrality score for each review. The method does not

scale well due to the chosen centrality granularity, which implies double use of PageRank,

and required pre-processing to identify specific textual features (e.g. nouns, adjectives).

In this proposal, experiments were carried out using reviews collected from Ama-

zon’s website in two domains, and they reveal that MRR significantly outperforms the

chosen unsupervised baselines (WU; XU; LI, 2011; TSUR; RAPPOPORT, 2009), both in

terms of mimicking the human user perception of helpfulness and run-time performance.

Comparing to a supervised baseline (Support Vector Machine regression), it achieved

comparable results in a specific setting (i.e. best-ranked review).

The contributions of this work are the following:

1. an unsupervised method to identify the relevance of reviews, i.e. it does not depend

on an annotated training set;

2. the use of centrality scores that rely on a computationally inexpensive similarity

function that combines similarity scores of reviews, which does not require exten-

sive textual pre-processing;

3. a method that performs well in reviews of different domains (e.g. close vs. open-

ended), as it defines a graph-specific minimum similarity threshold to construct the

reviews graph;
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4. the use of reviews from two distinct domains, showing that MRR results are signif-

icantly superior to the unsupervised baselines, and comparable to one supervised

approach in a specific setting.

The next Section 5.6 discusses related work. Then, section 3.3 present details of

MRR algorithm. Section 5.4 describes the design of the experiments, and Section 5.5

discusses the results. Section 5.7 summarizes the findings up to the moment and presents

future research directions.

2.2 MRR Algorithm

The intuition behind MRR2 is that the relevance of a review can be regarded as the

problem of finding reviews that comment on aspects often highlighted about that prod-

uct/service, such that their rating scores do not differ much from a consensus on such

aspects. To solve this problem, the MRR approach relies on the concept of graph central-

ity to rank reviews according to estimated relevance. Since the approach addresses the

cold start problem, it does not employ features that depend on the user’s indication of the

received usefulness of the review (e.g. votes and author’s relevance).

MRR represents the relationship between reviews as a graph, in which the vertices

are the reviews, and the edges are defined in terms of the similarity between pairs of

reviews. A similarity function that combines the similarity of topics discussed in the

texts of the reviews, and the similarity of the respective rating scores, is defined. The

hypothesis is that a relevant review has a high centrality index since it is similar to many

other reviews. The centrality index produces a ranking of vertices’ importance, which in

the proposed approach indicates the ranking of the most relevant reviews.

Let R be a set of reviews, and r ∈ R a tuple 〈t,rs〉, where r.t represents the text of

the review and r.rs a rating score ∈ [1,5] that the reviewer has assigned to it. MRR builds

a graph representation G = (V,E), where V = R and E is a set of edges that connects

pairs 〈u,v〉 where v,u ∈ V , and uses PageRank to calculate centrality scores for each

vertex. Figure 2.1 shows the main steps of the MRR algorithm: (a) it builds a similarity

graph G between pairs of reviews of the same product; (b) the graph is pruned (G’) by

removing all edges that do not meet a minimum similarity threshold, which is calculated

based on the average similarity between reviews in the dataset; (c) using PageRank, the

2MRR is available at http://github.com/vwoloszyn/MRR
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centrality scores are calculated and used to construct a ranking. The pseudo-code of MRR

is displayed in Algorithm 4, where G and G′ are represented as adjacency matrices W and

W ′. In the remaining of this section, the similarity function, and the process to obtain the

centrality index ranking are detailed.

Figure 2.1: Illustration of MRR steps, where symbols represent text words and numbers,
star ratings.
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Algorithm 1 - MRR Algorithm (R, α , β ): S
- Input: a set of reviews R, α the balance for the weighted sum in the similarity function
and, β is the base threshold.
- Output: ordered list S containing the computed helpfulness score relative to each of
review ∈ R.

1: for each u,v ∈ R do
2: W [u,v]← α ∗ sim_txt(u,v)+(1-α)∗ sim_star(u,v)
3: end for
4: E← mean(W )
5: for each u,v ∈ R do
6: if W [u,v] ≥ E ∗β then
7: W ′[u,v]← 1
8: else
9: W ′[u,v]← 0

10: end if
11: end for
12: S← PageRank(W ′)
13: Return S

2.2.1 Reviews Similarity

The premise underlying the centrality concept is that the importance of a node is

measured in terms of both the number and the importance of their neighbor (which in this

case, are the similar reviews). In MRR, to compute the similarity of pairs of reviews, it

takes into consideration their text, disregarding its division into sentences, and the rating
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scores. In addition, MRR compares the text of reviews merely using the terms they con-

tain, represented as unigrams weighted by Term Frequency-Inverse Document Frequency

(TF-IDF). This choice of a minimalist model, which needs only two features to repre-

sent the similarity between reviews, proved to be fast and scalable, since the extraction of

features for comparison is not time-consuming. Additionally, this model achieves better

results than the others two unsupervised baselines that also are based on graph centrality.

Therefore, the similarity of reviews is defined as the weighted sum between texts

similarity (given by the cosine similarity of their respective TF-IDF vectors) and the sim-

ilarity of ratings, as detailed in Equation 4.1.

f (u,v) = α ∗ sim_txt(u,v)+(1−α)∗ sim_star(u,v) (2.1)

where sim_txt ∈ [0,1] represents the cosine similarity between the TF-IDF vectors of

two reviews u and v, and sim_star ∈ [0,1] represents the similarity between the rating

scores u.rs and v.rs. Function sim_star, stated in 2.2, is based on the euclidean distance

normalized by the Min-Max scaling, which outputs 1 when the ratings scores u.rs and v.rs

are identical, and 0 when ratings scores are strongly dissimilar. The constant α balances

the weighted sum function. In section 2.3.5, the numerical optimization process employed

to find the best α which minimizes the Mean Square Error is discussed.

sim_star(u,v) = 1− |u.rs− v.rs|−min(rs)
max(rs)−min(rs)

(2.2)

2.2.2 Graph-Specific Similarity Threshold

In the proposed approach, relevance is dependent on the existence of links between

reviews, and it can establish links when the similarity score is above a minimum similarity

threshold.

However, setting an appropriate similarity threshold is a tricky problem. While a

low threshold may mistakenly consider as similar reviews that have very little in common

for the computation of reviews relevance, conversely, a high threshold may disregard im-

portant links between reviews. Indeed, there may exist a significant difference on how

reviews are written depending on the domain. For instance, reviews on books or movies

are more diverse and open-ended, whereas reviews on computers or cameras tend to eval-

uate specific aspects. Thus, reviews can be more or less similar depending on the domain.
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To solve this issue, a specific threshold is computed to each graph of a product,

based on the characteristics of the respective reviews set. Then, a base threshold β is

employed, and it varies according to the mean similarity in each reviews dataset. This

base represents a proportion of the mean similarity in the dataset corresponding graph.

Thus, when the mean similarity between reviews increases (decreases), the similarity

threshold also increases (decreases) proportionally. The constant α balances the weighted

sum function.

Equation 5.1 is used to prune the graph based on a minimum similarity between

reviews. The result is an un-weighted graph represented by the adjacency matrix W ′,

where W ′(u,v) assumes 1 if an edge that connects u and v exists, and 0 otherwise.

W ′(u,v) =

{
1, f (u,v) ≥ E ∗β

0, otherwise
(2.3)

In Equation 5.1, f (u,v) is the similarity score according to Equation 4.1; E is the mean

similarity of the review dataset, and β is the base threshold. Section 2.3.5 present the

numerical optimization process to find the best β .

2.2.3 PageRank Centrality

To compute the centrality of each review, MRR relies on PageRank (PAGE et al.,

1999), which considers each edge as a vote to determine the overall centrality score of

each node in a graph. However, as in many types of social networks, not all of relation-

ships are considered of equal importance. The premise underlying PageRank is that the

importance of a node is measured in terms of both the number and the importance of

vertices it is related to. The PageRank centrality function is given by:

PR(u) = ∑
v∈Bu

PR(v)
Nv

(2.4)

where Bu is the set containing all neighborhood of u and Nv the number of neighborhoods

of v.

The intuition of using PageRank in MRR is that the more a review is connected

to reviews that are highly similar to other reviews, the more representative it is of the

opinions issued about the product.

Given an adjacency matrix W ′ which represents a graph of reviews that are con-
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nected due to a minimum similarity threshold, the centrality scores are iteratively calcu-

lated using PageRank. The centrality indices obtained represents a ranking of vertices’

importance, used to indicate the ranking of most relevant reviews.

2.3 Experiment Design

In this section, the experimental setting used to evaluate MRR is detailed. Also,

the dataset used is described, as well as the methods employed as baseline for comparison,

the helpfulness definition adopted as Gold-standard, and the metric applied for relevance

ranking evaluation. Finally, some details on other experiments performed to assess MRR

are presented.

2.3.1 Datasets

The dataset comprises reviews of electronic products and books extracted from

the Amazon website (MCAULEY; PANDEY; LESKOVEC, 2015). The sampling was

obtained using the same methodology proposed by Chua et al. (2016), which used only

products with more than 30 reviews, and reviews longer than three sentences and with

more than five users’ helpfulness votes. The resulting datasets contain 19,756 reviews of

electronics products and 24,234 reviews of books. For each review, the following features

were used: a) review rating; b) review text; and c) the number of positive and negative

votes. Table 5.1 describes the profiling of the datasets.

Table 2.1: Profiling of the Amazon dataset.
Electronics Books

Votes 48.20 (± 302.84) 29.71 (± 73.58)
Positive 40.12 (± 291.99) 20.60 (± 64.18)
Negative 8.08 (± 22.27) 9.11 (± 21.44)
Rating 3.73 (± 1.50) 3.41 (± 1.54)
Words 350.32 (± 402.02) 287.44 (± 273.75)
Products 383 461
Total 19,756 24,234
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2.3.2 Baseline

As baseline the two state-of-the-art unsupervised ranking methods described in

Section 5.6 (TSUR; RAPPOPORT, 2009; WU; XU; LI, 2011) were adopted. Addition-

ally, to measure the gap between MRR and a supervised one, the results were compared

with two regression Support Vector Machine (SVM) regression models with 10-fold cross

validation. The SVM models were trained using two distinct set of features: a) textual fea-

tures represented by TF-IDF and the star score; and b) the same features used by Wu et al.

(2011), who also made this comparison, namely review length, counts of POS-category

(i.e. adjective, noun, verb, and adverb), number of sentences and uni-gram counts.

2.3.3 Gold Standard and Evaluation Metric

Previous work on automatic review helpfulness assessment (KIM et al., 2006;

MUDAMBI; SCHUFF, 2010) model the relevance as the proportion of users who have

given a positive vote about the total of given votes (positive and negative votes). Thus,

the evaluating of how MRR mimics the human model of relevance is measuring in terms

of helpfulness. The Gold Standard is given by Equation 2.5.

h(r ∈ R) =
vote+(r)

vote+(r)+ vote−(r)
(2.5)

where r is a review belonging to a set of reviews R, votes+(r) is the number of people

who find r useful and votes−(r) is the number of users that do not consider it useful.

2.3.4 Normalized Discounted Cumulative Gain

Since each product that composes the gold standard has a distinct helpfulness

score, Normalized Discounted Cumulative Gain (NDCG) (JÄRVELIN; KEKÄLÄINEN,

2002) measure were employed as evaluation metric of MRR’s ranking task. NDCG is

a metric used in information retrieval, which measures the performance of a recommen-

dation system based on the graded relevance of the recommended entities. NDCG em-

phasizes the head of the list, where NDCG@k represents by the optimal ranking for only

the top-k items. It varies from 0.0 to 1.0, with 1.0 representing the ideal ranking of the

entities. The MRR was assessed using the top review (NDCG@1) and the top-5 reviews
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(NDCG@5).

2.3.5 MRR Parameterization

The proposed algorithm relies on two parameters (α , β ) that change its behavior

and the quality of results. To evaluate the sensibility of MRR to these parameters, an

optimization method to find the best values based on the minimization of Mean Squared

Error were used. The results obtained from the optimization method were compared with

the results obtained from the manually defined values for α and β .

The method used finds the best α and β , was Newton-Conjugate-Gradient, which

is numerical optimization technique that minimizes functions of multiples variables. It

was employed the entire set of reviews described in Section 4.1, with the intent of finding

a single pair of parameters that maximize the ranking quality (measured using NDCG@5)

for both electronics and books reviews. The best parameters found were α = 0.867168

and β = 0.85533.

2.3.6 Graph-Specific Threshold Assessment

To assess the contribution of the Graph-Specific Threshold proposed to MRR, the

NDCG results obtained using different similarity thresholds manually set were compared

with the ones produced using the Graph-Specific threshold. These were calculated ac-

cording to the optional α and β parameters, as defined in the previous subsection.

2.3.7 Run-time Evaluation

Since the MRR algorithm was designed to deal with a large number of reviews,

a run-time assessment was also performed. The analysis was limited to the electronic

products dataset. For each product in this dataset, the time to produce the relevance

ranking according to MRR and the unsupervised baselines was measured. The assessment

was performed using i7 1.8 GHz Intel machine with 4Gb of RAM.
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2.4 Results and Discussions

This section discusses the evaluation of MRR with regard to the adopted baselines

in terms of helpfulness ranking assessment using reviews of two different domains. It also

discusses the results of the other assessments performed, namely parameters’ sensitivity,

the contribution of the graph-specific threshold, and run-time performance.

2.4.1 Relevance Ranking Assessment

Tables 2.2 and 2.3 display the mean NDCG (it has an NDCG value for each prod-

uct in the review set) for the electronics and books datasets, where the baselines are

referred to as REVRANK (TSUR; RAPPOPORT, 2009), PR_HS_LEN (WU; XU; LI,

2011), and the supervised SVM regression models as SVM_TFIDF (trained using TF-

IDF vectors extracted from the reviews) and SVM_WU (using the same features used by

Wu et al. (2011)).

Table 2.2: Mean Performance on Book Reviews

NDCG@1 NDCG@5

SVM_WU 0.80770 0.91817
SVM_TFIDF 0.85539 0.93119
REVRANK 0.66052 0.68172
PR_HS_LEN 0.72689 0.77131
MRR 0.79877 0.81876

Table 2.3: Mean Performance on Electronic Reviews

NDCG@1 NDCG@5

SVM_WU 0.76416 0.91535
SVM_TFIDF 0.88986 0.94621
REVRANK 0.67903 0.72133
PR_HS_LEN 0.87434 0.87184
MRR 0.89403 0.89246

The complete distributions are depicted in the boxplots of figures 2.2 and 2.3.

The mean NDCG results in tables 2.2 and 2.3 show that MRR outperformed all

unsupervised baselines. For the book dataset, the differences range from 4.7 to 7.2 per-

centage points (pp) when compared to the runner-up method, namely PR_HS_LEN. For
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Figure 2.2: Distribution of results obtained in MRR and the baseline on books reviews.

Figure 2.3: Distribution of results obtained from MRR and the baseline on electronics
reviews.

the electronic dataset, the difference is approximately 2 pp in all cases. The boxplots

show that MRR results are not only better in average, but also in terms of lower and up-

per quartiles, minimum and maximal values. The Wilcoxon statistical test (WILCOXON;

KATTI; WILCOX, 1970) with a significance level of 0.05 verified that MRR results are

statistically superior, except in a single case, namely NDCG@1 in the electronic dataset.

With regard to the supervised models, MRR yields comparable results to both

SVM_TFIDF and SVM_WU at NDCG@1, which is an excellent result for an unsuper-

vised model. In the books dataset, the difference in favor of SVM_TFIDF and SVM_WU

is 5.6 pp and 0.9 pp, respectively. In the electronics dataset, MRR outperforms both mod-

els (0.42 pp and 13 pp, respectively). The Wilcoxon statistical test, with significance level

0.05, verified that MRR NDCG@1 results on electronics dataset at NDCG@1 are statisti-

cally superior, and comparable in the other cases. However, using NDGC@5, both SVM

models outperforms MRR, and the difference is statistically significant.
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2.4.2 Graph-Specific Threshold Assessment

Figure 2.4 displays the mean NDCG@5 for both electronics and books datasets,

using a fixed threshold (FT) and a graph-specific threshold (GST). It is possible to see that

in both datasets, MRR performance is always better using a Graph-Specific threshold.

Thus, in addition to eliminating the burden of experimenting with different thresholds,

this approach yields the best results. Considering the manually set thresholds FT, the

best NDCG result was found for similarity threshold 0.75 for both books and electronic

datasets. Nevertheless, these results are, respectively, 6.1 pp and 1.1 pp inferior to the

ones obtained using graph-specific thresholds.

Figure 2.4: Graph-Specific Threshold versus different values for Fixed Thresholds.

2.4.3 Parameter Sensitivity Assessment

Given the optimal parameters (α = 0.867168 and β = 0.85533), the impact of a

manual parametrization on the quality of MRR’s ranking using different values of al pha

and beta on both electronic and books reviews were measured, as follow:

• Fixed_Beta_Electronics: β=0.85533 and α ∈ [0.5,1] on electronics reviews;

• Fixed_Alfa_Electronics: α=0.867168 and β ∈ [0.5,1] on electronics reviews;

• Fixed_Beta_Books: β=0.85533 and α ∈ [0.5,1] on books reviews;

• Fixed_Alfa_Books: α=0.867168 and β ∈ [0.5,1] on books reviews.

Results are depicted in Figure 2.5. Compared to the mean NDCG@5 scores using

the optimal parameters, the experiment shows that while α in all settings had a low influ-

ence (0.7%-4%) on the results, β produced the highest performance variation (1%-17%
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on electronics reviews and 0.5%-15% on books reviews). However, the results showed

that high values for beta tend to produce a good mean NDCG score. Nevertheless when

0.8≤ β ≤ 0.9, the MRR algorithm produces stable results, varying only 3% for electron-

ics and 6% for books compared which is not a significant difference between the optimal

parameters.

Figure 2.5: Influence of MRR’s parameters on NDCG results

2.4.4 Run-time Assessment

Figure 2.6 shows the time required for producing a ranking for each one of the

383 products in the electronic dataset using MRR, PR_HS_LEN and REVRANK (log

scale). The number of reviews per product ranges from 30 up to 350. Although all

approaches present a similar growth rate, MRR presents a significantly lower running

time, thus indicating that it is more suitable than the baselines to process a larger number

of reviews.

2.5 Related Work

Several studies have addressed the task of predicting the relevance of reviews. The

use of sentiment analysis as the basis for predicting review relevance using supervised

learning has been addressed by works such as (MUKHERJEE; LIU, 2012; TANG; QIN;

LIU, 2015), but the relationship between sentiment and relevance has not been proved

consistent (CHUA; BANERJEE, 2016). Using regression techniques, Chua et al. in

(CHUA; BANERJEE, 2016) explored other features in addition to sentiment to predict
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Figure 2.6: Run-time comparison between MRR, REVRANK and PR_HS_LEN for elec-
tronic products reviews.

relevance, such as text properties (e.g. number of words), product type (search and expe-

rience) and self-claimed expertise, concluding that the best predictors were the number of

words and product key aspects. Another study (WOLOSZYN; SANTOS; WIVES, 2016)

explored the readability aspects of helpful reviews, concluding there is a high correlation

between several intelligibility indicators and usefulness.

Relevance is often measured in terms of helpfulness, interpreted as the perceived

value of a given entry to support purchase decisions (MUDAMBI; SCHUFF, 2010). Us-

ing votes given by users to a question such as “Was this review helpful to you?", many

studies try to predict review’s relevance (XIONG; LITMAN, 2011; ZENG; WU, 2013;

YANG et al., 2015; KIM et al., 2006), always using supervised learning strategies. Re-

gression algorithms consistently improved the prediction of helpfulness in the context of

cross-language reviews (WAN, 2013). However, approaches based on users’ votes are

affected by the “cold start problem" (LAM et al., 2008).

A common drawback of supervised learning approaches is that the quality of re-

sults is heavily influenced by the availability of a large, domain-dependent annotated cor-

pus to train the model. Unsupervised learning techniques are attractive because they do

not imply the cost of corpus annotation.

RevRank (TSUR; RAPPOPORT, 2009) is a fully unsupervised approach to rank

reviews using the word frequency distribution of a given review dataset. First, it creates a

core virtual review using the optimal 200 most frequent words. Then it ranks the reviews

based on the distance from this virtual review. The ranking results are inferior compared

to centrality-based techniques.

Wu et al. proposed a method in (WU; XU; LI, 2011) to rank relevant reviews



28

which combine the centrality scores assigned to individual sentences and the overall re-

views’ length to produce an overall centrality score for reviews. It employs PageRank

twice: a) to compute the centrality scores of sentences based on similarity of specific

POS-tagged features (i.e. nouns, verbs, and adjectives), and b) to compute the centrality

of reviews leveraging the scores of individual sentences and review length. Although it

achieves results that are only slightly inferior compared to supervised learning methods,

its run-time performance is affected by the design choices: a) the review similarity func-

tion that requires previous computation of sentence similarity using centrality; b) double

use of PageRank; and c) extraction of specific POS-tagged features for similarity compu-

tation, which increases processing time and its error prone due to issues in user-generated

content.

In short, MRR combines the core virtual review concept (TSUR; RAPPOPORT,

2009) with review relevance by centrality (WU; XU; LI, 2011), powered by a graph-

specific similarity threshold.

2.6 Chapter summary

The MRR is a novel unsupervised algorithm that identifies relevant reviews based

on the concept of node centrality. The intuition behind MRR is that central reviews high-

light aspects of a product that many other reviews frequently mention, with similar opin-

ions, as expressed in terms of ratings.

The proposed algorithm requires no prior domain knowledge and no training data,

which avoids costly and error-prone manual training annotations. Compared to related

work, MRR: a) outperforms baseline unsupervised techniques (WU; XU; LI, 2011; TSUR;

RAPPOPORT, 2009) imitating the user vote model, and has a comparable performance

with regard to a supervised regression model (in a specific setting); b) presents better

run-time performance due to a computationally inexpensive reviews similarity function;

c) is adaptable to the characteristics of the reviews dataset by setting a specific similarity

threshold to each product’s sets of reviews.

In the experiments, MRR showed to be suitable for products such as books, on

which opinions can be highly open-ended, and electronics, which have a relatively small

number of well-defined features (TSUR; RAPPOPORT, 2009). In addition, the graph-

specific threshold achieves the best results adapting itself to the characteristics of the

reviews set, and eliminates the burden of experimenting with different thresholds. The
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assessment of the sensitivity for the α and β parameters showed that the latter has the

stronger influence. Nevertheless, there is not a significant difference between the optimal

parameters, specially the ones set in the range of [0.8-0.9].

In terms of run-time cost, MRR is computational inexpensive when compared to

other graph-centrality methods that are based on sentence similarity, since it is based on

TF-IDF and stars features of reviews to compute the review centrality in a graph. Such a

feature allows MRR to process a large number of reviews in a shorter time lapse than the

baselines.

2.7 Final Remarks

This Chapter presented the work carried out to rank reviews by their relevance

(RQ1). Furthermore, in our experiments (better discussed in Chapter 8), we observed that

the Most Helpful Review, usually, do not cover most of the user interests. Nonetheless, I

believe that combining MRR with a biased coverage of the user’s interests (RQ2) can gen-

erate useful summaries to users. In this sense, next Chapter presents a research addressed

to biased automatic text summarization system.
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3 BIASED SUMMARIZATION

Automatic Text Summarization are systems build to extract the most important

passages from a text, in other hand, a biased summary can covers a specific set of sub-

jects. This Chapter presents BEATnIk, an algorithm to generate biased summaries, that

cover different set of subjects which is not necessarily the most important. In this sense,

BEATnIk is an step towards answering the Research Question 2 - How to create a textual

summary which covers the desirable information for a specific user.

Similarly to the previous chapter, it also use reviews to validate the experiments,

however for a different purpose: extracts from user’s review educational aspects of a

movies. It is important to state that BEATnIk was developed to created not only to gen-

erate summaries which covers educational aspects of movies, but also it is capable to

generate reviews which covers the information need by a specific user. The central con-

tent of this chapter was published at Brazilian Symposium on Computers in Education1,

and have received a mention of honor.

3.1 Introduction

The use of extracurricular learning material is a common practice inside a class-

room. Teachers have been increasingly using movies, software and other kinds of learn-

ing objects that can support the teaching of the class subject, and some examples of such

practices can be found in (GIRAFFA; MULLER; MORAES, 2015; OLIVEIRA; RO-

DRIGUES; QUEIROGA, 2016; CASTRO; WERNECK; GOUVEA, 2016). The use of

movies is one of the simplest ways to support teaching because it is easily available and is

a time-controlled experience inside the classroom. In this sense, Websites such as Teach-

WithMovies2, arise as a valuable support to the creation of lesson plans. In this website,

a set of movies is described by teachers to be used as learning objects inside a classroom.

Each movie description contains at least the movie’s benefits and possible problems, a

helpful background, a discussion; besides, with some descriptions, there are also ques-

tions to be used in class. The preparation of such type of material is a time-consuming

1Complete Reference: Woloszyn, V., Machado, G. M., de Oliveira, J. P. M., Wives, L., Saggion, H.
(2017, October). BEATnIk: an algorithm to Automatic generation of educational description of movies.
In Brazilian Symposium on Computers in Education (Simpósio Brasileiro de Informática na Educação-
SBIE) (Vol. 28, No. 1, p. 1377).

2http://www.teachwithmovies.org/
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activity, and an educational summary can help in the elaboration of a longer movie-based

lesson plan.

Several works address the challenge of extracting specific aspects from users’ re-

views to compose a summary about a movie or a product. Most of those works rely on

supervised algorithms such as classification and regression (XIONG; LITMAN, 2011;

ZENG; WU, 2013; YANG et al., 2015; WOLOSZYN et al., 2017a). However, the

quality of results produced by supervised algorithms is dependent on the existence of

a large, domain-dependent training dataset. In this sense, semi-supervised and unsuper-

vised methods are an attractive alternative to avoid the labor-intense and error-prone task

of manual annotation of training datasets.

Considering such context this work describes BEATnIk (Biased Educational Au-

tomatic Text Summarization), which is an unsupervised algorithm to generate biased sum-

maries that cover educational aspects of movies from users’ reviews. BEATnIk can help

teachers in providing educational descriptions for movies. So, the work’s main contribu-

tions are: a) the description of a tool to assist professors in the creation of lesson plans

from the movies’ reviews; and b) an unsupervised algorithm which outperforms the base-

line, imitating the human educational description of the movie. BEATnIk can also be

employed in other domains, it would only require small modifications to be able to gen-

erate, for instance, a biased summary that covers the personal user’s aspect of interest

about products on Online Collaborative Review Websites. It is important to highlight that

BEATnIk is open source and it is available on the Internet 3.

The rest of this Chapter is organized as follows. Section 5.6 discusses the related

works. Section 3.2 present the datasets employed on this work. Section 3.3 present details

of BEATnIk algorithm. Section 5.4 describes the design of our experiments, and Section

3.5 discusses the achieved results. Section 5.7 summarizes our conclusions and presents

future research directions.

3.2 Datasets Employed

As the goal of our approach was to build a biased summarizer for educational pur-

poses, this work employed two datasets to perform the experiments. The first served as

a word thesaurus to implement the educational bias, and it was collected from an educa-

tional website TeachWithMovies (TWM) where a set of movies are described by teachers

3http://xx.yy.zz
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with the goal to use them as learning objects inside a classroom. The second dataset

is Amazon Movie Reviews (AMR) (MCAULEY; LESKOVEC, 2013) which provides

user comments about a large set of movies. Since only the movies that appeared in both

datasets could be used, a filter was applied, which ended up with 256 movies to perform

our evaluation. Next Section describes with more details each dataset.

3.2.1 Teaching with Movies

The TeachWithMovies dataset was collected through a crawler developed by us.

Different teachers described the movies on the website, but each movie has only one

description, this was a challenge while collecting the data because the information was

not standardized or had associated metadata.

However, is important to noticed that some movies presented common informa-

tion: i) movie description; ii) rationale for using the movie; iii) movie benefits for teaching

a subject; iv) movie problems and warnings for young watchers; and v) objectives of using

this movie in class. The developed crawler extracted such information, and the movie de-

scription was used since it contains the greatest amount of educational aspects. In the end,

408 unique movies and video clips were extracted, but after matching with the Amazon

dataset, only 256 movies were used.

3.2.2 Amazon Movie Reviews

The Amazon Movie Reviews was collected with a timespan of more than ten years

and consists of proximately 8 millions of reviews that include product and user informa-

tion, ratings, and a plain text review. In Table 3.1 is shown some statistics about the

data.

Table 3.1: Amazon Movie Reviews Statistics

Dataset Statistics
Number of reviews 7,911,684
Number of users 889,176
Expert users (with >50 reviews) 16,341
Number of movies 253,059
Mean number of words per review 101
Timespan Aug 1997 - Oct 2012
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3.3 BEATnIk Algorithm

In BEATnIk, a complete graph is constructed for each movie. In this graph, each

sentence extracted from the Amazon’s dataset becomes a node, and each edge’s weight is

defined by a similarity measure applied between sentences. An adapted cosine equation

assesses the similarity. The algorithm then employs PageRank (PAGE et al., 1999) to

compute the centrality of each node. The intuition behind this approach is that central

sentences highlight aspects frequently mentioned in a text. Also, BEATnIk takes into

account keywords extracted from the lesson plans of TWM (used as a bias) to compute

the importance of each sentence. The final educational summary is based on the centrality

score of the sentences weighted by the presence of educational keywords.

Let S be a set of all sentences extracted from the R user’s reviews about a single

movie, BEATnIk builds a graph representation G = (V,E), where V = S and E is a set of

edges that connect pairs 〈u,v〉 ∈V . The score of each node (that represent a sentence) is

given by the harmonic mean between its centrality score on the graph given by PageRank,

and the sum of the frequencies of its education keywords (stated in equation 3.2). The

pseudo-code of BEATnIk is displayed in Algorithm 4, where G is represented as the

adjacency matrix W .
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Algorithm 2 - BEATnIk Algorithm (S,B): O
- Input: a set of sentences extracted from the Amazon’s reviews R, and

a corpora B used as bias and

- Output: a extractive biased summary O based on reviews R.

1: for each u,v ∈ S do

2: W [u,v]← idf-modified-cosine(u,v)

3: end for

4: for each u,v ∈ S do

5: if W [u,v] ≥ β then

6: W ′[u,v]← 1

7: else

8: W ′[u,v]← 0

9: end if

10: end for

11: P← PageRank(W ′)

12: for each u ∈ S do

13: K← sim-keyword(u, B)

14: O[u]← ‖S‖PuK
Pu+K

15: end for

16: Return O
The main steps of the BEATnIk algorithm are: (a) it builds a similarity graph

(W ) between pairs of reviews of the same product (lines: 1-3); (b) the graph is pruned

(W’) by removing all edges that do not meet a minimum similarity threshold, given by

the parameter β 4 (lines 4-10); (c) using PageRank, the centrality scores of each node is

calculated (line 11); (d) using the educational corpora, each sentence is scored according

the presence of educational keywords (line 13); (e) The final importance score of each

node is given by the harmonic mean between its centrality score on the graph, and the

sum of its education keywords frequencies (line 14).

To get the similarity between two nodes, it uses a metric that is an adapted cosine

4The best parameter obtained in our experiments is β = 0.1
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difference of the two corresponding sentence vectors (ERKAN; RADEV, 2004):

idf-modified-cosine(x,y) =
∑w∈x,y tfw,xtfw,y(idfw)

2√
∑xi∈x(tfxi,xidfxi)

2×
√

∑yi∈y(tfyi,yidfyi)
2

(3.1)

where tfw,s is the number of occurrences of the word w in the sentence s. It uses

the approach described in (MIHALCEA; TARAU, 2004) to extract the keywords from

the educational corpora. The similarity between the sentences and the keywords extracted

from the TWM lesson plans are given by the following equation:

sim-keyword(x,B) = ∑
w∈x

tfw∈keywords(B) (3.2)

The comparison of our approach to TextRank (MIHALCEA; TARAU, 2004),

which is also a Graph-based Automatic Text Summarization, revealed that BEATnIk gen-

erates summaries closer to the educational description of the movies in TWM (details are

presented in the next section).

3.4 Experiment Design

This section presents the experimental setting used to evaluate BEATnIk. It de-

scribes the method employed as the baseline for comparison, the educational plans adopted

as Gold-standard and the metric applied for evaluation, as well as details of the experi-

ment, performed to assess BEATnIk.

3.4.1 The baseline

The results obtained from our proposed approach are compared with Textrank (MI-

HALCEA; TARAU, 2004) algorithm. Textrank was chosen because it is also a graph-

based ranking algorithm and has been widely employed in Natural Language tools (ŘE-

HŮŘEK; SOJKA, 2010).

Textrank essentially decides the importance of a sentence based on the idea of

“voting” or “recommending”. Considering that in this approach each edge represents a

vote, the higher the number of votes that are cast for a node, the higher the importance

of the node (or sentence) in the graph. The most important sentences compose the final
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Figure 3.1: A summarized snapshot of “Into the Wild” lesson plan

summary.

3.4.2 Gold-Standard

The lesson plans found on the TWM website were used as a gold-standard to

assess BEATnIk summaries. An English-speaking teacher describes each lesson plan and

takes into consideration the educational aspects of the movie.

The lessons are categorized by movie genre, learning discipline, recommended

age (from 3 years-old to college level), and alphabetical order. Inside the lesson plans,

there is also some learning goals regarding the movie, such as the learning subject, the

social-emotional learning, and the ethical emphasis.

Taking, for instance, the summary of “Into the Wild” lesson plan presented in

Figure 3.1, where a teacher highlighted the importance of human relationships. At the top

right, it is found the structure of the whole lesson available online 5. In the remaining of

the lesson, the teacher still presents some benefits of the movie, such as risky behavior

can have fatal consequences and relationships with people are an essential part of life.

TWM provided a well-described educational dataset, and despite the lack of stan-

dardization of lessons plans, this work used it successfully as a gold-standard to perform

5http://www.teachwithmovies.org/guides/into-the-wild.html
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our experiments.

3.4.3 Evaluation Metric

The evaluation was performed by applying ROUGE (Recall-Oriented Understudy

for Gisting Evaluation) (LIN, 2004), which is a metric inspired on the Bilingual Evalua-

tion Understudy (BLEU) (SAGGION; POIBEAU, 2013).

Specifically, ROUGE-N were used in the evaluation, which makes a comparison

of n-grams between the summary to be evaluated and the “gold-standard" ( in our case,

BEATnIk summaries and TWM lesson plans, respectively). Only the first 100 words

of the summaries of BEATnIk’s and the baseline’s summary were considered, since it

corresponds to the median size of the gold-standard. ROUGE was chosen because it

is one of most used measures in the fields of Machine Translation and Automatic Text

Summarization (POIBEAU et al., 2012).

3.4.4 BEATnIk’s bias

The set of lesson plans extracted from TMW was used as an educational bias for

BEATnIk algorithm. When generating a biased summary for a specific movie, BEATnIk

does not take in consideration such movie lesson plan. Instead, it builds a graph using all

other movies information, excepting the movie to be summarized. This strategy avoids

any positive influence on the performance of the predictive model.

The retrieved corpus was composed of 991 sentences and 2,811 unique tokens.

Table 3.2 describes the first 20 keywords extracted from TWM corpus.

3.5 Results

This section presents the BEATnIk’s evaluation regarding the adopted baselines

concerning precision, recall, and f-Score obtained by using ROUGE-N.

The gold-standard utilized in the experiments, as already stated in Section 5.4, is

the educational description extracted from the TWM website. Table 3.3 shows the mean

Precision, Recall, and F-Score, considering both BeatnIk and Textrank (the gold-standard

used as the baseline).
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Table 3.2: Keywords extracted from the lesson plans in TWM

Keywords Frequency Keywords Frequency
film 0.01390 class 0.00354
movi 0.01062 famili 0.00345
children 0.00475 bulli 0.00345
benefit 0.00457 parent 0.00336
father 0.00440 boy 0.00319
use 0.00414 help 0.00311
stori 0.00406 point 0.00311
discuss 0.00388 live 0.00285
question 0.00362 life 0.00276
child 0.00362 time 0.00276

The results presented in Table 3.3 show that BEATnIk outperformed the baseline

in all measurements carried out. Regarding Precision, the differences range from 4.9 to

11.9 percentage points (pp) on all ROUGE-N analyzed, where N is the size of the n-gram

used by ROUGE. The Wilcoxon statistical test, with a significance level of 0.05, verifies

that BEATnIk is statistically superior when compared to the baseline. Regarding recall,

the differences are also in favor of BEATnIk, ranging from 4.7 to 11.5 pp when compared

to the baseline.

Table 3.3: Mean of ROUGE results achieved by BEATnIk and the Baseline

ROUGE-n Baseline BEATnIk p-values

Precision-1 0.65615 0.77028 < 0.05

Recall-1 0.65003 0.75611 < 0.05

F_score-1 0.65283 0.76296 < 0.05

Precision-2 0.22394 0.34350 < 0.05

Recall-2 0.22192 0.33744 < 0.05

F_score-2 0.22284 0.34037 < 0.05

Precision-3 0.06313 0.11268 < 0.05

Recall-3 0.06387 0.11102 < 0.05

F_score-3 0.06347 0.11182 < 0.05

Regarding the distribution of Rouge’s results, the boxplot showed in Fig 3.2 in-

dicates that BEATnIk results are not only better in mean, but also concerning lower and

upper quartiles, minimum and maximal values.

To illustrate the differences between the BEATnIk and a generic text summarizer
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Figure 3.2: Distribution of Rouge results.

on the task of extracting the educational aspects from the movie’s reviews, consider the

snippet of summaries about the movie ’Conrack’ at table 3.4. In this example, while

BEATnIk highlights the educational aspects such as method lesson, teaching, and chil-

dren, the generic text summarizer used as baseline highlights the aspects frequent men-

tioned in the reviews, such as related to the screenplay and the director.

Table 3.4: Snippets of the summaries generated by BEATnIk and the Baseline about

movie ’Conrack’

BEATnIk Baseline

As well as being a method

lesson in teaching, it is also

a good personal film, and

even if you don’t warm to

Jon Voight’s character imme-

diately, you will love the little

children. [...]

The director achieved a glim-

mering one in this hidden

gem adapted from author Pat

Conroy’s novel The Water Is

Wide. [...]

3.6 Related work

Automatic Text Summarization (ATS) techniques have been successfully employed

on user-content to highlight the most relevant information among the documents (ERKAN;

RADEV, 2004; RADEV et al., 2004; GANESAN; ZHAI; HAN, 2010; SAGGION; POIBEAU,

2013). Regarding the techniques employed, some works have explored unsupervised
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methods based on graph centrality. In RevRank (TSUR; RAPPOPORT, 2009) it is pre-

sented the concept of Virtual Core Review, which is a graph composed by dominant terms

of the documents, where the relevance of each document is given according to their dis-

tance from the “Virtual Core" document. Another example is presented in (WU; XU; LI,

2011) that combines the centrality scores of each sentence with the documents’ length to

produce an overall centrality score for each review. However, this method does not scale

well due to the chosen centrality granularity, which implies the dual use of PageRank, and

requires pre-processing to identify specific textual features (e.g. nouns, adjectives).

There are also studies using supervised learning strategies to predict the text rele-

vance (XIONG; LITMAN, 2011; ZENG; WU, 2013; YANG et al., 2015; WOLOSZYN

et al., 2017a). Additionally, the use of regression algorithms consistently improves the

prediction of helpfulness (WAN, 2013). However, a common drawback of supervised

learning approaches is that the quality of results is heavily influenced by the availability

of a large, domain-dependent annotated corpus to train the model. Unsupervised learning

techniques are attractive because they do not imply the cost of corpus annotation either

training. Therefore, it is described in this work an unsupervised biased algorithm to ex-

tract educational aspects from movies’ reviews with the goal to assist teachers on the task

of creating movie-based lesson plans.

3.7 Chapter summary

In this chapter BEATnIk, an algorithm to generates biased summaries based on

the concept of node centrality, was presented. The intuition behind BEATnIk is that cen-

tral sentences containing “educational keywords" that are extracted from users’ reviews

about movies; are closer to a human-made educational description of the movie, than a

general summary. This work proved this assumption and showed that BEATnIk achieved

statistically superior results than Textrank.

The main contributions are the design and presentation of BEATnIk as a tool to

assist professors in the creation of lesson plans based on movies’ reviews, and a method-

ology designed to assess BEATnIk, which outperformed the baseline, imitating the human

educational description of the movies.
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3.8 Final Remarks

It is important to state that it was found out a considerable number sentences with

repeated information (e.g., similar sentences that express the same idea) and helpful sen-

tences with low centrality indexes that lead us to consider the investigation of other tech-

niques to select the most relevant sentences to compose a review. Next Chapter will

present an approach to spot fake content.
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4 RANKING DOCUMENTS BY TRUST

This chapter presents a semi-supervised approach to spot fake content, namely

DistrustRank. The detection of fake content described in this work plays an important

role for both Research Question 1 and 2, since identifying trustful information is essential

to ensure that only reliable information is included in the summary for the user.

For validating our proposed algorithm, we employed DistrustRank for detecting

fake news. Although News and Reviews have different characteristics, the model here

proposed takes into consideration only textual similarities, which can be applied in both

domains. The work described here was published at 10th ACM Conference on Web Sci-

ence, Amsterdam, 27-30 May 20181.

4.1 Introduction

Many people have access to the News through different online information sources,

ranging from search engines, digital forms of mainstream News channels to social net-

work platforms. Compared with traditional media, information on the Web can be pub-

lished quickly, but with few guarantees on the trustworthiness and quality. This issue

can be found in different domains, such as fake reviews on collaborative review Web-

sites, manipulative statements about companies, celebrities, and politicians, among oth-

ers (GUPTA et al., 2013; LI et al., 2012).

The task of assessing the believability of a claim is a thorny issue. Kumar’s work

(KUMAR; WEST; LESKOVEC, 2016) reports that even humans sometimes are not able

to distinguish hoax from authentic ones and that quite a few people could not differenti-

ate satirical articles from the true News (e.g., http://www.nypost.com/2018/02/01/mom-

teams-up-with-daughter-to-fight-girl-on-school-bus/). With the increasing number of hoaxes

and rumors, fact-checking Websites like http://snopes.com/, http://politifact.com/, and

http://fullfact.org/, have become popular. These Websites compile articles written by ex-

perts who manually investigate controversial claims to determine their veracity, providing

shreds of evidence to for the verdict (e.g., true or false).

Many works have addressed the problem of false claims detection. Most of them

rely on supervised algorithms such as classification and regression models (DORI-HACOHEN;

1Woloszyn, V., & Nejdl, W. DistrustRank: Spotting False News Domains. In: Proceedings... ACM Confer-
ence on Web Science, 10th. 2018. pp. 221-228.
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ALLAN, 2013; RAJKUMAR et al., 2014; KUMAR; WEST; LESKOVEC, 2016; POPAT

et al., 2016; SHARIFF; ZHANG; SANDERSON, 2017; STANOVSKY et al., 2017;

HORNE; ADALI, 2017) which rely on annotated data sets for the training step. Thus, as

mentioned before, this thesis aims to leverage unsupervised methods to avoid the labor-

intense and error-prone task of manual annotation of training data sets.

In this Chapter DistrustRank is presented; it is a semi-supervised algorithm that

identifies unreliable News Websites based only on the headline extracted from the News

article’s link. This is proposed because in News Websites articles are generally shared

using a long link that contains the news headline and acts as a good summary of the arti-

cle content. This choice is motivated by performance issues, since for a fast and scalable

method the extraction of features for comparison cannot be time-consuming. Addition-

ally, using only links instead of entire News article content is a good strategy to help the

integration of DistrustRank with search engines since it does not need additional features.

The use of links as the main feature is also a common strategy in other areas, such as

Query Re-Ranking (BAYKAN; HENZINGER; WEBER, 2013; SOUZA et al., 2015).

DistrustRank constructs a weighted graph where nodes represent Websites, con-

nected by edges based on a minimum similarity between a pair of Websites, and then

compute the centrality using a biased PageRank, where a bias is applied to the selected

set of seeds. In addition, DistrustRank takes into account fake Websites similarities, as a

minimum similarity threshold is dynamically defined based on the characteristics of the

set of false Websites. The resulting graph is composed of several components, where each

component represents Websites with similar characteristics. Next, a search that begins at

some particular node v will find the entire connected component containing v. Finally, the

centrality index of the neighbors of v is used to compose the final distrust rank.

The output of the method presented in this Chapter is a trust (or distrust) rank that

can be used in two ways:

1. as a counter-bias to be applied when News about a specific subject is ranked, in

order to discount possible boosts achieved by false Websites;

2. to assist people to identify sources that are likely to be fake (or reputable), suggest-

ing which Websites should be examined more closely or to be avoided.

The experiments on Websites indexed by Internet Archive2 reveal that DistrustRank

outperforms the chosen supervised baseline (Support Vector Machine) in terms of imitat-

2http://web.archive.org/
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ing the human experts judging about the credibility of the Websites.

The remaining of this Chapter is organized as follows. Section 4.2 presents details

of the DistrustRank algorithm. Section 5.4 describes the design of the experiments, and

Section 5.5 discusses the results. Section 5.6 discusses previous works on fake News

detection. Section 5.7 summarizes the conclusions and presents future research directions.

4.2 DistrustRank Algorithm

To spot unreliable News Websites, without a large annotated corpus, we rely on an

important empirical observation: fake News pages are similar to each other. This notion

is fairly intuitive, while News Websites approach a broad scope of subjects, unreliable

pages are built to mislead people in specific areas, such as fake News about companies,

politicians, and celebrities. Additionally, some of the News Websites analyzed share

copies of the same unreliable News. Figure 4.1 shows the distribution of the similarity

between fake and true News Websites. Using a Wilcoxon statistical test (WILCOXON;

KATTI; WILCOX, 1970) with a significance level of 0.05, we verified that the similarity

between false News Websites is statistically higher to true News Websites.

Figure 4.1: The distribution of the URL similarity between false and true News domains,
where * represent the mean.

The intuition behind DistrustRank is that the credibility score of a website can be

regarded as the problem of encountering Websites which headlines do not differ much

from fake Websites headlines. To solve this problem, this approach relies on the concept

of graph centrality to rank Websites according to their estimated centrality.

We propose to represent the relationship between Websites as a graph, in which

the vertices represent the website, and the edges are defined in terms of the similarity

between pairs of vertices. We define similarity as a function that measures the textual
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similarity of the headlines present in the URLs shared by News Websites. The hypothesis

is that fake News Websites have a high centrality index since they are similar to many

other fake News Websites. The biased centrality index produces a ranking of vertices’

importance, which in this approach indicates the distrust of Websites.

Let L be a set of Websites, and r ∈ L a tuple 〈d,u〉, where r.d represents the domain

of a website and r.u a set of links for their News. DistrustRank builds a graph represen-

tation G = (V,E), where V = R and E is a set of edges that connects pairs 〈u,v〉 where

v,u ∈V , and uses biased PageRank to calculate centrality scores for each vertex.

The main steps of the DistrustRank algorithm are the following: (a) it builds a

similarity graph G between pairs of News Websites; (b) the graph is pruned (G’) by

removing all edges that do not meet a minimum similarity threshold, which is dynamically

calculated based on the average similarity between URLs of fake domains; (c) a search

that begins at some particular node v will find the entire connected component containing

v; (d) using biased PageRank, the centrality scores are calculated and used to construct a

ranking.

The pseudo-code of DistrustRank is displayed in Algorithm (4), where G and G′

are represented as adjacency matrices W and W ′. In the remaining of this section, we

detail the similarity function, and the process to obtain the centrality index ranking.

4.2.1 Similarity between Websites

News Websites usually provide a long link to their News articles which contains

the headline of the News, and this link is a good summary of the News article content.

For instance, Table 4.1 gives two examples of long links to News articles and their head-

lines. DistrustRank only takes into consideration the terms (i.e., words) extracted from

the long links, represented as unigrams weighted by Term Frequency-Inverse Document

Frequency (TF-IDF) in order to compute the similarity of pairs of Websites. This choice

is motivated by performance issues since for a fast and scalable method, we must be

able to handle big graphs, and the extraction of features for comparison cannot be time-

consuming. Crucially, to use only the links instead of the full articles’ content is a good

strategy. In this way, DistrustRank can easily be integrated to search engines, as it does

not need additional features.

Therefore, we define the similarity between Websites as the cosine similarity of

News headlines, represented by their respective TF-IDF vectors, as detailed in Equation
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Algorithm 3 - DistrustRank Algorithm (L, S , β ): S
- Input: a set of Websites L, a set of unreliable Websites S and β is the base threshold.
- Output: ordered list O containing the their distrust score.

1: %building a similarity graph
2: for each u,v ∈ L do
3: W [u,v]← sim_txt(u.u,v.u)
4: end for
5: %pruning the graph based on mean similarity of S
6: E← mean_similarity(S)
7: for each u,v ∈ L do
8: if W [u,v] ≥ E ∗β then
9: W ′[u,v]← 1

10: else
11: W ′[u,v]← 0
12: end if
13: end for
14: %computing a biased centrality
15: B← BiasedPageRank(W ′,b)
16: N←{}
17: %finding components that contain S
18: for each s ∈ S do
19: Q←{s}
20: while there is an edge (u,v) where u ∈ Q and v /∈ Q do
21: Q← Q∪{v}
22: end while
23: N← N∪Q∩ s
24: end for
25: %reordering N according to their centrality
26: O← sort_by_centrality(N,B)
27: Return O

4.1.

f (u,v) = sim_txt(u,v) (4.1)

where sim_txt ∈ [0,1] represents the cosine similarity between the TF-IDF vectors of two

Websites u and v.

4.2.2 Similarity Threshold (β )

Since centrality in this approach is highly dependent on significant similarity, we

can disregard Websites links which the similarity scores are below a minimum thresh-
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Table 4.1: Reliable News’ URLs, their headlines and Extracted Terms extracted.

URL News Headline Terms extracted
www.nydailyNews.com/new-
york/education/bronx-
teacher-sparks-outrage-
cruel-slavery-lesson-article-
1.3793930

Bronx teacher sparks
outrage for using black
students in cruel slavery
lesson

[new-york, education,
bronx, teacher, sparks,
outrage, cruel, slavery,
lesson]

www.nypost.com/2018/02/01/
mom-teams-up-with-
daughter-to-fight-girl-on-
school-bus/

Mom teams up with
daughter to fight girl on
school bus

[mom, teams, up, with,
daughter, to, fight, girl,
on, school, bus]

old. However, setting an appropriate threshold is a tricky problem (WOLOSZYN et al.,

2017b). While a high threshold may mistakenly consider as similar Websites that have

very little in common, conversely, a low threshold may disregard important links between

Websites.

Using Equation 5.1, we prune the graph based on a minimum similarity between

Websites. The result is a weighted graph represented by the adjacency matrix W ′, where

W ′(u,v) assumes 1 if an edge that connects u and v exists, and 0 otherwise. To tune the

results, we employ a base threshold β that varies according to the mean similarity of false

News Websites.

W ′(u,v) =

{
1, f (u,v) ≥ E ∗β

0, otherwise
(4.2)

In Equation 5.1, f (u,v) is the similarity score according to Equation 4.1; E is the mean

similarity of the News website dataset, and β is the base threshold.

4.2.3 Biased Centrality

While a regular version of the PageRank algorithm computes a static score to each

website, a biased version of PageRank (GYÖNGYI; GARCIA-MOLINA; PEDERSEN,

2004) can increase the score of some specific Websites artificially. A vector of scores

is employed to assign a non-zero static bias to a special set of Websites. Then the bi-

ased PageRank spreads the bias during the iterations to the pages they point. The matrix
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equation of Biased PageRank is:

r = α ∗T ∗ r+(1−α)∗b (4.3)

where b is the bias vector of non-negative entries summing up to one, r is the final cen-

trality score, T is the transaction matrix and α a decay factor for bias.

DistrustRank employs a bias to the selected set of seeds (false News Websites)

which will be spread to their neighborhoods (similar Websites). The intuition behind this

approach is that we can reduce the ‘distrust’ score as we move further and further away

from the bad seed Websites.

Once the centrality scores are computed, we perform a breadth-first search (BFS)

on a network graph, starting at some particular node v ∈ Seeds, and explore the neigh-

bor nodes first, before moving to the next level neighbors. The centrality index of the

neighbors of v is used to compose the final rank.

4.3 Experiment Design

In this section, we detail the experimental setting used to evaluate DistrustRank.

We describe the dataset used, the methods employed for comparison and the metric ap-

plied for evaluation, as well as details about DistrustRank parameterization.

4.3.1 Datasets

In order to evaluate this approach, we created two different data sets containing

reliable and unreliable News extracted from true News Websites and prominent fake News

Websites, as follows:

• Reliable: we extracted the most popular News Websites from 10 different cate-

gories indexed by SimilarWeb3. SimilarWeb provides a ranking of the top world

News Websites in different categories. The categories used in this set are Automo-

tive, Celebrities, and Entertainment, Sports, News and Media, Newspapers, Busi-

ness, College and University, Weather, Technology, Magazines, and E-Zines. From

each of these categories of News, we used the 100 first most popular Websites.

3http://www.similarweb.com/top-websites/category/News-and-media
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• Unreliable: The unreliable News Websites were extracted from the Wikipedia’s list

of prominent fake News4. The total of Websites in this list is 47, which represents

nearly 5% of the total of reliable News sources used in this experiment.

For all Websites in both data sets previously listed, we used Internet Archive in

order to extract the links to their News articles. Figure 4.2 depicts the distribution of the

URLs collected in this task. However, not all of these Websites were employed in the

evaluation process, since we are just interested in reliable News that could provide a fair

evaluation. For that, we performed a pre-selection of the Reliable News according to the

following aspects:

Figure 4.2: Distribution of collected URLs per category of News, where the categories
were extracted from http://similarweb.com/

1. We only used reliable News articles that are similar to the unreliable News data set.

This choice is motivated to make sure that this approach can identify fake News

in a set of similar News since it increases the difficulty of the task and makes it

comparable to a real-world problem. Therefore, we compared the intersection of the

two sets using the Jaccard similarity coefficient(NIWATTANAKUL et al., 2013).

Some News categories, namely Weather, College and University and Automotive,

did not achieve a minimum similarity (> 0.4) and therefore were not used in the

final data set. Figure 4.5 shows the similarity between Reliable News categories

and Unreliable News data set.

2. We only used URLs where the extracted headline contains more than 3 words rec-

ognized by an English Dictionary 5. We only considered headlines extracted from

4http://en.wikipedia.org/wiki/List_of_fake_News_websites
5http://www.abisource.com/projects/enchant/
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the long links, because less than 3 words links do not provide enough information

to provide a right classification. Figure 4.4, shows the distribution of URLs per

website.

3. we only used News Articles that were published after 2010. This ensures an eval-

uation that uses a broad scope of News, increasing the diversity of the vocabulary,

therefore making the problem harder. Figure 4.3 shows the distribution of the News

over the years used in this work.

Table 4.5 provides some statistics about the final dataset employed in this work.

From the initial 1000 Reliable News Websites collected, we ended up with 502 following

the requirements previously described.

Table 4.2: Summary of the reliable and Unreliable News Websites used in this work.

Domains URLs (News) Terms URL/Terms
Unreliable 47 37320 158501 4.24
Reliable 502 396422 1281794 3.23

Figure 4.3: Year’s distribution of collected News, ranging from 2010 to 2018.

4.3.2 Validation

We adopted k-fold cross-validation, where the unreliable sample is randomly par-

titioned into k equal size subsamples. For each fold, a single subsample is retained as

the validation data for testing the model, and the remaining k-1 subsamples are used as

training data. The cross-validation process is then repeated k times, where at the end of

the process all instances in the unreliable set are used for both training and validation, and
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Figure 4.4: Distribution of URL’s number collected per domain.

Figure 4.5: Jaccard Similarity between News categories and fake News that achieve the
minimum similarity (>0.4).

each observation is used for validation exactly once. The full reliable data set, which con-

tains unlabeled Websites, is used to construct the Graph in all the folds. Finally, the mean

precision is computed by using the precision of the k results from each fold, producing a

single estimation.

4.3.3 Defining a Similarity Threshold (β )

The parameter β has influenced the results obtained. In order to get more accurate

rank, we estimated the best parameter using a numerical optimization method. We used

Newton-Conjugate-Gradient, which is employed to minimize functions of multiple vari-

ables, where the best β found that minimizes the Mean Squared Error in this dataset is

β = 0.849.
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4.3.4 Metrics

In order to evaluate this proposed approach in a classification task we adopted the

standard information metrics, such as precision, recall and f1. For the assessment of the

ranking task, we used precision@k. The metrics employed ca be briefly described as

follows:

• Precision: the fraction of the Websites classified as fake that are really fake News.

Precision = t p
t p+ f p

• Recall is the fraction of the fake Websites that were successfully identified. Recall =
t p

t p+ f n

• F-1 corresponds to the harmonic mean between precision and recall. f 1 = 2 ∗
precision∗recall
precision+recall

• Precision@k corresponds to the precision using the k-firsts elements of the rank.

where t p is the number of positive instances correctly classified as positive, tn number of

negative instances correctly classified as negative, f p negative instances wrongly classi-

fied as positive, and f n is the number of positive instances wrongly classified as negative.

We defined positive instances as fake News Websites and negative instance as reliable

News Websites.

4.3.5 Baseline

To measure the gap between this method and a supervised one, we compared the

results with the ones using Support Vector Machine, referred to as SVM. We employed

a linear kernel, recommended for text classification, and which generally uses TF-IDF

vectors with many features.

4.4 Results and Discussion

In this section, we present the results and discuss the evaluation of this proposed

approach in two different tasks: Ranking of Websites and Binary classification.
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4.4.1 Ranking Task Assessment

To perform a comparison between the ranking of Websites generated by Dis-

trustRank and SVM, we used Precision@10, i.e., we evaluate the precision of the models

using the top-10 firsts elements of the rank. We adopted Precision@10 because it usually

corresponds to the number of relevant results on the first page of a search engine (e.g.,

google.com). Additionally, in order to better understand the behavior of the models in a

small training data set, we vary from 0 to 10 the number of Websites. It is important to

note that for the training step, each model received precisely the same seed set (that was

randomly selected from the training set).

Figure 4.6 shows that Distrustrank yields better results for all quantity of seeds

analyzed, which are excellent results for a semi-supervised model. While DistrustRank

needs only 7 seeds to achieve a precision of 100% (i.e., all the top 10 Websites ranked are

genuinely fake), SVM needs 9 seeds to obtain the same precision. Additionally, all the

results obtained by this approach using different quantities of seeds showed to be superior

to the baseline, where the difference ranges from 10 to 40 percentage points (pp). Using

a Wilcoxon statistical test (WILCOXON; KATTI; WILCOX, 1970) with a significance

level of 0.05, we verified that DistrustRank results are statistically superior in this task.

As a matter of fact, the good performance of Distrustrank in this task is expected.

Supervised learning strategies generally need a large training dataset to yield models with

higher predictive power that can generalize well to a new data set. DistrustRank however,

is designed considering the empirical observation, that fake News Websites are similar

to each other. The use of this domain knowledge in this model, trough a biased graph

centrality, allows better performance in small data sets.

Figure 4.6: Number of seeds used to train the model.
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4.4.2 Classification Task Assessment

This task consists in predicting the class of a website (e.g., Reliable or Unreliable

News website). In this experiment, the positive class represents the Unreliable News

Websites and, the Negative class represents Reliable News Websites. We used 2-fold

cross-validation, where we randomly shuffle the data set into two sets d0 and d1 with equal

size. We then train on d0 and validate on d1, followed by training on d1 and validating on

d0. This choice is motivated by the lack of positives instances of fake News Websites.

DistrustRank was initially designed to rank Websites, however, in order to provide

a proper evaluation against SVM, we adapted the ranking to act as a classifier. In a

classification task, we can compare this approach using complex metrics, such as ratios

of false positive and negatives, true positives and negative, as well as precision, recall,

and f-1. To transform a ranking into a classification, we used the first k-top Websites

of DistrustRank’s rank as positive class and the rest of the rank as negative. Setting an

optimal value of k without a priori knowledge of the distribution of fake news Websites

is a tricky problem. Nonetheless, for evaluation purposes, we use k=47, since we know a

priori that this is the number of fake Websites in this data set.

Table 4.3 and 4.4 show that DistrustRank presented a lower error rate in both

positive and negative classes, where the differences range from 38 to 47 pp. Additionally,

we also analyzed the performance of the models using standard Information Retrieval

metrics. Table 4.5 shows that DistrustRank outperformed the SVM model in Precision,

Recall and f1, where differences are 16.96, 14.89 and 15.89 pp, respectively.

Table 4.3: Confusion Matrix of DistrustRank.

Predicted Positive Predicted Negative

Actual Positive 36 11

Actual Negative 9 493

Table 4.4: Confusion Matrix of SVM.

Predicted Positive Predicted Negative

Actual Positive 29 18

Actual Negative 17 485

The SVM model presented a similar error distribution among positive and nega-
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Table 4.5: Summary of Results

Precision Recall F1
DistrustRank 0.8 0.7659 0.7825
SVM 0.6304 0.6170 0.6236

tive. This was expected since for the learning step we used an equal quantity of positive

and negative instances, and that it generally leverages in a learning of an equal distribution

of the classes. However, even using a more substantial amount of data for the training,

it still presents lower precision and recalls when compared to the proposed approach. In

this experiments, we observed that the vocabulary employed by fake News is similar to

the one used in reliable News. This textual similarity explains the worst results of the su-

pervised learning model. On the other hand, DistrustRank presented better results using

the same amount of data to the training step, due to its semi-supervised strategy.

4.5 Related Work

Several studies have addressed the task of assessing the credibility of a claim. For

instance Popat et al. (2016) proposed a new approach to identify the credibility of a claim

in a text. For a certain claim, it retrieves the corresponding articles from News or social

media and feeds those into a distantly supervised classifier for assessing their credibility.

Experiments with claims from the website http://snopes.com/ and from popular cases of

Wikipedia hoaxes demonstrate the viability of Popat et al. proposed methods. Another

example is TrustRank (GYÖNGYI; GARCIA-MOLINA; PEDERSEN, 2004). This work

presents a semi-supervised approach to separate reputable good pages from spam. To

discover good pages, it relies on an observation that good pages seldom point to bad ones,

i.e., people creating good pages have little reason to point to bad pages. Finally, it employs

a biased PageRank using this empirical observation to discover other pages that are likely

to be good.

Controversial subjects can also be indicative of dispute or debate involving dif-

ferent opinions about the same subject. Detect and alert users when they are reading a

controversial web page is one way to make users aware of the information quality they

are consuming. One example of controversy detection is (DORI-HACOHEN; ALLAN,

2013) which relies on supervised k-nearest-neighbor classification that maps a Webpage

into a set of neighboring controversial articles extracted from Wikipedia. In this approach,
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a page adjacent to controversial pages is likely to be controversial itself. Another work in

this sense is (PAUL; ZHAI; GIRJU, 2010) which aims to generate contrastive summaries

of different viewpoints in opinionated texts. It proposes a Comparative LexRank that re-

lies on random walk formulation to give a score to a sentence based on their difference to

others sentences.

Factuality Assessment is another way to asses the information quality. Yu et al.’s

work (YU; HATZIVASSILOGLOU, 2003) aims to separate opinions from facts, at both

the document and sentence level. It uses a Bayesian classifier for discriminating between

documents with a preponderance of opinions, such as editorials from regular News stories.

The main goal of this approach is to classify a document/sentence in factual or opinionated

text from the perspective of the author. The evaluation of the proposed system reported

promising results in both document and sentence levels. Other work on the same line is

(RAJKUMAR et al., 2014), which proposes a two-stage framework to extract opinionated

sentences from News articles. In the first stage, a supervised learning model gives a score

to each sentence based on the probability of the sentence to be opinionated. In the second

stage, it uses these probabilities within the HITS schema to treat the opinionated sentences

as Hubs, and the facts around these opinions are treated as the Authorities. The proposed

method extracts opinions, grouping them with supporting facts as well as other supporting

opinions.

There also some works that analyze how a piece of information flows through the

internet. For instance, (ECHEVERRIA; ZHOU, 2017) presents an interesting analysis

of how Twitter bots can send spam tweets, manipulate public opinion and use them for

online fraud. It reports the discovery of the ‘Star Wars’ botnet on Twitter, which consists

of more than 350,000 bots tweeting random quotations exclusively from Star Wars novels.

It analyzes and reveals rich details on how the botnet is designed and gives insights on

how to detect virality in Tweeter.

Other works analyze the writing style in order to detect a false claim. (HORNE;

ADALI, 2017) reports that Fake News in most cases are more similar to satire than to

real News, leading us to conclude that persuasion in the fake News is achieved through

heuristics rather than the strength of arguments. It shows that the overall title structure

and the use of proper nouns in titles are very significant in differentiating fake from real.

It gives an idea that fake News is targeted for audiences who are not likely to read be-

yond titles and that they aim at creating mental associations between entities and claims.

Decrease the readability of texts is also another way to overshadow false claims on the
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internet. Many automatic methods to evaluate the readability of texts have been proposed.

For instance, Coh-Metrix (GRAESSER; MCNAMARA; KULIKOWICH, 2011), which

is a computational tool that measures cohesion, discourse, and text difficulty.

Most of the works just cited rely on supervised learning strategies addressed to

assess News articles using few different aspects, such as credibility, controversy, factuality

and virality of information. Nonetheless, a common drawback of supervised learning

approaches is that the quality of the results is heavily influenced by the availability of

a large, domain-dependent annotated corpus to train the model. Unsupervised and semi-

supervised learning techniques, on the other hand, are attractive because they do not imply

the cost of corpus annotation. In short, this proposed method uses a semi-supervised

strategy where only a small set of unreliable News Websites is used to spot another bad

News Websites using a biased PageRank.

4.6 Final remarks

This Chapter puts forward a novel semi-supervised approach to spot fake News

websites, namely DistrustRank. From a small set of fake News Websites, it creates a

graph where vertices correspond to sites and edges to the similarity between the news they

share. Next, it applies a biased version of Pagerank(GYÖNGYI; GARCIA-MOLINA;

PEDERSEN, 2004) to identify other fake Websites. The similarity is defined regarding

the cosine difference of TF-IDF vectors of words extracted from the News links, which

usually contains the headline.

The evaluation showed that DistrustRank could effectively identify a significant

number of unreliable News (fake News) Websites with fewer data to the training step. In

a search engine, DistrustRank can be used either to filter the pages retrieved to the user, or

in combination with other metrics to rank search results. The main contributions of this

work are the following:

1. a new semi-supervised method to identify Unreliable News Websites, i.e., it does

not depend on a large annotated training set;

2. formulation of a similarity function that is computational inexpensive since it only

relies on links to represent the similarity between Websites;

3. a better performance in the tasks of ranking and classification, using only a small

set of unreliable News Websites;
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4. creation of pre-selected data set, containing the News category, date and similarity

content; this final data set contains News Websites, long links to the News and their

headlines.

As future work, different ways to measure the similarity between Websites are

considered. One possible way is using Word Embedding (MIKOLOV et al., 2013), which

provides a vector representation that allows words with similar meaning to have similar

representation. For instance, this representation could be applied to News links that con-

tain different terms but the same semantic meaning: e.g., killer and murderer. Another

research direction would be to employ different features, such as the time of each News

as a decay parameter to measure the similarity between nodes.

4.7 Chapter summary

The work here described makes two majors contributions for this Thesis: a) it pro-

poses a new approach for the detection of Fake News, which can be readily employed to

detect Fake Reviews since it relies only on textual similarity; b) it demonstrates that unsu-

pervised (and semi-supervised) is also capable of performing difficult tasks, for instance,

the detection of Fake News.
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5 PERSONALIZATION OF SUMMARIES

This Chapter presents the work addressed to the second (and last) Research Ques-

tion proposed in this Thesis: How to create a textual summary of reviews which covers

the desirable information. For achieving this goal, BEATnIk were employed. For mod-

eling the user interest and testing our assumptions, reviews collected from collaborative

review Websites were used, since they provide the necessary information about users.

5.1 Introduction

Automatic Text Summarization (ATS) - or abstracting - techniques have been

widely employed in order to systematically digest a large number of documents and gen-

erate in-depth abstracts. Despite fifty years of studies in automatic summarization of

texts, one of the still persistent shortcomings is that the individual interests of the readers

are not considered. Furthermore, the automatic generation of personalized summaries,

which meet the individual profile of the readers, is still underexplored and remains an

open research problem.

With this problem in mind, this paper puts forward a new possibility for machine-

generated summaries: personalization. This technology would play an important role

in social network by filtering irrelevant comments; highlighting the interesting aspects

of books and movies, or generating a personalized lead paragraph for a news article.

Naturally, for an automatic generation of personalized abstracts, information about users

interests is necessary. However, for the best of our knowledge, a suitable gold standard to

compare the machine-generated summaries with the interest of the reader does not exist

yet. To overcome this limitation, we employed an semi-supervised learning strategy, since

it does not rely on a large manually annotated training set. Additionally, semi-supervised

learning techniques have shown to have a comparable performance in related problems in

comparison to supervised models (WU; XU; LI, 2011; WOLOSZYN et al., 2017b).

In this paper, we propose InterestRanking, a semi-supervised algorithm to generate

tailored summaries. To accomplish such objective, our approach relies on a mutated ver-

sion of Google TrustRank (GYÖNGYI; GARCIA-MOLINA; PEDERSEN, 2004). TrustRank

is a network link analysis technique first used for semi-automatic separation of useful

webpages from spam via a ranking schema. It uses a small set of seed pages, normally

evaluated by experts, and use the link structure of the websites to discover, based on their
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connectivity, other pages that are likely to be good. The closest a site is to spam resources,

the more likely it is to be spam as well. Likewise, in text summarization, ranking schemes

are also utilized to find relevant information on documents. Our hypothesis is that a small

set of passages that the user demonstrated interest can be used to identify other interests.

Correspondingly, the closest - in a graph - a textual passage is to what a user demonstrated

interest in, more likely it will be a interest of the reader as well.

InterestRanking constructs a weighted graph where nodes represent passages ex-

tracted from the documents to be summarized, connected by edges based on a minimum

similarity threshold. The readers’ interests are then added into the graph - called seeds -,

and then the link structure of the graph is used to discover other passages that are likely

to be interesting. While a regular Centrality measures - e.g PageRank - computes a static

score to each node, TrustRank can increase artificially the score of specifics nodes. Inter-

estRanking employs a bias to the selected set of seeds - which represents the user interests

- which will be spread to their nearest neighbors in the graph. The biased centrality in-

dex produces a ranking of node’ importance, which in our approach indicates the interest

score of a particular passage for a reader. The resulting graph is composed of several com-

ponents, where each component represents sentences with similar characteristics. Next, a

search that begins at some particular seed node v will find the entire connected component

containing v. Finally, the centrality index of the neighbors of v are used to compose the

final summary.

Our experiments reveal that Interest Ranking significantly outperforms the cho-

sen unsupervised baselines, both in terms of prediction the reader interest, and run-time

performance.

The remaining of this paper is organized as follows. Section 5.2 present a scenario

where this approach could be applied. Section 5.3 presents details of the 5.6 algorithm.

Section 5.4 describes the design of our experiments, and Section 5.5 discusses the re-

sults. Section 5.6 discusses previous works on ranking and personalization. Section 5.7

summarizes our conclusions and presents future research directions.

5.2 Use Case

As mentioned before, there is not a suitable gold standard for validation of per-

sonalized summaries. Therefore, we evaluate our approach using reviews extracted from

Collaborative review websites - e.g. Amazon.com and goodreads.com -, since they con-
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tain a rich source of information which include preferences, choices and actions of users -

i.e., what a particular user likes and dislikes. The information generated by those websites

has been widely employed in other fields, and plays an important role in Recommender

System for generation of personalized recommendations.

We have found that the current techniques in this field are not efficient in provide

the users a useful short textual summary of products. For instance, those websites com-

monly provide a textual summary containing the most popular aspects highlighted by the

users. Nonetheless, our experiments have shown that - see Figure 5.2 - in average, it only

covers around 19% of the the user interests. Another atempt to provide useful descrip-

tions of products is ranking schemes of reviews, using criteria such as helpfulness, usually

based on votes given by users. Users are invited to give their feedback about the relevance

of reviews using straightforward questions such as “Was this review helpful to you?"; the

most voted one becomes ’The Most Helpful Review’, which are usually featured promi-

nently on the website. However, we have found that in average, the ’The Most Helpful

Review’ only covers 20.3% of the user’s review about the same product.

On the other hand, we have also found that around 75% of the user’s review can

be found in the set of the other reviews about the same product. Such evidence support

our claim that it is possible to generate personalized abstracts on Collaborative review

websites, since most of the content that the reader is looking for can be normally found in

the set of review.

Figure 5.1: Similarity using Jaccard Index of the user’s review with a Summary, The Most
Helpful Review, and All Reviews about the same product

0 0.2 0.4 0.6 0.8 1

All Reviews

Most Helpful Review

Machine-Generated Summary

5.3 InterestRanking Algorithm

In this work, we propose an unsupervised algorithm to generate personalized sum-

maries based on the concept of biased centrality. The intuition behind this strategy is that
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the interest score of a passage can be regarded as the problem of detecting passages that

do not differ much from previous interest of the user. To solve this problem, our ap-

proach relies on the concept of graph centrality giving score to sentences according to

their estimated biased centrality.

5.3.1 Text model

We represent the relationship between the passages of the documents to be sum-

marized as a graph, in which the vertices represent the sentence, and the edges are defined

in terms of the similarity between pairs of sentences. Formally, let D be a set of doc-

uments, and d ∈ D a set {s1,s2, ...,s|di|}, where |di| is the number of sentences of the

document di. InterestRanking builds a graph representation , where V =
∞⋃

i=1
Di and E is a

set of edges that connects pairs 〈u,v〉where v,u∈V , and represents the similarity between

the sentences.

We define the similarity between sentences as the cosine similarity of nodes, rep-

resented by their respective Frequency-Inverse Document Frequency (TF-IDF) vectors,

denoted by f (u,v) ∈ [0,1]. This choice is motivated by performance issues, since for

a fast and scalable method, we must be able to handle big graphs and the extraction of

features for comparison cannot be time-consuming.

We introduce the transition matrix representations of a textual graph, which will

have important roles in the following sections:

T =



1 0.01 0.01 0.01 0.01 0.01

0.01 1 0.01 0.01 0.01 0.01

0.01 0.01 1 0.01 0.01 0.01

0.01 0 0.01 1 0.01 0.01

0.01 0.01 0 0.01 1 0.01

0.01 0.01 0.01 0 0.01 1



5.3.2 Similarity Threshold (β )

We also remove edges that are below a minimum threshold. However, while a high

threshold may mistakenly consider as similar sentences that have very little in common,
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Figure 5.2: A simple text graph.

conversely, a low threshold may disregard important links between sentences. Using

Equation 5.1, the result is a weighted graph represented by the adjacency matrix W ′,

where W ′(u,v) assumes 1 if an edge that connects u and v exists, and 0 otherwise. To tune

our results, we employ a base threshold β that varies according to the mean similarity of

the textual passages from the documents.

T ′′(u,v) =

{
1, f (u,v) ≥ E ∗β

0, otherwise
(5.1)

In Equation 5.1, f (u,v) is the cosine similarity of Sentences; E is the mean similarity of

the documents to be summarized, and β is the base threshold.

The transition matrix corresponding to the graph in Figure 5.3.5 is:

T ′ =



0 0 0 0 1 0

0 0 0 1 0 1

0 0 0 1 0 0

0 1 1 0 1 1

1 0 0 1 0 0

0 1 0 1 0 0



5.3.3 Interests

The premise underlying centrality is that the importance of a node is measured in

terms of both the number and the importance of vertices it is related to. Correspondingly,

PageRank is based on a mutual reinforcement between pages: the importance of a certain

node influences and is being influenced by the importance of some other node. While a

regular version of PageRank algorithm computes a static importance score to each node,

a biased version of centrality (GYÖNGYI; GARCIA-MOLINA; PEDERSEN, 2004) can
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increase artificially the importance score of some specific nodes. We artificially introduce

seeds - the user’s interests - in the graph and a non-zero static bias is assigned to those

special set of seeds, then InterestRanking spreads this bias during the iterations to the

nodes they point to. The closest - in a graph - a textual passage is to a seed, more likely it

is to be a possible interest of the reader.

For instance, in Figure 5.3.5, assuming that the seed set b is {5,6}. Nodes 5 and 6

represents the interests, we get the following normalized non-zero static bias:

b =
[
0 0 0 0 1/2 1/2

]

5.3.4 Biased Centrality

InterestRanking employs a bias to the selected set of seeds which will be spread to

their neighborhoods. The intuition behind this idea is that we can improve the ‘interest’

score of the passages as we move closer and closer to the seed sentences. The matrix

equation of Biased TrustRank is:

r = α ∗T ∗ r+(1−α)∗b (5.2)

where b is the bias vector of non-negative entries summing up to one, r is the final cen-

trality score, T is the transaction matrix and α a decay factor for bias.

5.3.5 Interest Attenuation

As mentioned previously, the interest score increases as we move closer to the

interests seeds. Figure 5.3.5 depicts the idea of a Interest dampening. Since page 2 is

one link away from the interest seed 1, we assign it a dampened trust score of , where

β < 1. Since page 3 is reachable in one step from page 2 with score β , it gets a dampened

score of β ∗ β . Considering equation 5.2, in each iteration, the trust score of a node is

split among its neighbors and dampened by a factor α .
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Figure 5.3: Interest dampening.

5.3.6 Diversity

IN order to ensure diversity, after the computation of the centrality scores, we

perform the breadth-first search (BFS) on a network graph, starting at some particular

node v ∈ Seeds, and explore the neighbor nodes first, before moving to the next level

neighbors. The centrality index of the neighbors of v is used to compose the final rank.

5.3.7 Algorithm

The main steps of the InterestRanking algorithm: (a) it builds a similarity graph

G between pairs of sentences; (b) the graph is pruned (G’) by removing all edges that do

not meet a minimum similarity threshold, dynamically calculated based on the average

similarity between all sentences; (c) using biased PageRank, the centrality scores are cal-

culated and used to construct a ranking; (d) a search that begins at some particular node v

will find the entire connected component containing v. The pseudo-code of InterestRank-

ing is displayed in Algorithm (4), where G and G′ are represented as adjacency matrices

W and W ′. In the remaining of this section, we detail the similarity function, and the

process to obtain the centrality index ranking.
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Algorithm 4 - InterestRanking Algorithm (L, S , β ): S
- Input: a set of sentences L, a set of sentences S containing the past interest of the user

and β is the base threshold.

- Output: ordered list O of sentences containing the potentially interesting for the users.

1: %building a similarity graph

2: for each u,v ∈ L do

3: W [u,v]← sim_txt(u.u,v.u)

4: end for

5: %pruning the graph based on mean similarity of S

6: E← mean_similarity(S)

7: for each u,v ∈ L do

8: if W [u,v] ≥ E ∗β then

9: W ′[u,v]← 1

10: else

11: W ′[u,v]← 0

12: end if

13: end for

14: %computing a biased centrality

15: B← BiasedPageRank(W ′,b)

16: N←{}

17: %finding components that contain S

18: for each s ∈ S do

19: Q←{s}

20: while there is an edge (u,v) where u ∈ Q and v /∈ Q do

21: Q← Q∪{v}

22: end while

23: N← N∪Q∩ s

24: end for

25: %reordering N according to their centrality

26: O← sort_by_centrality(N,B)

27: Return O
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5.4 Experimental Design

In this section, we detail the experimental setting used to evaluate our approach.

We describe the data set used, the methods employed for comparison and the metric ap-

plied for evaluation, as well as details about the parameterization.

5.4.1 Data set

For the validation purposes, we employd data from Amazon.com. The data set

(MCAULEY; PANDEY; LESKOVEC, 2015) comprises 19,756 reviews of electronics and

24,234 reviews of books containing identification number (id), numerical rating score and

a textual review. In this work, only textual attributes were employed. Regarding the length

of the text, only reviews with more then 30 words were employed, since they contain

sufficient structural information or cue phrase, which are usually required in ATS based

approaches. Table 5.1 describes the profiling of the datasets.

Table 5.1: Profiling of the Amazon dataset.

Electronics Books
Votes 48.20 (± 302.84) 29.71 (± 73.58)
Positive 40.12 (± 291.99) 20.60 (± 64.18)
Negative 8.08 (± 22.27) 9.11 (± 21.44)
Rating 3.73 (± 1.50) 3.41 (± 1.54)
Words 350.32 (± 402.02) 287.44 (± 273.75)
Products 383 461
Total 19,756 24,234

5.4.2 Gold Standard

As discussed before, there still no suitable benchmark to evaluate or approach. To

overcome this, we evaluated our summaries in terms of how well they match human-made

reviews.
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5.4.3 Jaccard Similarity Index

We measure the textual similarity between two documents using Jaccard Similar-

ity Index (NIWATTANAKUL et al., 2013). It is defined as the size of the intersection

divided by the size of the union of the sample sets, were “0” means the documents are

completely dissimilar, and “1” that they are identical. The corresponding equation is

defined as follows:

J(A,B) =
A∩B
A∪B

(5.3)

5.4.4 Baseline

We adopted two different baselines:

• Gensin Summarizer1: Gensim is a library for Automatic Text Summarization,

topic modeling, document indexing and similarity retrieval with large corpora. The

summarizing module is based on ranks of text sentences using a variation of the

TextRank algorithm (BARRIOS et al., 2016).

• Most Helpful Review: usually collaborative reviews Websites provide a mecha-

nism so that users can rate others users’ reviews. The most voted review is called

the Most Helpful Review, and generally, they are displayed on the first page.

5.5 Results and Discussion

In this section, we present the results and discuss the evaluation of our proposed

approach using Jaccard Similarity Index (it has a Jaccard Similarity Index value for each

review in the review set), where the baselines are referred to as GENSIM (BARRIOS et

al., 2016).

The results in Table 5.2 show that our approach outperformed the baselines in all

cases. Regarding the mean, the difference in our approach ranges from 14.41 to 17.6

percentage points (pp), with the smallest standard deviation. The table also shows that

our results are not only better in average, but also in terms of lower and upper quar-

1http://radimrehurek.com/gensim/
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tiles, minimum and maximal values, where the differences range from 14.18 to 23.16 pp

when compared to the runner-up method, namely GENSIM. The Wilcoxon statistical test

(WILCOXON; KATTI; WILCOX, 1970) was applied with a significance level of 0.05,

and the result verified that our approach provides statistically superior results.

Table 5.2: Mean Performance using Jaccard Similarity Index, where IR means Intere-
stRanking.

Q1 Q2 Q3 Mean std

IR 0.2326 0.2846 0.3394 0.2865 0.067
Gensin 0.0993 0.1428 0.1936 0.1424 0.083
MHR 0.0867 0.1108 0.1346 0.1105 0.033

5.6 Related Work

Our work relies on existing researches about PageRank. The use of PageRank to

generate summaries via ranking schemes have been widely employed by Automatic Text

Summarization Systems. For example, LexRank (ERKAN; RADEV, 2004), which relies

on the concept of sentence salience to identify the most important sentences in a docu-

ment. The idea of biasing PageRank to rank documents was introduced in BEATnIk (??).

It is an unsupervised algorithm for generating biased summaries that cover certain par-

ticular aspects. Recent analyses of (biased) PageRank are provided by (????) [2, 11].

However, this research is oriented to generate personalized summaries based on previous

interests.

5.7 Conclusion and Future Work

In this paper we have put forward a novel semi-supervised approach to generate

tailored summaries: InterestRanking. From a small set of interests, it creates a graph

where vertices correspond to sentences and edges to the textual similarity between them.

Next it applies a biased centrality to rank the passages by interest score. Our experimental

results show that we can effectively identify a significant number of interesting passages

for the readers with less data to the training step. InterestRanking could be used for

different task, for example in social network by filtering/ranking irrelevant comments;

highlighting the interesting aspects of books and movies, or generating a personalized
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lead paragraph for a news article.

We believe that our work is a first attempt at formalizing the problem and at intro-

ducing a comprehensive solution to creation of tailored abstracts. For instance, it would

be desirable to further explore the interplay between dampening for interest propagation.

In addition, there are a number of ways to refine our methods. For example, instead of se-

lecting the entire seed set at once, one could think of an iterative process: after the oracle

has evaluated some nodes, we could reconsider which node it should evaluate next, based

on the previous outcome. Such issues are a challenge for future research. Additionally,

we would like to consider different ways to measure the similarity between passages, for

instance, using Word Embedding (MIKOLOV et al., 2013). Another research direction

would be a consolidation of a benchmark for this task.

5.8 Threads to the validity

There is still no standard benchmark for training neither personalized summaries

where our model could be tested. To overcome this limitation, we employed reviews

extracted from collaborative product’s review websites. In such scenarios, the purpose

of our model is to mimic the textual revision that a user would write about a particular

product.

Our hypothesis is that a summary generated especially for a user who textually

covers what would be said by her/him would be much more useful than a general sum-

mary. However, in this thesis, we do not evaluate whether this revision that imitates

what would be said about a product is more useful than a non-personalized summary.

Nevertheless, this does not invalidate our results, since a parameter controls the level of

customization, and this can be defined dynamically without the need to change the model.

As future work, we consider a qualitative evaluation of the level of personalization in the

user opinion.

5.9 Final Remarks

In this chapter, a novel unsupervised approach to generate personalized summaries

based on the user’s historical data was presented. It creates a complete graph for each

item, where each sentence extracted from the Amazon’s dataset becomes a node, and a
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similarity measure applied between sentences define each edge’s weight. Also, it takes

into account past reviews from the user (used as a bias) to compute the importance of each

sentence. The final summary is based on the centrality score of the sentences weighted

by the presence of similar passages from the user.

Our assessment showed that the proposed approach outperformed the baseline

Most Helpful Review, as well as an extractive summary of all reviews concerning in-

tersection with the user’s reviews.
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6 CONCLUSIONS

In this thesis, a new possibility for machine-generated summaries was put forward:

personalization. Nevertheless, a distinct benchmark to train and test the proposed hypoth-

esis does not exist yet. To overcome this limitation, we relied on unsupervised and semi-

supervised methods since they naturally require no - or less - data for the training step,

avoiding the cost of building distinct data sets for this single purpose. Naturally, there

are many different suitable unsupervised learning strategies, ranging from those based on

closer neighbors to Deep Neural Networks (DNNs). Considering the lack of training data

set and the specific hardware for performing the training of these DNNs - which generally

require High-Performance Computing, we opted by performing our investigation using

graph-based models. Our experiments have shown that unsupervised graph-based models

can achieve comparable results in comparison with traditional machine learning tech-

niques, such as Support Vector Machine and computational inexpensive in comparison to

the Deep Neural Networks.

To achieve such an overarching end, we divide this wide problem into two sub-

research questions, which contributed to the subsequent results and analyses:

• RQ1 - How to detect a relevant document among a large number of docu-

ments? We introduced a novel unsupervised algorithm called MRR, which is able

to identify relevant documents based on the concept of node centrality. In our ex-

periments, we showed that MRR outperformed the prior unsupervised techniques,

and has a comparable performance concerning a supervised model. Additionally,

it presented a better run-time performance due to a computationally inexpensive

textual similarity function. MRR’s contributions are the following:

1. it is an unsupervised method to identify the relevance of documents, i.e., it

does not depend on an annotated training set;

2. centrality scores rely on a similarity function, which needs only two features

to represent the similarity between documents, proved to be faster than other

graph-centrality methods that are based on documents similarity;

3. it performs well in different domains (e.g., closed vs. open-ended), as it de-

fines a graph-specific minimum similarity threshold to construct the document

graph;

4. considering documents in two distinct domains, MRR results are significantly
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superior to the unsupervised baselines, and comparable to a supervised ap-

proach in a specific setting.

• RQ2 - How to create a textual summary which covers the desirable informa-

tion for a specific user? We developed a new unsupervised algorithm based on

a biased graph centrality. Our experiments showed that our approach is capable

of: a) learning the user’s preference and produce an abstract that covers their inter-

ests, and b) effectively identify a significant number of unreliable documents with

a small training set. The main contributions of this work are the following:

1. a biased graph-based algorithm to generate personalized summaries that cover

the user interest.

2. a new semi-supervised method to identify Unreliable News Websites, i.e., it

does not depend on a large annotated training set;

3. formulation of a similarity function that is computational inexpensive since it

only relies on links to represent the similarity between websites;

4. a better performance in the tasks of ranking and classification, using only a

small set of unreliable News websites;

5. creation of pre-selected data set, containing the News category, date and sim-

ilarity content; this final data set contains News websites, along with links to

the News and their headlines.

As future work, we would like to consider the use of Deep Neural Networks in our

experiments. Once we have a better understanding of the problem, through the research

carried out here, we consider the optimization of our models using DNNs. Usually, DNNs

achieves better performance; however, it usually requires High-Performance Computing

and a more extensive training set. Additionally, we also consider the creation of a unified

pipeline for the generation of end-to-end personalized summaries, which integrate all the

methods here developed.
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