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ABSTRACT 

 
This work presents a model for the design and creation of virtual adaptive evaluations for e-
learning environments, combining Item Response Theory (IRT) along with log analysis of 
previous questionnaires. The proposed model allows the definition of a methodology for the 
ranking and categorization of questions. Such ranking provides valuable feedback to the teacher 
or tutor who can refine and adapt the questionnaire. The results of the experiments showed the 
existence of questions that concentrate the greatest amount of knowledge acquired by the 
students leaving the other questions with the possibility of being improved to increase the 
quality of the questionnaire used. We believe that this approach should become an essential tool 
for the creation of questionnaires that are more concise and effective in the context of virtual 
courses. 
 
Keywords: IRT, Item Response Theory, Online Learning Systems, Questionnaires. 
 
 
  



 

 

ANÁLISE E ADAPTAÇÃO DE QUESTIONÁRIOS COM BASE NA TEORIA DA 
RESPOSTA DO ITEM 

 
RESUMO 

 
Este trabalho apresenta um modelo para o planejamento e a criação de questionários adaptativos 
utilizados em ambientes virtuais de aprendizagem. O modelo apresentado combina o uso da 
Teoria de Resposta ao Item (TRI) com a análise histórica de questionários. Com base nisso, 
propõe-se uma metodologia para a categorização e ranqueamento das questões pertencentes aos 
questionários. Tal ranking provê um feedback valioso para o professor ou tutor, que pode então 
refinar e adaptar o questionário. Os resultados dos experimentos evidenciaram a existência de 
questões que concentram a maior quantidade de conhecimento adquirido pelos alunos deixando 
as demais questões com a possibilidade de serem aprimoradas para aumentar a qualidade do 
questionário utilizado. Espera-se que o uso da metodologia auxilie o docente na elaboração de 
questionários mais concisos e eficazes. 
 
Palavras-chave: TRI; Teoria da Resposta ao Item, Sistemas de aprendizagem online, 
Questionários. 
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1. INTRODUCTION 

 
The rise of Distance Learning (DL) has brought a new paradigm to teaching strategies. 

The DL field relies on computer-aided tools for the exchange of learning objects, enabling 
interclass communication, and sometimes even to assess learners’ knowledge through online 
tests. One of the most common tools used to support DL are Virtual Learning Environments 
(VLE), such as Moodle1. 
 

One category of VLE that has been proven very effective in supporting learning is 
adaptive learning systems. An adaptive system, as described by (BRUSILOVSKY, 2001), is 
one that treats the problem of “one-size-fits-all”, when users with different preferences and 
backgrounds receive the same standardized content. Learning environments are one of the most 
successful applications of adaptive strategies (BRUSILOVSKY, 2001). One of the reasons is 
because the user educational profile, such as her previous knowledge should be taken into 
consideration when presenting new content. 
 

Computer Adaptive Tests (CAT) are one important kind of examination used inside an 
adaptive learning environment, and they are used to deal with the multitude of learners with 
different backgrounds that exist in an online course. In CAT an algorithm manages the test 
presentation, the questions selection, and also decides dynamically when the test should be 
finished. In the end, the test verifies the student’s answers and estimate each student level of 
knowledge (CHALHOUB;DEVILLE, 1999) 
 

Item Response Theory (IRT) is one of the methodologies that can be used to implement 
a CAT and to analyze the Bank of questions. IRT is popular in the educational field because it 
has been successfully used in qualitative processes of psychological and educational evaluation. 
It is used to measure and evaluate students’ acquired knowledge and the development of 
necessary skills in some subject (VENDRAMINI, 2002). IRT is a framework for modeling 
student responses on a set of assessments. It is used to describe the relationship between the 
proficiency of a student and the likelihood of correctly answering a test item. There are two 
assumptions IRT models make about the tests to be adapted. First, namely, the unidimensional 
criteria where each question of the test measures one, and only one, skill; second, the local 
independence criteria, where each question of the test is independent of the other, i.e., any 
answer provided in another question should not influence the answer of a question. 
 

Besides these assumptions, IRT models can differ from one another by the number of 
parameters they use to describe each question in a test. In this sense, there are three possible 
parameters to be implemented in an IRT model, and they are the following: Item discrimination 
index or “a”, which indicates how each learner, with different abilities, differ from others 
relating the probability of choosing an answer over another;  item difficulty index or “b” that 
considers the learner skill scale and verifies the required skill for choosing a correct answer; 

 
1 http://moodle.org/ 
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and random chance of success or “c”, which corresponds to the probability of giving a correct 
answer to a question even though not fulfilling such questions knowledge requirements. 
 

According to Pasquali (2003), the models can be generated with one, two or three 
parameters. The model with one parameter or Rasch model is one that analyzes the item 
difficulty “b” and the discrimination Index with a constant value (a = 1). The logistic model 
with two parameters or (2PL), analyses the discrimination index “a” and the item difficulty “b”. 
Finally, the logistic model that uses the three parameters (3PL) considers the discrimination 
index “a”, the item difficulty “b” and the random chance of success “c”. 
 

Based on these parameters using statistical and mathematical tools, IRT seeks to find a 
theoretical description to explain the behavior of empirical data generated from the application 
of the psychometric instrument over the questionnaires. Such theoretical description helps in 
evaluating the technical quality of each question and also estimates the level of knowledge each 
student has on a specific topic. Analyses presented in the work of Araujo and Bortoli (2003) 
conclude that some advantages of using IRT are i) the generation of precise metrics to assess 
the questions and the user level, and ii) the generation of dynamic questionnaires that adapt 
themselves to the student level of knowledge. 
 

In this context, this work structures and presents a methodology to apply IRT over a set 
of non-adaptive questionnaires. The main goal of such methodology is by using previous 
answers given to one questionnaire, perform a selection of the most important questions of such 
questionnaires. Such most important questions (optimal model) are then ranked in order of the 
ones provoking less error by the students. In this sense, we believe that delivering such ranking 
of questions to a teacher can help in the improvement of the other questions. Such refinement 
of questions is a way of adapting the questionnaires to the learners’ knowledge and decreasing 
the mean error rate. 
 

In this sense, the following research hypotheses are presented. 
 
1.1 Hypothesis 
 

● H0: Questions applied by teachers to students do not have differences in terms of 
contribution to a questionnaire. The variability lack of questions in the questionnaires 
is not a problem for the students. 
 

● H1: The item response theory can identify variability in the amount of information from 
the questions applied to the students, this variability is a problem for the students. 
 
In order to validate the above hypotheses, the following questions are formulated.  
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1.2  Research Questions 
 

● Q1: Are all the questions necessary for a questionnaire? Are some of them more 
important than others? 

● Q2: Can it be established a ranking of importance (or contribution) of the questions of 
a questionnaire? 

● Q3: Can the position of the question in the ranking indicate badly formulated questions? 
● Q4: Some questions can be easier or more difficult for one group of students? 
● Q5: Can the concentration made by IRT analysis be evaluated for identifying if a 

question is badly formulated, i.e., if a great population of students failed, or if it is a 
difficult question, i.e., if some students hit and other students fail. 

 
1.3 Document Structure 
 

This work including the Introduction is structured in eight chapters. Chapter 2 presents 
the general concepts that support this work, beginning with the Classical Test Theory explaining 
the main limitations generating the Item response theory such an alternative to resolving these 
limitations. The principal mathematical models are explained in this two theories and some 
concepts that allow generating a general idea that importance of the test for the evaluates 
process of the distance learning; chapter 3 presents investigations proposed in the literature with 
a different approach that combines the item response theory for evaluating the learning process. 
Then chapter 4 proposes the methodology for the realization of this approach, in chapter 5 the 
methodology is tested presenting two experiments and explain them in detail. The analysis and 
discussion of the results of the experiments are described in chapter 6, and finally, chapter 8 
describes the conclusions and future work proposed for this work. 
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2. BACKGROUND 

 
As the learning process evolved and as a consequence of the success achieved by tests 

in the evaluation area, there was introduced a need to develop a theoretical framework to allow 
the validation of the interpretations and inferences made from tests and allow estimation of 
measurement errors inherent in any process of this type. This general theoretical framework 
called Classical Test Theory allowed establishing a functional relationship between the 
observable variables based on the empirical scores obtained by the subjects in the tests or in the 
elements that compose them and the unobservable variables. 
 

In this context, Item Response Theory (IRT) was born as an alternative solution to the 
problems generated by the relationship between the results obtained by the subject and the error 
resulting from the measurement process (HERNANDEZ;HAMBLETON, 1992). It should be 
understood that the study proposed defines the item as each question that belongs to a test and 
that its objective is to measure a single skill that according to Dreyfus et al. (1980) A skill is 
the ability to carry out a task with determined results often within a given amount of time, 
energy, or both. 

 
To better understand the why of IRT, it is necessary to know beforehand the Classical 

Test Theory, in this sense, in this chapter, we address this theory together with the concepts of 
error, observed error, and real error. 
 
 
2.1  Classical Test Theory  
 

The Classical Test Theory (CTT) (SPEARMAN, 1904; NOVICK, 1966), also known 
as Classical Theory of Testing, is defined around three basic concepts: 
 

● empirical score (X); 
● true scores (V); 
● scores due to error (e). 

 
The central objective was to find a statistical model that adequately supported the test 

scores found and allowed the estimation of measurement errors associated with any 
measurement process. 
 

In this sense, Spearman’s linear model (SPEARMAN, 1904) is an additive model in 
which the observed (dependent variable) score of a subject in a test (X) is the result of the sum 
of two components, i.e., the true score (independent variable) in the test (V) and the error (e). 
The score is then given by the following equation: 
 

X = V + e 
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According to Fernandez et al. (1992), from this model, CTT will develop a whole set of 
deductions aimed at estimating the amount of error that affects test scores. To work, the 
following assumptions must be taken into account: 
 

● The score (V) is the mathematical expectation of the empirical score (X): V = E (X); 
● The correlation between the true "n" scores in a test and the measurement errors is equal 

to zero, i.e., R+V+E = 0; 
 

With the previous assumptions of the CTT model, the following deductions are 
established: 
 

● The measurement error (e) is the difference between the empirical (X) and the true (V) 
measurement, i.e., e = X-V; 

● The mathematical expectation of measurement errors is 0 (zero), then they are unbiased, 
i.e., E (e) = 0; 

● The mean of the empirical score is equal to the average of the true ones; 
● True scores would not cope with mistakes, i.e., Cov (V, e) = 0; 
● The covariance between empirical and true scores is equal to the variance of true ones: 

cov (X, V) = S2 (V); 
● The covariance between the empirical scores of two tests is equal to the covariance 

between the true ones: cov (Xj, Xk) = cov (Vj, Vk); 
● The variance of the empirical score is equal to the variance of the true plus the errors: 

S2 (X) = S2 (V) + S2 (e); 
● The correlation between the empirical score and the error is equal to the quotient 

between the standard deviation of the errors and that of the empirical ones, i.e., rxe = 
Se/S. 

 
Among the main limitations of CTT we have, according to Fernandez et al. (1992), that 

the characteristics of the test and the scores of the people can not be separated; in addition, the 
score of a person is defined as the number of questions that are correct and the difficulty of an 
item as the proportion of people who answer it correctly in a certain group. 
 

This has a series of negative consequences: 
 

● The characteristics of the items depend on the group of people in whom they have been 
applied; 

● The score of a person depends on the particular set of items administered; 
● The score that a person obtains will be different if we apply two tests that measure the 

same characteristic but whose level of difficulty is different. 
 

This makes it very difficult to compare these scores, which can only be interpreted in 
relation to the test in which they were obtained. It can be stated that CTT presents two 
fundamental problems in test analysis, one related to the sources of error and how they should 
be operated relative to their different sources, and another more specific one regarding the 
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invariance of measurements and properties of the measuring instruments. That is, if two 
different tests measure the same variable for different individuals, we cannot know which of 
those variables is better, because the results are not on the same scale. 
 

The solution adopted was to express the scores relatively in terms of a normative or 
standard group, acceptable solution but, that can not follow the rigor of a scientific measurement 
which makes it difficult to verify that this measurement can be reliable if they are in function 
of the instrument used as presents (LORD, 1953) in his considerations on the nature of the 
metric provided by scores on a mental test. That is if we consider for example that the length 
of an object depends on the type of rule used to measure it. 
 

The requirement to give an adequate solution to all the problems generated grew as the 
use of tests became widespread. The two problems connected with invariance will find an 
adequate solution within the framework of Item Response theory. 
 
 
2.2 Item Response Theory 
 

According to Hambleton (1991). IRT is a methodology that estimates the ability (s) of 
an individual in an area of knowledge and the characteristics of the items considered relevant 
for an evaluation, that is, that may interfere with the response given by a particular examinee to 
an item. 
 

In this context, skill is a latent variable, that is, a variable that cannot be measured 
directly, differently from variables such as weight, height, temperature, etc. Therefore, variables 
such as anxiety, satisfaction, intelligence, knowledge, which are not directly measured, are 
classified as latent; this type of variable is measured from observable secondary variables 
related to it, in the case of competence, the secondary variable observed is the given by the 
respondent to an item. IRT proposes models for latent variables and is currently applied in 
several areas such as education, psychiatry, psychology, and several others. IRT has as its basic 
unit the item, that is, each question of a test, the test being then a set of items.  
 
 
2.3 Test dimensionality 
 

Considering the set of all abilities that affect the response of the examinee(s) in at least  
one item of a J item test, we will have the vector: 
 

Ø = (Ø1,Ø2,Ø3,...,Øm)t 

 

In his work, Lord (1970) calls this “complete latent space vector”, where the ability of 
each examinee is a point of this latent space. The size of the test will then be m, ie the full latent 
space dimension. A test is called one-dimensional if m = 1, so there is a unique ability affecting 
the respondent's response. In this case:  



 

 

15 

 
Ø = (Ø1)  

 
 
2.4 Item parameters 
 

In addition to the ability according to Baker (2001), IRT also estimates the parameters 
of items that are characteristic of the item, such parameters are: 
 

1) b(j) is the difficulty parameter of item j. 
2) a(j) is the discrimination parameter of item j. 
3) c(j) is the parameter of the random hit probability of item j. 

 
Associated to each item j, we will have a parameter vector of this form:   

 
ð(1)= (a(j),b(j),c(j)) 

 
Thus, it will be the set of all parameter vectors of the J items, that is: 

 

▲ = (ð(1),ð(2),ð(3)......ð(j)) 

 
The parameters of the items are invariant in a population. It means that, no matter what 

the average skill of the group, the parameters of the estimated items will be the same, that is, 
they are independent of the ability. 
 

Due to the invariance of the parameters of the items, and their independence with IRT, 
it can be possible to: 
 

(a) Compare a single group with a single test; 
(b) Compare a single group, divided into two subgroups, making two completely 

different (no common item); 
(c) To compare a single group, divided into two subgroups, making two tests, partially 

different; 
(d) Compare two groups with a single test; 
(e) Compare two groups making two tests, partially different; 
(f) monitor the progress of an examinee or group of examined over time; 
(g) Evaluate correctly the items. For example, the difficulty parameter of an item 

estimated by  IRT will always be the same regardless of the ability of the group of examinees. 
Unlike CTT, where the difficulty of an item depends on the skill of the group of examined. If a 
group of examiners, with high ability, respond to an item, the estimated difficulty may be low 
while that if the same item is answered by another group, with skill lower, the estimated 
difficulty may be greater. 
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(h) Estimate the ability regardless of the parameters of the items. While in CTT the 
examiner's score depends and varies according to the difficulty of the test (easier or more 
difficult) in IRT, the ability is always the same regardless of the difficulty of the test. 
 
 
2.5 Answers classification of examination to an item 
 

The response given by an examiner to an item can be classified as: 
 

a) Dichotomous: In this case, the answers are classified only in certain or wrong; 
b) Polynomial: In addition to the right or wrong classifications, probabilities for other 

response categories; 
c) Continuous: Values are used within a range of numbers to sort the response. Used in 

open questions (BRAGION, 2010). 
  
 

2.6 IRT Models 
 

There are several IRT models, and those models depend on three factors according to 
De Andrade et al. (2000): 
 

i-  of the nature of the item: dichotomic or non-dichotomous (polynomial or 
continuous); 

ii-  the number of populations (or groups) involved: only one or more of one; 
iii-  the number of skills being measured: only one or more of one. 

 
In this work, only one-dimensional, dichotomous items, for a single population will be 

considered. One hardly has only one skill being measured in one item, so it is often admitted 
that a test is a one-dimensional if there is a dominant ability affecting the respondent's response. 
That 
Consideration should be given to the population since a test can be one-dimensional for one 
population and multidimensional for another. 
  

Another important concept is that of one or more populations (or groups) involved, this 
concept must take into account if the characteristics of the population are different with respect 
to the ability to be estimated. For example, if the skill considered is creativity, students in grades 
5 and 6 may be taken as a single population. If the researched skill is grammar, it can be 
considered that these same two populations are distinct. In this work, a group will be considered 
a sample obtained through the simple random sampling process. 

2.7  One-dimensional model of dichotomous items for a single population 
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According to De Andrade et al. (2000), the one-dimensional model of dichotomous 
items for a single population has the following assumptions: 
  

a) Unidimensionality: the assumption that the latent space of the item is one-
dimensional, that is, given by the examinee depends on a single competence and the 
characteristics of the item considered by the model. Generally, the dimensionality of the test is 
verified through factorial analysis. 
 

b) Local Independence: assumes that for a given ability, the responses to the different 
items of a test are independent. This means that the response of a certain item, in a test, can not 
influence the response of other items. 
 

Figure 1 describes the Item Characteristic Curve that indicates the likelihood that people 
will have to face an item. This probability depends on the level of the person in the measured 
variable. 

 
Figure 1: Example of item characteristic curve    

 
Source: Pasquali et al. (2000) 

 
Figure 1 shows that as the individual's ability increases, in like manner increases the 

probability of hitting the item. 
 
 

2.7.1 Standard two parameter warhead model 
 
Being Yij   the random variable associated with the hit of individual i on item j with i = 

1, …, n (examined), j = 1, … , J (items). 
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In dichotomous items, the respondent's answer is classified as right or wrong, the value 
1 will be associated with the correct answers and the value 0, with wrong answers. The 
respondent's response to item j is conditionally related to his competence and the parameters of 
the item, that is, as the competence increases, we expect to have an increase in the probability 
of that individual to hit the item, in this way: 
 

   a) Yij   = 1 For correct answers. 
   b) Yij   = 0 For wrong answers. 
 

Thus, the variable Yij ≈Bernoulli(ㄫij), being your probability of distribution given by: 

 
f(Yij= yij | Ø = Øi ;ðj)  =   ㄫ𝒊𝒋𝒚𝒊𝒋(𝟏 −ㄫ𝒊𝒋)𝟏(𝒚𝒊𝒋  

 
i=1,..., n (examined) , j=1, … , J (items) 

 
Being: 
 
a) ㄫ𝒊𝒋 The probability of an individual hit correctly the item j. 
b) Ø Represents of the random variable ability of individual i with skill correctly respond 

to item j. 
c)  Øi   Is the individual's ability. 
d)  bj  The difficulty parameter of item j. 
e)  ðj   Parameter vector of item j. 

 
If Yij   = 1 we have that: 

 
f(Yij= 1 | Ø = Øi ;ðj)  =   ㄫ𝒊𝒋𝟏(𝟏 −ㄫ𝒊𝒋)𝟏(𝟏 = ㄫ𝒊𝒋  

 
If Yij   = 0 we have that: 

 
f(Yij= 0 | Ø = Øi ;ðj)  =   ㄫ𝒊𝒋𝟎(𝟏 −ㄫ𝒊𝒋)𝟏(	𝟎 = 𝟏 −ㄫ𝒊𝒋  

 
By definition: 

 
ㄫ𝒊𝒋= f(Yij= 1 | Ø = Øi ;ðj)  =   P(Yij= 1 | Ø = Øi ;ðj)   

 
According to Lord (1968), was the first to develop a model using the normal warhead for more 
than two items. This model is given by: 
 

ㄫ𝒊𝒋= f(Yij= 1 | Ø = Øi ;ðj)  =   P(Yij= 1 | Ø = Øi ;ðj)  = ∫𝒂𝒋(Ø𝒊(./)(0		
𝟏

√𝟐𝝅
𝒆 .	𝒕𝟐/𝟐	𝒅𝒕			 
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2.7.2 Normal warhead and logistic models 
 

Birnbaum (1968) used a logistic model to replace the model with a normal warhead. 
Such substitution was made because of the simplicity of the logistic model by having an explicit 
integral. The following are the functions of the logistic model and the normal accumulated. 
 

Ø(𝒙) = ∫ 𝟏
√𝟐𝝅

0
(0 	𝒆	𝒕𝟐/𝟐 dt Model with a normal warhead 

 
 

𝜙(𝒙) 	= 	𝒆𝒙		/	𝟏	 +	𝒆𝒙 = (𝒆𝒙/𝒆𝒙)		/	𝟏	=	𝒆
𝒙

	𝒆𝒙
= 𝟏	

	𝟏=𝒆>𝒙
  Normal logistic model  

 
 
 

Birnbaum (1968) states that the logistic model can be used to replace function 
𝜙(𝒙)because it almost coincides with the normal warhead, being defined as: 

 
|	Ø(𝒙) − 𝝓(𝒙)	[(𝟏, 𝟕𝟎𝟐)𝒙]| 	< 𝟎, 𝟎𝟏;	−∞	 < 	𝒙	 < 	+∞	 

 
In this case, 1.702 will be represented by D and called the scale, that is, the value that 

best approximates the graph of the distribution function accumulated logistics of the normal 
warhead. 
 

In his work, Birnbaum (1968) mentions Halley's work (1952), where there is the 
demonstration that, when the scale parameter is 1,702, we have the best approximation of the 
logistic distribution function with relation to the normal warhead. 

 

2.7.3 Logistic model of 1, 2 and 3 parameters 
 

Item 2.4 previously defined that IRT also estimates the parameters of items that are 
characteristic of the item, such parameters are: 
 

1) b(j) is the difficulty parameter of item j. 
2)  a(j) is the discrimination parameter of item j. 
3)  c(j) is the parameter of the random hit probability of item j. 

 
Associated to each item j, we will have a parameter vector of this form:   

 
ð(1)= (a(j),b(j),c(j)) 

 
According to De Andrade et al. (2000), the principal models that using these parameters 

are described as follows (see subsections). 
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2.7.3.1 Rasch model (one parameter) 

 
This model analyzes that the probability of hitting an item depends only on the level of 

difficulty of said item and the level of the subject in the measured variable (level of ability). 
The mathematical expression is: 

 
P(Yij= 1 | Ø = Øi ;ðj) = 𝟏	

	𝟏=𝒆>𝑫(Ø𝒊	>ð𝒋)
 

 
i=1,..., n (examined) , j=1, … , J (items) , ðj = (1,bj,0),  | (-∞<Øi<+∞) and (-∞<bj<+∞) 
 

Being: 
 
f) Yij  random variable associated with the correctness or error of the individual i to item 

j, can assume the values 0 or 1. 
g) P(Yij= 1 | Ø = Øi ;ðj) is the probability of individual i with skill correctly respond to 

item j. 
h) Øi  , the parameter of the individual's ability i 
i) bj  , the difficulty parameter of item j. 
j) D 1,702 scale parameter 
k) ðj  parameter vector of item j. 

 
In this model, the only parameter that varies is parameter b, namely the “difficulty 

parameter”. Such a parameter must be on the same scale of the skill of the student and can 
assume any value (-∞<b<+∞). 

 
In Figure 2, two Item Characteristics Curves (ICC) are presented, the first value (Ø on 

the left) that corresponds to P(Ø) = 0.5 is about -0.75. Therefore, the difficulty of the first item 
is b1 = -0.75. The second item, i.e., the (Ø) value that corresponds to P(Ø) = 0.5 is about 1. 
Therefore the difficulty of the second item is b2 = 1.  

Figure 2: Parameters of discrimination (a) and difficulty (b) 
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Source: Pasquali et al. (2000) 
 

 This figure shows that the probability of hitting the item is systematically less in item 2 
then item 1. Thus, item 2 is more difficult than item 1 and its difficult indexes are probing that 
(b2 > b1). 

 

2.7.3.2 Logistic model of two parameters 

 
The mathematical expression for this model is given by: 
 

P(Yij= 1 | Ø = Øi ;ðj) = 𝟏	
	𝟏=𝒆𝑫(>𝒂(Ø𝒊	>ð𝒋))

 
 

i=1 n (examined) , j=1,....J(items) , ðj = (1,bj,0)  ,   ðj = (aj,bj,0) ,     
                            

 (-∞<Øi<+∞)  ,  (-∞<bj<+∞) and  (a>0)  
 

Being: 
 
a) Yij   random variable associated with the correctness or error of the individual i to 

item j, can assume the values 0 or 1. 
b) P(Yij= 1 | Ø = Øi ;ðj) is the probability of individual i with skill correctly respond to 

item j. 
c) Øi  , the parameter of the individual's ability i. 
d) ðj  parameter vector of item j. 
e) bj  the difficulty parameter of item j. 
f) aj  discrimination parameter of item j. 
g) D 1,702 scale parameter. 
 
It is observed that this model differs from the Rasch model, because it is considered the 

parameter of discrimination of the item, between more the index of discrimination grows, the 
greater the inclination of its characteristic curve. This behavior can be identified in Figure 2 
that shows the ICC of two items of equal difficulty (b1=b2=0.75). The main difference between 
them is that item 2 in (Ø)=0.75 has an inclination greater than item 1, since a2=2.4 and a1=0.4. 
As the slope is so high, individuals with Ø > 0.75 have almost all a high probability of settling 
item 2 and individuals with Ø < 0.75 have almost all a near-zero probability of hitting the item. 
Therefore, item 2 discriminates between those who haveØ	> 0.75 and those who have Ø < 0.75. 
For its part, item 1 has very little inclination when Ø	= 0.75. Consequently, although most 
individuals with Ø	> 0.75 will hit, many will fail. Also, although most individuals with Ø < 0.75 
will fail the item, many will hit, because the probability of hitting is greater than zero. In item 
1 the probability grows very slightly as Ø grows so it is not a good discriminator between 
individuals with Ø > 0.75 and individuals with Ø < 0.75.  
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2.7.3.3 Logistic Model of three parameters 

 
In this model, besides the parameters described previously, it is also used a parameter 

to represent the casual hit of the item by the examined of low ability, denoted by Birnbaum 
(1968), who introduced this parameter to the model, considering the fact that students with low 
ability, sometimes give correct answers to the items. 
 

The mathematical expression for this model is given by: 
 

P(Yij= 1 | Ø = Øi ;ðj) = ci + (1-cj) ( 𝟏	
	𝟏=𝒆𝑫(>𝒂(Ø𝒊	>ð𝒋))

) 
 

i=1 n (examined) , j=1,....J(items) , ðj = (1,bj,0)  ,   ðj = (aj,bj,0) ,     
                            

(-∞<Øi<+∞) and (-∞<bj<+∞) , (a>0) and (0>cj>1) 
 

Being: 
 

a) Yij  random variable associated with the correctness or error of the individual i 
to item j, can assume the values 0 or 1. 

b) P(Yij= 1 | Ø = Øi ;ðj) is the probability of individual i with skill correctly respond 
to item j. 

c) Øi  , the parameter of the individual's ability i. 
d) ðj  parameter vector of item j. 
e)  bj  , the difficulty parameter of item j. 
f) aj discrimination parameter of item j. 
g) cj  the parameter of the probability of an accidental hit. 
h) D 1,702 scale parameter. 

 
This model can also be interpreted as: "The probability of the examinee i kicking and 

guessing the probability of the examined i did not kick and hit".  
 
In Figure 3, the ICC of several items with different parameter "c" is shown. It has been 

assumed that the probability of chance matching is not simply the quotient where 1/q, where q 
is the number of alternatives of the item, this probability depends on how the item is drawn. 
Thus, items with the same number of alternatives will have different values of cj. 
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Figure 3: Parameter of discrimination of three items. 

 
Source: Pasquali et al. (2000) 

 

2.8 Information Function 

According to Baker et al., (2017, the term information and his statistical meaning were 
defined as the reciprocal of the variance with which a parameter could be estimated. […]  
Statistically, the magnitude of precision with which a parameter is estimated is inversely related 
to the size of the variability of the estimates around the value of the parameter. The variance of 
the estimator is denoted by ð𝟐. The amount of information, denoted by I, then is given by the 
formula:  

 
I  =  	𝟏	

	ð𝟐
          (Eq. A) 

 
IRT estimates the value of the ability parameter for an examinee. From Eq. (A),  the 

amount of information at a given ability level is the reciprocal of this variance. If the amount 
of information is large, it means that an examinee whose true ability is at that level can be 
estimated with precision; that is, all the estimates will be reasonably close to the true value. If 
the amount of information is small, it means that the ability cannot be estimated with precision 
and the estimates will be widely scattered about the true ability. 
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Figure 4: An information Function Calculated for all levels 

 
Source: (BAKER et al., 2017) 

 
An information function level on the ability scale from negative infinity to positive 

infinity. Because ability is a continuous variable, the information will also be a continuous 
variable. If the amount of information is plotted against ability, the result is a graph of the 
information function such as that shown in Figure 4.  
 

Thus, the information function tells us how well each ability level is being estimated. 
The information function does not depend upon the distribution of examinees over the ability 
scale. In this regard, it is like the item characteristic curve and the test characteristic curve.  
 

In a general-purpose test, the ideal information function would be a horizontal line at 
some large value of I and all ability levels would be estimated with the same precision.  The 
typical information function looks somewhat like that shown in Fig. 4 and different ability 
levels are estimated with differing degrees of precision. (Baker et al., 2017) 
 

2.8.1 Item Information Function 

 
 According to Baker et al. (2017), IRT is an itemized theory because each item of the 
test measures the underlying latent trait. If analyzed one single item the amount of information.    
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In this sense, the information function has great importance in the use of the tests since 
it allows us to choose the one that contributes more information in the range of θ that we are 
interested in measuring. It is also very useful in building the test. From a bank of calibrated 
items (that is, from which we have estimated its parameters) we can select those that allow an 
Information function to fit certain objectives.  

Specifically, the Information Function of an item is denoted by Ij(Ø) where j indexes 
the item. Figure 5 describes the amount of information against ability. 

 
Figure 5: An item information Function 

 
Source: (Baker et al., 2017) 

According to Baker et al. (2017), “an item measures ability with the greatest precision 
at the ability level corresponding to the item’s difficulty parameter. The amount of item 
information decreases as the ability level departs from the item difficulty and approaches zero 
at the extremes of the ability scale”. All previous concepts can be referred to the test information 
function because are also applicable to each of the items separately. In fact, the test information 
function is no more than the sum of the ICC of each of the items that compose it.  

 

2.9 Parameter estimation 

 
Once an IRT model is selected, it is necessary to apply the test to a large sample, to 

estimate the parameters of each item and the ability of each subject, based on the obtained 
response matrix. The estimation of the parameters is the step that allows us to arrive from the 
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known responses of the people to the items, the unknown values of the parameters of the items 
and the trait levels. 

 
In order to obtain the estimates, the maximum-likelihood method is applied (DE 

ANDRADE, 2000).  In this method, the parameters are estimated in two steps: 
 

1. The parameters of the items are estimated assuming the abilities, in this step the 
abilities initially supposed, are the notes of the standardized examinations. 

2. Skills are estimated by assuming the items, the values assumed for the parameters 
of the items are those found in step 1. 

 
This two-stage process is repeated until the convergence of skills and parameters of the 

items. The general logic of estimation is to find the values of the parameters that make the 
response matrix obtained more likely. If we flip a coin 10 times and get seven faces, the 
maximum-likelihood estimator of parameter "p" (coin face probability) is 7/10 = 0.7, as shown 
in traditional Statistics books - see Amon (1984).  

 
The result "seven faces in ten launches" is little compatible with the face probability 

being 0.1, or 0.2, ... In fact, the probability of obtaining seven faces and three crosses is 
practically zero if p = 0.1 or if p = 0.2. This probability becomes 0.117 if p = 0.5, and reaches 
the maximum value (0.267) when p = 0.7. The maximum-likelihood estimator provides the 
value of "p" under which the event we have found is most likely to occur. 

 
In IRT, the estimation procedure follows a similar logic. We obtain the estimates of the 

parameters and the levels of θ with which the data matrix found have the maximum 
compatibility. 

 
In general, a person will respond to a number of items greater than two and will produce 

a particular sequence of ones and zeros. The probability of obtaining such a sequence of hits 
and errors can be written as: 
 

QP = L Π R R-1  
 

Where R is the result in each item (1, success, 0, failure), P is the probability of success 
in each item, and Q is the probability of error in each item (Q = 1-P). 

 
Parameter θ is estimated by the maximum-likelihood method, and it will be the value of 

θ for which the previous expression reaches its maximum value. When we try to estimate the 
trait level in a real situation, we do not make a search restricted to a few values, we need to find 
the value of θ that maximizes L among the possible values. 
 

In the case of IRT, there are no formulas that allow estimates to be obtained directly. In 
the example of the coins, it is known that the maximum-likelihood estimator of the population 
proportion is the sample proportion. In the IRT, in the absence of such formulas, the estimates 
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are obtained by numerical methods, using computer programs. In the most general case, a 
function L is established that depends on the parameters of the items and the levels of traits. 
Computer programs contain algorithms that find the set of estimates for which the function L 
reaches the maximum value. Parameters of items and trait levels of people will be the values 
given by the computer program for a particular response matrix. 

 
In Classical Test Theory, once items are applied to a set of people, the score of each 

person in the test can be obtained by combining the scores in the test items. In IRT, once the 
items have been applied, the response matrix containing the successes and failures of each 
person in each test item is generated. Next, a computer program has to be applied which will 
give us the trait levels and parameters of the items. As we have seen, because these are estimates 
by the method of maximum-likelihood, the values given by the program are the ones that make 
the original data matrix more plausible, they are the most compatible with the original data 
matrix. 

 

2.10 Applications 

 
IRT has enabled the development of computerized adaptive tests (CATs), according to 

Renom (1993). Such tests differ substantially from tests to use. A CAT consists of a well-
calibrated item bank and a computer program in charge of deciding which bank item to present 
to the person, to present it, to analyze the response issued by the person, to choose a new bank 
item, and so on. A CAT differs greatly from a pencil and paper test. A first difference is that it 
is managed by a computer and a second is that each person is evaluated with different items.  

 
 However, the fundamental thing about CATs is that items are chosen with the criterion 
of estimating the level of skill of the person with the highest precision and the lowest number 
of items. 
 

In brief, a CAT proceeds as follows: 
 

A. Presentation of the first item. 
B. Estimation of the level of trait of the person.  
C. Search for the most informative bank item for the level of θ estimated in the previous 

step.  
D. Application of the chosen item.  
E. Estimation of the level of trait corresponding to the sequence of responses given to the 

items presented.  
F. Again step "c", and so on until a typical estimation error less than a preset stop has been 

achieved or a predetermined number of items has been administered.  
 

The main achievement of CATs, according to Ponsoda et al. (1994), is that with very 
few items (twenty, more or less) we can achieve comparable or better measurement accuracies 
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than those obtained in much longer non-adaptive tests. This is because CATs are only 
administered authentically informative items to determine the level of trait of the person and 
avoid too easy or difficult items, which barely report on the level of trait. 
 

The relevance given by teachers to the tests used for the evaluation is still very high; a 
factor that can affect the quality of the evaluation is evident in the tendency they have to use 
the tests that they prepared much more than any other type of test (DARLING; HAMMOND, 
2000). That leads us to think about the additional knowledge that teachers must have to create 
a test that manages to adequately measure one or several levels of knowledge acquired by the 
student.  

 
The National Center for Research on Evaluation, Standards, and Student Testing 

(CRESST)2 have Standards that evaluate areas such as cognitive complexity, content quality, 
meaningfulness, language appropriateness, transfer and generalizability, fairness, and 
reliability.  
 

The aforementioned aspects identify the degree of complexity level for the qualification 
of learning in the student with additional multidisciplinary aspects at the level of knowledge 
that the teacher should have in order to create adequate tests that measure the learning on the 
subject being taught and the meaning such theories as IRT can help in a more adequate 
evaluation. 
 

In the next chapter, it will be presented a general overview with works that use IRT as 
an alternative to assess learning in online learning environments and that were taken into 
account as a conceptual basis for the formation of the methodology proposed in this study. 

 

  

 
2 Is This a Trick Question? A short guide to writing effective questions. Available at  http://ksde.org/Portals/0 
/CSAS/CSAS%20Home/CTE%20Home/Instructor_Resources/TrickQuestion.pdf 
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3. RELATED WORK 

 
As already stated, Item Response Theory (IRT) is a framework for modeling student 

responses on a set of assessments (tests). It is used to describe the relationship between the 
proficiency of a student and the likelihood of correctly answering a test item. There are two 
assumptions IRT models make about the tests to be adapted. First, namely, the unidimensional 
criteria where each question of the test measures one, and only one, skill; second, the local 
independence criteria, where each question of the test is independent of the other, i.e., any 
answer provided in another question should not influence the answer of a question. 
 

In the literature, we can find studies combining item analysis methodologies with IRT. 
One of such works is the one of Santos et al. (2005), which presents a computational tool for 
the elaboration of adaptive evaluation using as a conceptual base IRT and Computerized 
Adaptive Tests. In that work, a methodology is proposed for the calculation of the level of 
difficulty and the ability of the student, using means and medians for the scores obtained from 
the answers to the questions, the expected values are calculated, and experiments are elaborated 
with two evaluation models. For the realization of the experiments, all students start the test 
with a question of the same level of difficulty, which for the case is intermediary. Two 
evaluation models are presented. The first, namely evaluation model I, alternates the questions 
of agreements with the answers obtained. If the student is correct, the next question will be of 
a more challenging level; otherwise, a question will be asked with a level below the level of the 
question that is being asked at the moment. The evaluation model II starts with a question of 
the same level of difficulty then the next question is calculated with the proposed methodology 
by the authors, and it self-adjusts gradually according to the student's answers.  
 

The authors assume that the more students answer a question, the easier it is and the 
level of difficulty should decrease. In the opposite case, the question is considered the more 
difficult level and its level should increase. These results are the basis for creating the profile 
of a group of students or a particular student. According to the analysis of the results, evaluation 
model II is reached more quickly to the calculation of the student's ability but in cases in which 
the students are classified as Advanced or Basic. Additionally, the first three questions were not 
used in the analyzes because they state that the students are in the process of adaptation and 
learning of the evaluation method. 
 

The results of the investigation show that model II is more favorable when compared 
with the model I. Authors also postulate that it would be interesting to reformulate the 
experiments using a random level question at the beginning of the tests. It would ratify results 
or show if the polarization of the difficulty levels of the basic or advanced students the result 
of is always choosing a question of intermediate level. Additionally, an additional factor that 
can influence the level of difficulty of the tests and the number of questions used can be added. 
 

According to Cook (2014), an adequate number of questions in a questionnaire is ten 
questions, this affirmation was the result of experiments with students who answered 
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questionnaires of random sizes varying among 1, 5, 10 or 15 questions. The analysis showed 
the test had a higher number of questions presented a lower performance in the student than the 
students who answered a smaller number of questions and the best average result was for those 
who answered questionnaires of 10 questions. It is worth noting that the scale used is five units 
but what can be evidenced is that if we have a test with several questions, we can have better 
performance of students if we reduce less than 35% of the number of questions in the 
questionnaire. 
 

Tian et al. (2017) present a study of the reading development level of Chinese students. 
In this case, IRT parameters are applied to find a relationship between their values and a method 
to modify item’s options that do not have a reasonable behavior to the data. However, the study 
focuses on the modification of the items that could generate an addressing in the learning 
methodology and lose the test’s ability to identify interest points for the teacher, who could 
make essential findings of the students’ answers. 
 

A multidimensional IRT temporal model named T-BMIRT is proposed by Huang-Hu 
(2017), and it is compared with traditional IRT in online learning studies. The study raises the 
importance that students, during different moments of time, may have different levels of 
knowledge. Because of that, the parameters must be estimated for each of those moments as 
part of the Temporal IRT, describing the student learning trajectories in an online education 
system.   

 
The results obtained are better than the ones obtained by traditional IRT, and temporal 

IRT performs better when the dataset contains learning videos interactions. However, the set of 
learning objects cannot be limited to just one type in online environments, and it would be 
necessary to test the approach with other types of objects to find similarities in the results. 
Additionally, the proposed model does not include information from the students during their 
interaction with videos in the dataset used for the estimation of the parameters. Authors propose 
to perform a more extensive analysis of the data using different moments in which the students 
recorded their answers, using the analysis criteria of the extended IRT model. 
 

The application of IRT in online environments still needs to be studied and disseminated 
in the research environment, as indicated by Jatobá et al. (2017), and this field generates a large 
study space to use techniques that implement IRT. In this case, results showed that the use of 
online environments based on CAT and IRT is still quite limited, which motivates us to go 
deeper into the subject and try to contribute to the research process since the methodology 
proposed generates input for the creation of a CAT with VLE’s question banks.  

 
The authors and their aforementioned works leave open the need to know if it is possible to 
identify which questions are more important within an evaluation process and how we could 
link the evaluated contents with the questions of the questionnaires. The proposed methodology 
aims to initially address this classification process so that in a next stage the resulting 
information can be used as input into the creation of more accurate adaptive tests. 
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4. METHODOLOGY 

 
The methodology presented in this section has the goal of providing a helpful tool for 

teachers. This tool can pick and rank the most important questions in a questionnaire. Such 
selection is made by using IRT algorithms and a set of strategies, defined in this work, to select 
and rank the questions. By providing the teacher with this set of the most important questions, 
it is expected to help in the improvement of their questionnaires, enhancing the students’ 
performance in the tests. Since question selection is made by following IRT parameters and not 
only by text analysis along with answers statistics, this method can guarantee the selection of 
questions that really cover essential parts of the knowledge, and also can contribute for 
decreasing the errors.  

 
Due to the characteristics and procedures that were used for the analysis of the data, it 

is aligned with the conditions proposed by the experimental methodology, which according to 
Fonseca et al. (2002), It enables an approach and an understanding of reality to investigate as 
an unfinished permanent process and is the result of a thorough examination carried out with 
the objective of solving a problem, using scientific procedures, investigating a trained person 
or group addressing an aspect of reality in the sense of experimentally testing hypotheses.  

 
In the same way Gil et al. (2007), experimental research consists in determining an 

object of study, selecting the variables that would be able to influence it, defining the forms of 
control and observation of the effects that the variable reduces on the object.  

 
So after presenting the problem that wants to be addressed and the hypotheses 

formulated to solve it, we described the methodology for ranking questions used in virtual 
learning environments. 

 
In Figure 6, it is provided an overview of the proposed methodology for questions 

analysis, selection, and ranking. Each one of the phases is better explained in the next 
subsections. 

 
Figure 6: Overview of the proposed process  

 
Source: the author. 
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4.1. Data Cleaning and Preprocessing 

 
The first step of the methodology is data acquisition and preparation. Even though in 

this methodology it is assumed the dataset will come from the questionnaires of existing VLE 
such as Moodle, it is necessary to analyze the answers provided by the students as well as the 
questions’ content before the IRT algorithms could be applied. 
 

The first constraint for the collected data is that it should be aggregated into 
questionnaires. To such aggregation, it is necessary to guarantee that the contents and the order 
of questions do not change when applied to different sets of students (of different classes, for 
instance). Each questionnaire now can be organized into a matrix where each line represents a 
student, and each column represents a question. Matrix cells are filled with the students’ grades 
to each question. If the constraint is guaranteed, the data can be analyzed and cleaned (BONG 
NA et al., 1999). 
 

Sometimes VLEs (KOSKELA et al., 2005) allow a student to answer the same 
questionnaire more than once. In such situations, only the first attempt is considered valid 
because once the student is familiar with the questions, such previous knowledge can insert a 
bias over the question’s importance analysis. The attempts not finalized neither submitted for 
evaluation are also discarded. 
 

Once it is guaranteed that questionnaires aggregate the data, and it is cleaned, it should 
be binarized (CORBETT; ANDERSON, 1994). Such a step is essential because the analysis is 
made relying on the information of the student success or failure while answering each question. 
So, it is assumed if a student has reached a score of, at least, 75% of the total score3, her grade 
will be replaced by one (1), representing success in answering such question. Otherwise, it will 
be replaced by zero (0). Such binarized matrices will be the input for the IRT algorithms, which 
will perform an analysis of importance for each question based on the success or failure each 
student has in answering the questions. 
      

4.2 Application of Item Response Theory 

 
The questionnaires are then submitted for analysis by using MIRT, an R library that 

analyzes dichotomous data (RIZOPOULOS, 2006) and computes the IRT parameters, 
including difficulty, discrimination, guessing, and the maximum amount of information. The 
process involves two phases: 
 

a. Calculation of the Parameter Logistic Models (Rasch, 2PL, 3PL): Using the binary 
matrix of each questionnaire as input, three parameter logistic models are calculated. 

 
3 In this case are used this percentage (75%) because are the university utilize this measure like evaluating 
criteria. 
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b. Creation of optimal model: Once the best model is known, it is executed a statistical 

analysis is made over the results. Such analysis output is the optimal model, i.e., a 
subset of the initial questionnaire formed by the questions that maximize the 
coverage of the knowledge topics presented in the questionnaire. 

 
 
 

4.3 Selection and Ranking 

 
The methodology final step refers to the selection of the final subset of more important 

questions. Since IRT returns an optimal model for each questionnaire, and each questionnaire 
could be applied to different sets (scholar classes) of students, the output of IRT needs to be 
processed before handle the final set of more important questions to the professor. 
 

According to De Andrade et al. (2000), an item presents a greater amount of information 
when it has a high discriminative index and a low success rate. In the analysis of the Item 
Characteristic and Item Information Function curves applied, it is possible to construct a 
classification in relation to the amount of information and discrimination. highlighting the 
following elements: 
 

1. Good information, good discrimination and a reasonable chance of success. 
2. Lots of information, high discrimination and low probability of chance. 
3. Low information and low discrimination. 
4. Out of trial standards by IRT. 

 
Under these conditions, items that meet conditions 1 and 2 were considered. For the 

other items (3 and 4), there is a need to reevaluate their elaborations, with a view to correcting 
problems such as cohesion, clarity of skill required, correction of alternatives or even layout 
and layout of the item in the test. Ultimately the item is discarded as it does not meet the required 
criteria.  Finally, the ranking was created giving a priority to the questions that had a higher 
difficulty level. 
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5. EXPERIMENTS 

 
To validate the proposed methodology, two experiments were performed; The first one 

considers a course on “Data Classification and Searching”, offered at the Institute of Informatics 
at UFRGS, considering the periods 2016-1, 2016-2, and 2017-2. From this course were obtained 
the answers of 2 questionnaires: Algorithms Complexity and Hashing (showed in Figure 7 and 
Figure 8), which were applied during the course in a different order. The second experiment 
was performed for the course of Electrical Engineering, also at UFRGS, during the periods 
2016-2, 2017-1, 2017-2, and 2018-1, the answers of 12 questionnaires were obtained. 

 

5.1 Experiment 1: “Data Classification and Searching” course 
 

This experiment considered a dataset collected from a course named “Data 
Classification and Searching” at UFRGS. Such course applied many questionnaires using 
Moodle, but two of them were used in this experiment; they were related to (a) “Hashing” and 
(b) “Algorithms Complexity” subjects. The questionnaires were answered by students over the 
periods of 2016-1 with 31 Students, 2016-2 with 44 students, and 2017-2 with 25 students. The 
“Hashing” questionnaire is composed of 11 questions, while the “Algorithms Complexity” is 
composed of 6 questions (Figure 7). 
 
 

Figure 7: Questions of the Algorithms Complexity Questionnaire  

 
Source: the author. 
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Figure 8: Questions of the Hashing Questionnaire   

 
Source: the author. 

 
Each questionnaire was extracted from Moodle in a CSV file. The “Algorithms 

Complexity”, for instance, presented six questions in a score scale varying from 0.0 to 1.7. 
While the “Hashing” questionnaire presented 11 questions varying from 0.0 to 0.91. In Table 
1, it is shown a sample of the data collected from Moodle during the 2017-2 period, and it was 
composed of the following items: 
 

1. ID: Auto Numerical value assigned for the student.  
2. Status:  Information value for questions completed answered. 
3. Date: Date value when the student responds to the questionnaire. 
4. Used Time: Time elapsed during the questionnaire. 
5. Grade: Total score for the questionnaire. 
6. Q1 … Q6: score individual for each question (score = Number of questions/10). 

 
 

Table 1. A sample of “Algorithms Complexity” CSV file for the 2017-2 period 

 
 Source: the author. 
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It can be seen that no information concerning the students involved in the process was 
used (i.e., they cannot be identified). Finally, each period has generated two CSV files, one for 
each questionnaire, totaling six files were used with the methodology proposed. 

 
 
5.1.1 Methodology Application  
 

In this section, we explain the steps applied, i.e., data cleaning and preprocessing, 
application of IRT, and the selection and ranking of questions.  

 
 
5.1.1.2 Methodology (Step 1): Data Cleaning and Preprocessing 

 
The questionnaires were cleaned to eliminate attempts that were not finalized and 

multiple attempts. The performed changes are: 
 

 
Questionnaire 1: Hashing 
 
(a) From 46 records originally presented in the 2016-1 period, 15 records were excluded. 
(b) From 40 records originally presented in 2016-2 period, 14 records were excluded. 

 
 
Questionnaire 2: Algorithms Complexity   There were no changes.  
 
 

During cleaning, only 72% of the 111 records collected from Moodle were kept, which 
represents 81 attempts. Once cleaned, it is necessary to binarize CSV files, considering the 
following criteria: if the student has reached at least 70% of the grade of a question, the grade 
is then replaced by 1, otherwise by 0. 
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5.1.1.3 Methodology (Step 2): Application of Item Response Theory 
 

From the graphic analysis of the calculated logistic models described in Figure 9 and 
Figure 10, were identified the questions with the highest index of discrimination in 
questionnaires Hashing and Complexity respectively; According to Pasquali et al. (2003) “ [...] 
if an item presents a perfect discrimination, then the angle of incidence of the curve would be 
90 degrees, that is, a perpendicular. In this case, the item is able to discriminate infinitesimally 
minimal differences in the levels of theta  [...]” in addition was used the value of the 
discrimination coefficient for each logistic model (2PL - 3PL) and its angle of incidence, were 
made the selections of questions in each period analyzed. Then, were searched matches between 
the most repeated questions, with the aforementioned characteristics. a criterion of descending 
importance is established from higher to lower among the indices of discrimination. 

 
The graphics of the rasch model were not used because the discrimination index is 

constant by definition (a = 1). 
 
Table 2 presents the coefficients between periods 2016-1,2016-2 and 2017-2, the 

highlighted values represent the highest value for each logistic model. The most difficult 
questions were: Q3 with a difficulty level (b) = -1.944, the question Q2 (b) = -0.49 and the 
question Q2(b)=-1.91 for Rasch model; the questions Q9 (b) = 10.041, Q9(b) = 1.433 and the 
question Q6  = -1.008 for the two parameter model (2PL);  Finally the questions Q10 (b)= 327, 
Q9 (b)= 322 and Q7=0.19 for the three parameter (3PL) model; similarly the Questions more 
discriminative were Q5 with a parameter (a) = 33.224, Q6 (a) = 39.36, Q3,Q5 (a) = 58.262 for 
the two parameter model (2PL); the questions  Q4 (a) = 57.209, Q10 (a) = 896, Q2 (a) = 754  
for the three parameter (3PL) model; the period with more variability in the success of hit was 
2016-2 with values in the “c”  parameter, only the question Q6 was excluded. 
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Questionnaire 1: Hashing 
 

Figure 9: IRT Analysis for Hashing Questionnaire  
Period:2016-1  

 
                    Rasch Model               Logistic Model of  Logistic Model of  

    two parameters                  three parameters 
Period:2016-2  

 
                  Rasch Model               Logistic Model of  Logistic Model of  

    two parameters                  three parameters 
Period:2017-2  

 
                    Rasch Model               Logistic Model of  Logistic Model of  

    two parameters                  three parameters 
 

Source: the author. 
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Table 2: Coefficients of Logistic Models - Hashing - Questionnaire 

 
Source: the author. 
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Questionnaire 2: Algorithms Complexity  
 

Figure 10: IRT Analysis for Algorithms Complexity Questionnaire  
 

Period:2016-1  
 

 
                    Rasch Model               Logistic Model of  Logistic Model of  

    two parameters                  three parameters 
Period:2016-2  
 

 
                    Rasch Model               Logistic Model of  Logistic Model of  

    two parameters                  three parameters 
Period:2017-2  
 

 
                    Rasch Model               Logistic Model of  Logistic Model of  

    two parameters                  three parameters 
 
Source: the author. 
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Table 3 presents the coefficients between periods 2016-1,2016-2 and 2017-2, the 
highlighted values represent the highest value for each logistic model. The most difficult 
questions was:  Q6 with a difficulty level (b) = -3.5,  Q6 (b) =  -1.705 and Q6 (b) = -2.186 for 
Rasch model; the questions Q1 (b) = 1.82, Q6 = -1006 and Q5 = -1.309 for the two parameter 
model (2PL); Finally the questions Q1 (b) = -1.84, Q6 = -1.005 and Q6 = -0.74 for the three 
parameter model; similarly the questions more discriminative were Q2,Q3 and Q4 with a 
parameter (a) = 58.481, Q1 (a) = 49.502 and Q1,Q2 and Q4 (a) = 64.045 for the three parameter 
model (3PL); The random success of hit was founded in the questions Q6 with a parameter (c) 
= 685, Q4 (c) = 249 and Q2 (c) = 0.5. 

 
Table 3: Coefficients of Logistic Models - Algorithm Complexity - Questionnaire 

 
Source: the author. 
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5.1.1.4 Methodology (Step 3): Selection and Ranking 

Finally, criteria 1 and 2 previously described in section 4.3 were applied to Tables 4 and 
5, and the discrimination index for each question are analyzed, as described in the following 
paragraphs.  

 
Hashing Questionnaire:  
 
By criterium 1: Good information, good discrimination and a reasonable chance of success 
Questions selected: Q3, Q4 
 
By criterium 2: Lots of information, high discrimination and low probability of success 
Questions selected: Q3, Q5, Q6 
 
Final selection (criteria 1 and 2): Q3, Q4, Q5, Q6 
 
Algorithm Complexity Questionnaire:  
 
By criterium 1: Good information, good discrimination and a reasonable chance of success 
Questions selected: Q1, Q3, Q4 
 
By criterium 2: Lots of information, high discrimination and low probability of success 
Questions selected: Q1, Q2, Q3, Q4 

Final selection (criteria 1 and 2): Q1, Q3 
In this case, questions Q2 and Q4 were discarded by a high probability for random success. 

 
Table 4: Question ranked by the amount of information - Hashing Questionnaire 

 
Q: Low amount of info | Q: big amount of info | Q: Good amount of information 
 

Source: the author. 
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Table 5: Question ranked by the amount of information - Algorithm Complexity 
Questionnaire 

 
Q: Low amount of info | Q: big amount of info | Q: Good amount of information 
 

Source: the author. 
 

5.2 Experiment 2: “Electrical Engineering” course 

 
The dataset collected from the “Electrical Engineering” course included twelve 

questionnaires extracted from Moodle. The questionnaires were answered over the periods of 
2016-2 with 32 students, 2017-1 with 56 students, 2017-2 with 79 students and 2018-1 with 40 
students. Table 6 describes the questionnaires, the periods and the questions used for the 
analysis. 

  
Table 6:  Questionnaires of “Electrical Engineering” course  

 
Source: the author. 

 
After the graphic analysis and creation of the tables according to criteria 1 (food 

information, good discrimination and a reasonable chance of success), and 2 (lots of 
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information, high discrimination and low probability of success) (see Appendix), in table 7 are 
described the questions selected in each questionnaire. 

Table 7: Question selected By criteria 1 and 2 for the “Electrical Engineering” course 

 
Source: the author. 

More Details of the experiment are described in the appendix section.  
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6. ANALYSIS AND DISCUSSION OF THE RESULTS  

 
The software SPSS for windows (version 21) was used. The results of each 

questionnaire question were analyzed by means of one-way ANOVA followed by Tukey post 
hoc test, in order to determine differences between evaluating periods. In addition, differences 
among evaluating periods and questions were established for the Item Response Theory models.  
Differences between IRT models considering the parameter of difficulty level were assessed by 
one-way ANOVA, while differences using discriminatory index were verified by student’s t-
test.  P-values <0.05 were considered significant and data are expressed as mean ± standard 
error (S.E). 

 

6.1 Experiment 1: Analysis of “Data Classification and Searching” questionnaires 
 
 In this section, the analysis of the first experiment concerning the course on “Data 
Classification and Searching” is described.  
 
 
6.1.1 Statistical analysis - questionnaire: Algorithms’ complexity  
 
 The Analysis of the difficulty level of the “Algorithms’ Complexity” questionnaire 
considering the logistic model of three parameters (3PL) of IRT showed that question number 
6 had a higher difficulty level compared to questions 1, 3, 4 and 5 (F(5,17 = 3.256, p< 0.05 – 
Figure 11a). A similar pattern was seen in the logistic model of one parameter (1PL), evidencing 
once again that the question number 6 was more difficult than the other ones (F (5,17) = 2.833, 
p= 0.65, n.s - Figure 11b). In order to analyze the general difficulty levels of the questionnaire, 
the three IRT logistic models were compared. There was a significant difference between model 
1PL as compared to the other models (F(5,17)= 3.256, p< 0.05 – Figure 11c), suggesting that this 
model could be more sensible to determine the difficulty level of the questionnaire, which in 
this case was classified as easy.  
 

Taking each question of this questionnaire into consideration, one way-ANOVA did not 
show significant differences between them. Moreover, no significant differences (P > 0,05) 
were found between the evaluating periods when the following variables were evaluated: total 
qualification and time spent in the questionnaire. 
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Figure 11. Algorithms’ Complexity questionnaire 

 
Difficulty levels by each question using the logistic model of one parameter (3PL) (a), and one 
parameter - 1PL (b). Evaluation of difficulty level by means of IRT models (c). & Significant 
differences from question 6; *Significant differences from the other evaluating periods. Data 
analyzed using one-way ANOVA. Significance accepted p<0.05. Source: the author.  

 
6.1.2 Statistical analysis - questionnaire: Hashing  
 

As depicted in Figure 12a, there was a significant difference on question 6 of the 
questionnaire, indicating that it was perceived as more difficult in the period 2016-1 when 
compared to the other periods (F(2,93)= 3.408, p< 0.05). No additional differences were found, 
considering the participant’ results along the evaluating periods. 
 

One-way ANOVA revealed a significant difference between the questions when the 
difficulty level of the questionnaire was established by means of the 1PL model (F(10,32)= 2.311, 
p< 0.05); pairwise comparison showed that questions 2 and 10 were more difficult than 
questions 1, 5, 7, 9 and 11. In addition, questions 3 and 4 were easier when compared to question 
number 2, as shown in Figure 12b. No significant differences were observed between question 
number 6 and questions 2 and 10. The 3PL model was carried out in order to identify the 
probability of hitting. There was a significant difference between question 9 when compared to 
questions number 1, 2, 3, 5 and 6, as shown in Figure 12c. 
 

Figure 12. Hashing Questionnaire 

 
Result of a specific question by each period (a). Difficulty levels by each question using the 
logistic model of one parameter - 1PL (b). Probability of hitting by each question using the 
logistic model of three parameter - 3PL (c). *Significant differences from the other evaluating 
periods. ßSignificant differences from questions 2 and 10. ƺSignificant differences from question 
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2. @Significant differences from question 9. Data analyzed by one-way ANOVA. Significance 
accepted p<0.05. Source: the author. 

 

6.2 Experiment 2: Analysis of “Electrical Engineering” questionnaires 
 
 In this section, the analysis of the first experiment concerning the course on “Electrical 
Engineering” is described.  
 
 
6.2.1 Statistical analysis - questionnaire 1: Kirchoff Laws 

There was a significant effect of the evaluating period when each question was 
considered, indicating that during the period 2017-I the students had fewer hits for questions 3, 
12, and 13 (F(2,174)= 4.822; F(2,174)= 6.415 and F(2,174)= 8.601; p< 0.05, respectively - Figure 
13a,e-f). Nevertheless, there were more hits for questions 6 to 8 (F(2,174)= 4.096; F(2,174)= 3.082 
and F(2,174)= 5.597; p< 0.05, respectively) when compared to the other periods (Figure 13b-d).  

Participant’s performance was better during the period 2018-I when compared to 2017-
I, without significant difference from 2017-II (F(2,174)= 4.642, p<0.05 - Figure 13g). In addition,  
the students spent more time completing the Kirchoff Laws questionnaire on the period 2017-I 
(F(2,174)= 5,455, p<0.05) as shown in Figure 13h). These data could suggest modifications in 
teaching strategies of the questionnaire issues throughout the different academic periods. 

Figure 13. Kirchoff Laws Questionnaire. 

 

Result of a specific question by each period (a-f); general result of the questionnaire (g); Time 
spent to complete the questionnaire (h). *Significant differences from the other evaluating 
periods. πSignificant difference from the period 2017-I. Data analyzed by one-way ANOVA. 
Significance accepted p<0.05. Source: the author.  
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Using the IRT model in Questionnaire 1, statistical analysis showed significant 
differences for the logistic models 1PL and 3PL, as observed in figures 14a and 14b 
(F(12,38)=8.492 and F(12,38)=6.616; p< 0.05, respectively). Both models (using the difficulty level 
parameter - b) showed that questions 6, 12 and 13 were most difficult and questions 1 and 2 the 
easiest when compared to the other questions. Interestingly, the logistic model 1PL also 
indicated significant differences on question 9 as compared to questions 4, 7, 8 and 11. 
Moreover, when the logistic model 3PL was considered, the Kirchoff Laws questionnaire was 
more discriminative during the period 2018-I as compared to the other two periods  
(F(2,38)=3.728,  p< 0.05- Figure 14c). 

 

Figure 14. Kirchoff Laws Questionnaire - IRT model 

Difficulty levels by each question using the logistic model of one parameter - 1PL (a) and the 
one of three parameter - 3PL (b). Discrimination index by each period, using 3PL model. 
#Significant differences from questions 6, 12 and 13; & Significant differences from question 6; 
@Significant differences from question 9; §significant differences from question 1; αSignificant 
differences from questions 1 and 2. *Significant differences from the other evaluating periods. 
Data analyzed by one-way ANOVA. Significance accepted p<0.05. Source: the author.  

 

6.2.2 Statistical analysis - questionnaire 2: Electrical Installations Concepts 

One-way ANOVA revealed significant differences in most of the questions of the 
questionnaire concerning electrical installations concepts with the exception of questions 3, 4 
and 5 (P> 0.05). As depicted in Figure 15 a-b, questions 1 and 2 had the lowest number of hits 
during the period 2017-I (F(2,175)=4.290 and F(2,175)=3.970; p< 0.05, respectively). In addition, 
significant differences were observed for questions 6, 7, 8 and 9, which had the highest number 
of hits by students on the 2018-I period ((F(2,175)=8.383; F(2,175)=13.205; F(2,175)=9.123 and 
F(2,175)=9,071; p< 0.01 - Figure 15 c-f). The best qualification of the questionnaire and the 
shorter time required to completed it was observed in the period of 2018-I (F(2,175)= 9.656 and 
F2(2,175)= 9.718; p< 0.01 - Figure 15g-h). 
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Figure 15. Electrical Installations Concepts Questionnaire 

Result of a specific question by each period (a-f); general result of the questionnaire (g); Time 
spent to complete the questionnaire (h). *Significant differences from the other evaluating 
periods. Data analyzed by one-way ANOVA. Significance accepted p<0.05. Source: the author. 

 

Using IRT analysis, questions 6 to 9 were more difficult than the other ones and this 
behavior was observed in the three logistic models (1PL, 2PL, and 3PL), confirming the result 
(F(8,26)=5.901; F(8,26)=9.068 and F(8,26)=3.648; p< 0.05), as shown in the Figures 16a-c. The 
discrimination index of the 2PL model  (F(8,26)= 2.619, p< 0.05) is represented in Figure 16d, 
indicating that questions 7 and 9 were more discriminative than questions 1 to 5. No significant 
differences were observed in question 6 and 8.  

Analyzing the difficulty level by the 1PL model, evidenced that during the period 2018-
I the questionnaire was easier in comparison to the period 2017-1, without significant 
differences from 2017-II (F(2,26)=3.559, p< 0.05 - Figure 16e). The discrimination index in the 
same period was higher (F(2,26)=19.238, p< 0.01 - Figure 16f) as well as the probability of hitting 
when compared to the other periods, as shown in Figure 16g  (F(2,26)= 8.559, p< 0.05). 
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Figure 16. Electrical Installations Concepts Questionnaire - IRT model 

Difficulty level by each question using IRT model (a-c). Discrimination index using the logistic 
model of two parameter – 2PL (d). Evaluation of difficulty level (e), discrimination index (f) 
and the probability of hitting (g) by each evaluating period. §Significant differences from 
question 1; ▲Significant differences from questions 7 and 9; πSignificant difference from the 
period 2017-I; *Significant differences from the other evaluating periods. Data analyzed by one-
way ANOVA. Significance accepted p<0.05. Source: the author.  

 

6.2.3 Statistical analysis - questionnaire 3: Resistive Circuit Resolution  

The results of the resistive circuit resolution questionnaire indicated that during the 
2017-I period, the students had the worse performance in all questions (F(2,164)=24.320, p< 0.01) 
and required also more time to complete it (F(2,164)=4.233, p< 0.05). In addition, on the 2018-I 
period, the students showed an increase in the number of hits for questions 8, 9 and 10 when 
compared to the other periods (Table 8).   

Using the three models of IRT (1PL, 2PL and 3PL - F(13,41)=15.639; F(13,41)=6.467 and 
F(13,41)=7.361;  p< 0.05, respectively), it was observed that questions 1 to 4 were the easiest, 
following by questions 5 to 7 (Figure 17a-c). When models 2PL and 3PL were applied 
(F(2,41)=51.420; F(2,,41)=47.303; p< 0.001) the questionnaire was more discriminative on the 
2017-I period in comparison to 2017-II and 2018-I (Figure 17d-e). Finally, in Figure 17f, the 
3PL model revealed that the 2017-II period had significant differences from the other ones, 
being considered with a higher difficulty level (F(2,41)=3.407; p< 0.05). 
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Table 8: Description of questionnaire result by each evaluating period 

  
πSignificant difference from the period 2017-I. *Significant differences from the other 
evaluating periods. Data analyzed by one-way ANOVA. Significance accepted p<0.05. 
Source: the author.  

 

Figure 17. Resistive Circuit Resolution Questionnaire  – IRT model 

Difficulty level by each question using IRT model (a-c). Evaluation of discrimination index 
using the logistical model of two parameter – 2PL (d) and three parameter -3PL (e) by each 
evaluating period. Difficulty level by each period according to the logistical model of three 
parameter-3PL (f). $Significant differences from the questions 1 to 4. ¢ Significant difference 
from the questions 10 and 13. æ Significant differences from question 1 to 7 *Significant 
differences from the other evaluating periods. Data analyzed by one-way ANOVA. Significance 
accepted p<0.05. Source: the author.  
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6.2.4 Statistical analysis - questionnaire 4: Systemic Circuit Resolution 

The outcomes on 2017-I showed that questions 3-4 had lower hits by the students 
(F(2,174)=11.515; F(2,174)=10.278; p< 0.05, respectively), while on period 2018-I an increase on 
the number of correct answers for the questions 1 and 2 was observed (F(2,174)=5.851; 
F(2,1741)=3.155; p< 0.05). In addition, at 2018-I the time used to complete the questionnaire was 
lower in comparison to the other evaluating periods. Surprisingly, students spent more time 
resolving the questionnaire on the 2017-II  period (F(2,41)=3.354; p< 0.05 - Table 9).   

 
Table 9. Description of questionnaire result by each evaluating period. 

 
*Significant differences from the other evaluating periods. ●Significant difference from the 
period 2017-II. Data analyzed by one-way ANOVA. Significance accepted p<0.05. Source: the 
author.  

 

Model 2PL evidenced that questions 3 and 4 had higher difficulty level (F(3,11)=4.452, 
P<0.05 - Figure 18a) as well as higher discrimination levels (F(3,11)=11.139, P<0.01-Figure 18b) 
when compared to the other two questions. However, when considering the discrimination 
index using 2PL and 3PL models, the last one was shown to be more discriminating than 2PL 
(t(22)=2.729, P<0.01), which could be related to intrinsic characteristics of the 3PL model, due 
to other variables included (Figure 18c).  As observed in previous questionnaires, on the 2018-
I period, the systemic circuit resolution questionnaire had also lower difficulty level when 
compared to 2017-I (F(2,11)=4.919, P<0.05 - Figure 18d). Finally, 3PL for 2017-II was more 
discriminative than the other periods analyzed (F(2,11)=5.785, P<0.05 - Figure 18e). 
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Figure 18. Systemic Circuit Resolution Questionnaire - IRT model 

Difficulty level according to the logistic model of one parameter – 2PL (a); Discrimination 
index using the logistic model of two parameter – 2PL (b) Evaluation of discrimination index 
by means of two models (c). Results considering the evaluating period by difficulty level (d) 
and discrimination index (e). αSignificant differences from question 1 and 2. πSignificant 
differences from the period 2017-I. *Significant differences from the other evaluating periods. 
¥Significant differences from the other models. Data analyzed by one-way ANOVA and t-test 
by independent samples. Significance accepted p<0.05. Source: the author.  

 

6.2.5 Statistical analysis - questionnaire 5: Alternating Current 

One-way Anova for the alternating current questionnaire showed significant differences 
for questions 3, 5 and the general qualification (F(3,245)=4.015; F(3,245)=5.459 and F(3,245)=3.662; 
P<0.05), without significant differences by questions 1, 2 and the time spent during the 
evaluation (Figure 19a-c). There was observed a consistent result regarding the difficulty level 
of the alternating current questionnaire when IRT was used. The three models (1PL: 
F(4,19)=11.320; 2PL: F(4,19)=4.708 and 3PL: F(4,19)=4.977; p< 0.01) revealed that questions 4 and 
5 were the most difficult while questions 1 and 2 the easiest (Figure 19d-f). No significant 
differences were identified in other parameters of the IRT model as well as in the evaluating 
period (p>0.05). 
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Figure 19. Alternating Current Questionnaire 

Result of specific questions by each period (a-c). Difficulty level using IRT model (d-f). 
*Significant differences from the other evaluating periods. ¶Significant differences from the 
period’s 2016-2 and 2017-I. §Significant differences from question 1. αSignificant differences 
from questions 1 and 2. Data analyzed by one-way ANOVA. Significance accepted p<0.05. 
Source: the author.  

 

6.2.6 Statistical analysis - questionnaire 6: Effective Value 

During the periods of 2016-2 and 2017-I, there was a significant reduction in the number 
of hits by all the questions, except for question 6 (F(3,262)= 7.662 -22.097; p<0.001). Although 
in the period 2018-I the performance per question was better, the time used by the students was 
longer in comparison with the other periods (F(3,262)= 3,263; p<0.05 - Table 10). This could 
suggest that time and final result are independent variables and could not be strictly related to 
student performance.  

Table 10: Description of questionnaire result by each evaluating period. 
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¶Significant differences from the period’s 2016-2 and 2017-I. *Significant differences from 
the other evaluating periods. Data analyzed by one-way ANOVA. Significance accepted 
p<0.05. Source: the author. 

 

There was a similar result regarding the degree of difficulty when the 1PL and 2PL 
models were used (F(5,23)=4.511; F(5,23)=5.634 P<0.05, respectively). Both models indicating 
that question 1 to 3 were easy when compared to question 6 (Figure 20a-b). The analysis of the 
discrimination index using 2PL and 3PL models showed a significant difference between them, 
indicating that 3PL had an upper index (t(46)=2.447, P<0.05 - Figure 20c). No significant 
differences were found when the evaluating period was considered or when the other 
parameters of the IRT model were included.  

 

Figure 20. Effective Value Questionnaire - IRT Model 

Difficulty level by each question using the logistic model of one parameter – 1PL (a); two 
parameter – 2PL (b). Evaluation of the discrimination index by means of two models (c). & 

Significant differences from question 6. ∞Significant differences from question 3. ¥Significant 
differences from the other model. Data analyzed by one-way ANOVA and t-test by independent 
samples. Significance accepted p<0.05. Source: the author.  

 

6.2.7 Statistical analysis - questionnaire 7: Phasors 

The analysis of each question of the Phasors questionnaire showed that, during the 
periods of 2017-II and 2018-I almost all the questions were resolved by students (F(3,252)=3.484-
16.024, p< 0.05), being the questionnaire considered easy (Table 11). As observed in Figures 
21c-e, this information was similar when the difficulty level was determined by means of the 
three IRT models (1P: F(3,19)=6.700, p< 0.01; 2PL:F(3,19)=9.909, p< 0.001 and 3PL: F(3,19)= 
13.681, p< 0.0001), indicating that IRT is able to identify significant differences as observed 
through other methods. Interestingly, only one question (number 4) had a high discriminatory 
index for the Pharsors questionnaire when analyzed through 2PL and 3PL (F(4,19)=5.452 and 
F(4,19)=7.324, p<0,01, respectively - Figure 21a-b). 
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Table 11. Description of questionnaire result by each evaluating period. 

 
¶Significant differences from the period’s 2016-2 and 2017-I. ꝿSignificant differences from the 
period 2016-2. Data analyzed by one-way ANOVA. Significance accepted p<0.05. Source: the 
author. 

 

Figure 21. Phasors Questionnaire - IRT Model 

Discrimination index by each question using the logistic model of one parameter – 1PL (a) and 
the two-parameter model – 2PL (b). Difficulty level using IRT model by each evaluating period  
(c-e). *Significant differences from the other questions. ¶Significant differences from the 
period’s 2016-2 and 2017-I. ꝿSignificant differences from the period 2016-2. Data analyzed by 
one-way ANOVA. Significance accepted p<0.05. Source: the author.  

 

6.2.8 Statistical analysis - questionnaire 8: Transformers 

The analysis of each question using as a fixed factor the evaluating period revealed that 
during the periods 2017-II and 2018-I the students' performance was better when compared 
with previous periods (F(3,248)=5.286 -11.113, p<0.001 - Table 12). Moreover, during the 2017-
II period, students required very few minutes to complete the questionnaire (F(3,248)=2.729, 
p<0.05). 
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Table 12.  Description of questionnaire result by each evaluating period.

 
¶Significant differences from the period’s 2016-2 and 2017-I. ꝿSignificant differences from the 
period 2016-2. Data analyzed by one-way ANOVA. Significance accepted p<0.05. Source: the 
author.  

 

As depicted in Figures 22a-b, the discrimination index using 2PL and 3PL models 
showed that question 1 was the least discriminating when compared to the other points 
(F(3,11)=10.134 and F(3,11)=4.161, p<0.05 respectively). In the period 2018-I, it was not possible 
to use IRT due to the lower variability in the results. However, previous periods (2016-2  to 
2017-II) were considered. Thereby, it was observed that the difficulty level of the questionnaire 
was low in 2017-II, as mentioned above (1PL: F(211)=11.571, 2PL: F(211)=11.176 and 3PL: 
F(211)=16.500, p<0.01 - Figures 22c-e). No additional differences were found considering IRT 
parameters. 

Figure 22. Transformers Questionnaire - IRT Model 

 

Discrimination index by each question using the logistic model of one parameter – 1PL (a) and 
the two-parameter mode – 2PL (b). Difficulty level using IRT model by each evaluating period 
(c-e). §Significant differences from question 1. ∞Significant differences from question 3. 
*Significant differences from the other evaluating periods. Data analyzed by one-way ANOVA. 
Significance accepted p<0.05. Source: the author.  
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6.2.9 Statistical analysis - questionnaire 9: Transformers II 

Table 13 describes the performance of the students over four different periods. Thus, it 
was observed that all the questions were resolved in the periods 2017-II and 2018-I 
(F(3,245)=8.824 -15.088, p< 0.05). This result was in agreement with IRT analysis, using 1PL 
(F(3,27)=25,196, p< 0.0001 - Figure 23b), 2PL (F(3,27)=47.009, p< 0.0001 - Figure 23c) and 3PL 
models (F(3,27)=46.263, p< 0.0001 - Figure 23d), indicating lower difficulty level in these two 
periods. 

It is interesting to note that there were few questions with a high discrimination index, 
being the questions 3 and 4 the most significant in comparison with questions 1, 2 and 7 
(F(6,27)=2.929, p< 0.05). No significant differences were observed in questions 5 and 6, as shown 
in Figure 23a. 

 

Table 13.  Description of questionnaire result by each evaluating period. 

 
¶Significant differences from period’s 2016-2 and 2017-I. ꝿSignificant differences from period 
2016-2. Data analyzed by one-way ANOVA. Significance accepted p<0.05. Source: the author.  
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Figure 23. Transformers II Questionnaire - IRT Model

 

Discrimination index by each question using the logistic model of three parameter – 3PL (a). 
Difficulty level using IRT models by each evaluating period (b-de). ΩSignificant differences 
from questions 1, 2 and 7. ¶Significant differences from periods 2016-2 and 2017-I. Data 
analyzed by one-way ANOVA. Significance accepted p<0.05. Source: the author.  

6.2.10 Statistical analysis - questionnaire 10: Three-phase Transformers  

One-way Anova evidenced significant differences by each question when the evaluation 
period was considered (F(3,245)=3.703-26.624, p< 0.01). Pairwise comparison indicated that 
during the 2016-2 period students had the worst performance for the Three-Phase Transformer 
questionnaire. Peculiarly, during periods 2017-I, 2017-II and 2018-II the number of hits by each 
question as well as the general questionnaire results were relatively similar between them, as 
shown in Table 14. Nevertheless, on 2017-II, the time used to complete the questionnaire was 
the lowest in comparison with the other periods.  

Table 14.  Description of questionnaire result by each evaluating period. 

 
ΦSignificant differences from periods 2016-2 and 2017-II.  ¶Significant differences from the 
periods 2016-2 and 2017-I. ꝿSignificant differences from the period 2016-2. Data analyzed by 
one-way ANOVA. Significance accepted p<0.05. Source: the author. 
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Using the parameter difficulty level of the three IRT models, it was observed that the 
Three-Phase Transformers questionnaire was perceived as more difficult on 2016-2, especially 
when it was compared with the periods of 2017-I and 2018-II (1PL: F(3,15)=4.348, 2PL: 
F(3,15)=3.962 and 3PL: F(3,15)=6.155, p< 0.05 - Figures 24a-c). No significant differences were 
found when questions were used as a fixed variable after IRT analysis. There was a significant 
effect of the period in which the questionnaire was applied by the discriminatory index. The 
2PL  and 3PL models (F(3,15)=15.673 and F(3,15)=10.812, p< 0.001) showed a similar result, 
indicating a high discrimination on the 2018-I period, as indicated in Figure 24d-e. 

 

Figure 24. Three Phase Transformers Questionnaire - IRT Model 

 

Difficulty level using IRT model by each evaluating period (a-c). Discrimination index using 
the logistic model of two parameters – 2PL (d) and 3PL (e).  ꝿSignificant differences from 2016-
2. ¶Significant differences from 2016-2 and 2017-I. *Significant differences from the other 
evaluating periods. Data analyzed by one-way ANOVA. Significance accepted p<0.05. Source: 
the author.  

 

6.2.11 Statistical analysis - questionnaire 11: Power Factor  

The analysis of the Power factor questionnaire showed a similar pattern as observed in 
previous questionnaires (Table 15). In the period of 2018-I, there was a better student’ 
performance for all the questions in comparison with 2016-2 (F(3,250)=2.836-8.048, p< 0.05). 
Moreover, some differences were observed between 2018-I and the periods of 2017-I and 2017-
II, especially for questions 1 (F(3,250)=3.706, p< 0.05) and 4 (F(3,250)=20.156, p< 0.001). 

One-way ANOVA evidenced a significant difference when the evaluation period was 
used as a fixed variable. The logistic model of one parameter (1PL) showed that the difficulty 
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level was low on 2018-I and high in 2017-II in comparison to the other periods (F(3,15)=10.580 
p< 0.001-Figure 25a). The logistic model of three parameters (3PL) confirmed the significant 
differences between these two time points (F(3,15)=5.064, p< 0.05- Figure 25b). 

The discrimination index of the Power Factor questionnaire showed significant 
differences when the 2PL model was used, indicating a high index in the 2018-I period when 
compared to the other periods (F(3,15)=4.174, p< 0.05-Figure 25c). Model 3PL identified 
significant differences between 2018-I and 2017-I (F(3,15)=5.051, p< 0.05- Figure 25d). 
Thereby, these subtle differences among them could be related to the variables included by each 
model during IRT analysis. No significant differences were found when questions were used as 
a fixed variable. 

 

Table 15.  Description of questionnaire 11 results by each evaluating period. 

 
ΦSignifcant differences from periods 2016-2 and 2017-II.  ¶Significant differences from periods 
2016-2 and 2017-I. *Significant differences from the other evaluating periods. Data analyzed 
by one-way ANOVA. Significance accepted p<0.05. Source: the author.  
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Figure 25. Power Factor Questionnaire - IRT Model 

 

Difficulty level using 1PL (a) and 2PL by each evaluating period (b). Discrimination index 
using 2PL (c) and 3PL (d). *Significant differences from the other evaluating periods. 
●Significant difference from period 2017-II. ¶Significant differences from periods 2016-2 and 
2017-I. Data analyzed by one-way ANOVA. Significance accepted p<0.05. Source: the author.  

 

6.3 Final Considerations 

From the analysis to the questionnaires of a group of students it was possible to apply 
a methodology for the selection of questions based on IRT. To discuss the results, the 
following questions were proposed: 
 
RQ1: Are all the questions necessary for a questionnaire? Are some of them more important 
than others? 
RQ2: Can it be established a ranking of importance (or contribution) of the questions of a 
questionnaire? 
RQ3: Can the position of the question in the ranking indicate badly formulated questions? 
RQ4: Some questions can be easier or more difficult for one group of students? 
RQ5: Can the concentration made by IRT analysis be evaluated for identifying if a question is 
badly formulated, i.e., if a great population of students failed, or if it is a difficult question, i.e., 
if some students hit and other students fail. 
 

In the case of RQ1 and following IRT, all questions are necessary if the assumptions of 
unidimensionality and local independence are fulfilled, although these questions can be 
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classified according to the criteria previously mentioned in 4.3, from the Hashing and 
Complexity questionnaires were obtained: 
 
Experiment 1: 
Complexity (6 Questions): Q1, Q3 
Hashing (11 Questions): Q3, Q4, Q5, Q6 
 
For experiment 2, see table 7.  
 

The questions mentioned above were classified by different criteria such as: the ranking 
of the amount of information, level of discrimination and random success, these classifications 
can be questioned in case of  RQ2. 

The position of the ranking cannot indicate directly questions with errors as asked in 
RQ3, otherwise the questions that did not comply with the criteria proposed by the methodology 
cannot be measured with the IRT and there is a need to reevaluate their elaborations, with a 
view to correcting problems such as cohesion, clarity of skill required, correction of alternatives 
or even layout and layout of the item in the test as proposed by De Andrade et al. (2000). 
Questions RQ4 and RQ5 can be addressed with the statistical analysis and the results with 
significant differences because the factors used were the difficulty level in the three logistic 
models for all periods. 
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7. CONCLUSION 

 
The generation of an optimal model, ranked by questions from a course with a lower 

mean knowledge rate to higher ones, can be a useful tool for teachers. Knowing which questions 
are contributing more to the learning of their students can help teachers in the task of refining 
and adapt their questionnaires. The objective of this investigation was to propose a methodology 
to analyze questionnaires used in online courses, to detect the behaviors of students according 
to their answers that could serve as a decision tool of the variability of a question and if this 
affects, or not, the responses of the students. 

A series of questions were formulated for responding to this objective and it was 
possible to conclude that a ranking and a classification of the questions can be established when 
this methodology was used, but it is important to know that during the creation of the 
questionnaire the principles of one-dimensionality and local independence postulated by the 
IRT are totally necessary. The statistical results showed that differences can be found between 
the questions of each questionnaire based on the level of difficulty between the different periods 
analyzed. In all the questionnaires it was possible to identify questions and they could be 
classified according to their discrimination and difficulty. These results can be an indicator of 
question`s variability and can be used as a decision tool for the modification of the 
questionnaires used and the order of them.   

A limitation of the methodology is the manual interpretation that must be done of the 
graphic analyzes. Later, a virtual agent in charge of this task could be thought of being trained 
from the tables of results of the coefficients generated by IRT, automating the process. 

As future work, we propose performing online tests, using the output of the 
methodology at the beginning of a class to have the feedback from the professor about the 
helpfulness of the methodology on both the questionnaires refinement and in the decrease of 
the mean error rate as a whole. Also, we believe that an ontology could be created for mapping 
the knowledge area of each questionnaire helping the professor to identify the areas their 
students are performing worse. It would also allow making comparisons between the evaluated 
groups, as suggested by Millán et al. (2013). These efforts would allow a better classification 
between the evaluated content and the questionnaires which would allow identifying more 
efficiently the most important questions.  
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APPENDIX A <Details for Results of Experiment 2: “Electrical Engineering” course> 

 
Experiment 2: “Electrical Engineering” course 
Graphical Analysis of IRT for Questionnaires from the “Electrical Engineering” Course  
Detail information was described in the following tables (Tables A to L).  
Graphical IRT Analysis:  Questionnaire 1 - Kirchoff   
 
Period: 2016-2 

Rasch model                     2PL           
3PL 
 
Period: 2017-1 

Rasch model                     2PL           
3PL 
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Period: 2017-2 

Rasch model                     2PL           
3PL 
 
Period: 2018-1 
 

Rasch model                     2PL           
3PL 
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Table A: Coefficients of Logistic Models for kirchoff questionnaire  
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Graphical IRT Analysis: Questionnaire 2  - Electrical Installations Concepts 
 
Period: 2017-1 

Period: 2017-2 
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Period: 2018-1 
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Table B: Coefficients of Logistic Models for Electrical Installations Concepts questionnaire  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Graphical IRT Analysis: Questionnaire 3 - Resistive circuit resolution 
 
Period: 2017-1 
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Period: 2017-2 
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Period: 2018-1 
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Table C: Coefficients of Logistic Models for Resistive Circuit Resolution questionnaire  
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Graphical IRT Analysis: Questionnaire 4 - Systemic Circuit Resolution 
 
Period: 2017-1 

 
Period: 2017-2 
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Period: 2018-1 

 
Table D: Coefficients of Logistic Models for Systemic Circuit Resolution questionnaire  
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Graphical IRT Analysis: Questionnaire 5 - Alternating Current 
 
Period: 2016-2 

Period: 2017-1 
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Period: 2017-2 

 
Period: 2018-1 
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Table E: Coefficients of Logistic Models for Alternating current questionnaire  
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Graphical IRT Analysis: Questionnaire 6 - Effective Value 
 
Period: 2016-2 

Period: 2017-1 
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Period: 2017-2 

 
Period: 2018-1 
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Table F: Coefficients of Logistic Models for Effective value questionnaire  

 
 



 

 

85 

Graphical IRT Analysis: Questionnaire 7 - Phasors 
 
Period: 2016-2 

 
Period: 2017-1 
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Period: 2017-2 
 

 
 
Period: 2018-1 
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Table G: Coefficients of Logistic Models for Phasors questionnaire  
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Graphical IRT Analysis: Questionnaire 8 - Transformers 
 
Period: 2016-2 

 
Period: 2017-1 
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Period: 2017-2 

 
 
 
Table H: with coefficients of Logistic Models for Transformers questionnaire  
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Graphical IRT Analysis: Questionnaire 9 - Multipole Alternator 
 
Period: 2016-2 

 
Period: 2017-1 
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Period: 2017-2 
 

 
Period: 2018-1 
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Table I: Coefficients of Logistic Models for Multi Pole alternator questionnaire  
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Graphical IRT Analysis: Questionnaire 10 - Transformers II 
 
Period: 2016-2 

Period: 2017-2 
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Period: 2018-1 

Table J: Coefficients of Logistic Models for Transformers II questionnaire  

 
 
 
 
 
 
Graphical IRT Analysis: Questionnaire 11 - Three Phase Transformers 
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Period: 2016-2 

Period: 2017-1 
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Period: 2017-2 

Period: 2018-1 

  



 

 

97 

Table K: Coefficients of Logistic Models for Three phase transformers questionnaire  
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Graphical IRT Analysis: Questionnaire 12 - Power Factor 
 
Period: 2016-2 

 
Period: 2017-1 
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Period: 2017-2 

 
 
 
 
Period: 2018-1 
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Table L: Coefficients of Logistic Models for Power factor questionnaire  
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APPENDIX B <Computational Resources> 

 

 Computational Resources 

 
Using the R4 language for the Implementation of the MIRT and LTM Libraries for the 

calculus of the of three logistic models, ANOVA test, Graphic Interface and coefficient matrix 
provided for the IRT Analysis, Figure 7 shows the results of the logistic Model of three 
parameters for the period of 2016-2. Describing the related figure, have a questionnaire 
“Alternate Current” from Electrical engineering Course, in the superior part are presented the 
binarized data imported from the .csv file, in the inferior left side are calculated de coefficients 
from the model and the right side shows the graphical results for each question analyzed. 
 

 
Figure 26:  IRT Analysis in Rstudio Platform5.  
 
 

For helping teachers import and manipulate results, a Web application was built to allow 
the importation of .csv files using PHP6 language. Figure 8 shows some layers used.  
 

 
4 https://www.r-project.org 
5 https://www.rstudio.com 
6https://www.php.net  PHP Version 7.0.15 
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Figure 27: Interface with the login and dashboard 
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For the administration of the database were used Mysql (figure 28). 
  

 
Figure 28: Binarized data - Kirchoff laws questionnaire 18-01 Period   
 


