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ABSTRACT

The employment of Network Functions Virtualization (NFV) solutions has increased in

both academic and commercial environments in the last years, given the clear advantages

of NFV for flexible, scalable, and cost-effective service provisioning. Such advantages are

achieved by chaining together Virtualized Network Functions (VNFs) in Service Function

Chains (SFCs), adaptable to customers’ needs. As such, SFCs and VNFs became cen-

tral elements of NFV environments, but despite their unquestionable importance, there

is still a lack of proposals for ensuring the availability, confidentiality, and integrity of

these elements. As network elements, NFV elements are susceptible to many different

threats, such as DoS attacks, information leakage, and unauthorized access. Thus, efforts

to overcome such security threats have emerged recently. However, NFV-specific threats

still lack a classification to help network operators in designing and employing the most

suitable countermeasures. First, this thesis investigates and classifies the main security

threats that may affect NFV environments. Then, with this investigation, an NFV Secu-

rity Module (NSM) to the standard NFV architecture is proposed, providing anomaly de-

tection mechanisms to NFV Orchestrators (NFVO), and analyzing the operation of NFV

elements executing under NFVOs’ control. The proposed NSM architectural framework

enables the design and deployment of different anomaly detection mechanisms in NFV

environments. NSM is validated through the implementation and evaluation of different

anomaly detection mechanisms, designed to deal with heterogeneous information. The

obtained results obtained show the effectiveness of the designed mechanisms in the face

of realistic SFC and VNF datasets, achieving accuracies over 95% and proving the feasi-

bility of using NSM as a framework for anomaly detection in NFV environments.

Keywords: Network Functions Virtualization. Security. Anomaly Detection.





Segurança em Ambientes NFV Através de Detecção de Anomalias

RESUMO

O emprego de soluções baseadas em Virtualização de Funções de Rede (Network Func-

tions Virtualization ou NFV) tem aumentado tanto em ambientes acadêmicos quanto em

comerciais nos últimos anos, dadas as evidentes vantagens de NFV para provisionamento

de serviços flexível, escalável e econômico. Tais vantagens são alcançadas através do en-

cadeamento de Funções de Rede Virtualizadas (Virtualized Network Functions ou VNFs)

em Serviços de Funções em Cadeia (Service Function Chains ou SFCs), adaptáveis às

necessidades dos clientes. Como tal, SFCs e VNFs tornaram-se elementos centrais de

ambientes NFV, mas apesar de sua importância inquestionável, propostas para garan-

tir disponibilidade, confidencialidade e integridade desses elementos ainda são escassas.

Como elementos de rede, os elementos NFV são suscetíveis a muitas ameaças diferentes,

como ataques DoS, vazamento de informações e acesso não autorizado. Desta forma,

esforços para superar tais ameaças de segurança tem emergido recentemente. No entanto,

ameaças específicas de NFV ainda não possuem uma classificação para ajudar operado-

res de rede a projetar e empregar as contramedidas mais adequadas. Esta tese investiga

e classifica as principais ameaças de segurança que podem afetar ambientes NFV. Com

esta investigação, propõe-se um Módulo de Segurança NFV (NFV Security Module ou

NSM) para ser adicionado à arquitetura NFV padrão, fornecendo mecanismos de detec-

ção de anomalias para orquestradores NFV através da análize da operação de elementos

NFV operando sob seu controle. A arquitetura proposta para o NSM permite o design e a

implementação de diferentes mecanismos de detecção de anomalias em ambientes NFV.

O NSM é validado através da implementação e avaliação de diferentes mecanismos de

detecção de anomalias, projetados para lidar com informações heterogêneas. Os resul-

tados obtidos mostram a eficácia dos mecanismos projetados em face dos conjuntos de

dados realisticos de SFCs e VNFs, alcançando precisões acima de 95% e comprovando

a viabilidade de usar o NSM como framework para detecção de anomalias em ambientes

NFV.

Palavras-chave: Virtualização de Funções de Rede, Segurança, Detecção de Anomalias.
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1 INTRODUCTION

Introduced by the European Telecommunications Standards Institute (ETSI), the

concept of Network Functions Virtualization (NFV) is currently a reality in both pro-

duction and experimental networks (CHIOSI et al., 2012). Industry and academia are

exploring the concepts introduced by ETSI’s NFV Industry Specification Group (ISG)

to boost innovation in network service provisioning and management, as well as to re-

duce Capital Expenditures (CAPEX) and Operational Expenditures (OPEX) (CHIOSI et

al., 2012). Born in Data Centers (DCs) and maturing in the campus, NFV comprises the

virtualization of functions usually performed by dedicated devices in different network

environments (MIJUMBI et al., 2016b). Such "softwarized" functions are called Virtual-

ized Network Functions (VNFs) and are considered the core of the NFV architecture.

Home environments with Residential Gateways (RGs) and Customer-Premise Equip-

ments (CPEs), network services like Dynamic Host Configuration Protocol (DHCP) and

Network Address Translation (NAT), network security solutions such as Deep Packet In-

spection (DPI) and Intrusion Detection System (IDS), and fourth and fifth generation (4G

and 5G) wireless networks systems with the virtualization of Evolved Packet Core (EPC)

are just a few examples of the broad applicability of NFV to create virtualized versions of

traditional network functions.

As Software-Defined Networking (SDN) provides flexibility and innovation ca-

pabilities to network control plane, the virtualization of network functions provided by

NFV brings flexibility to network operators regarding the service delivery process, since

customers’ specific demands can be individually supplied and dynamically adjusted by

chaining VNFs together, composing Service Function Chains (SFC) (or VNF Forwarding

Graphs – VNFFG – according to ETSI) (QUINN; ELZUR, 2016; QUITTEK et al., 2014).

As in any innovative networking paradigm, NFV brings many particular chal-

lenges to be overcome as its adoption increases over time, along with well-known chal-

lenges of virtualized network environments (MIJUMBI et al., 2016a). For example, since

software generally performs slower than dedicated hardware, performance optimizations

have been explored to improve the VNFs’ processing time (KOURTIS et al., 2015; MC-

GRATH et al., 2015), as well as efficient resource allocation for VNFs (RANKOTHGE

et al., 2017b; HERRERA; BOTERO, 2016) and optimal SFC placement in the NFV In-

frastructure (NFVI) (LI; QIAN, 2016; DALLA-COSTA et al., 2017). Some challenges

faced to employ NFV solutions are addressed through the NFV MANagement and Or-
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chestration (MANO) layer (QUITTEK et al., 2014). NFV MANO is designed to the

management and orchestration of all elements and resources (physical and virtual) in the

NFV environment, including computing, networking, storage, and virtualization hosts

(i.e., Virtual Machines – VMs – or containers). While the management side of MANO

regards to the active participation of network operators into the NFV environment oper-

ation, either by defining network policies or directly adjusting NFV elements operation,

orchestration solutions aim to provide a certain level of autonomy to operations related to

VNFs and services life-cycle (BARI et al., 2016).

With the increasing deployment of NFV-based solutions, as well as advancements

to overcome NFV challenges becoming widespread and leading to the consolidation of

whole NFV ecosystems, security-related issues started to gain attention (BRISCOE et al.,

2014; YANG; FUNG, 2016). As a network virtualization concept, NFV environments

may present both virtualization and networking vulnerabilities, which can lead to differ-

ent types of threats to NFV elements operation. Container engines (COMBE; MARTIN;

PIETRO, 2016), hypervisors (THONGTHUA; NGAMSURIYAROJ, 2016), and virtual

machines (WANG et al., 2016b) are examples of exploitable NFV elements that can

have their operation compromised. Furthermore, undisclosed vulnerabilities (so-called

zero-day threats) are under constant research investigations and security firms (FIRE-

EYE, 2015). Once a new vulnerability is discovered, it can be explored in two different

ways: (i) shared with the research community, aiming to find the best way to close the

vulnerability; or (ii) sold in public or black marketplaces for the best price, opening the

possibility to explore such vulnerability for malicious purposes. By becoming either pub-

lic or sold for the best price, the consequences of exploring NFV vulnerabilities can be

devastating to the operator’s ecosystem.

Considering the importance of protecting NFV environments, ETSI created the

NFV ISG Security working group (NFV-SEC) focused on discussing security-related is-

sues of NFV, evidencing the importance of protecting such environments (BRISCOE et

al., 2014). In the same way, solutions from both industry and academia have been pro-

posed to turn NFV environments reliable, resilient, and safe, especially approaches based

on anomaly detection are receiving attention, given their effectiveness into detecting unde-

sirable or malicious behaviors of NFV elements. As shown by Chandola et al. (CHAN-

DOLA; BANERJEE; KUMAR, 2009), many anomaly detection techniques have been

proposed to identify abnormal behaviors in network environments, playing an important

role to identify threats in different network security contexts. In summary, anomaly de-
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tection refers to the process of recognizing patterns in observable data that do not match

with expected behaviors, which indicates a so-called anomaly.

In the NFV context, anomalies in the network and virtualized elements can in-

dicate a series of different threats for the overall NFV environment operation. For ex-

ample, missing elements, misconfiguration, and traffic redirection can lead to the inter-

ruption of service delivery and, in some extreme cases, can indicate attacks with enough

power to compromise the entire network operation. Therefore, anomalies in the net-

work should be detected as soon as possible, enabling network operators and mitigation

mechanisms to quickly apply countermeasures, avoiding major injuries to service deliv-

ery for customers. Anomaly detection in VNFs operation (GIOTIS; ANDROULIDAKIS;

MAGLARIS, 2015), NFV services (KOURTIS et al., 2016), and Service-Level Agree-

ments (SLA) violations (SAUVANAUD et al., 2016) are some examples of the applica-

bility of anomaly detection in NFV environments.

Unfortunately, available solutions do not take full advantage of the standardiza-

tion efforts proposed by ETSI for the integration of their security mechanisms with NFV

environments. Most proposals provide solutions to specific problems in specific network

contexts. Since one of the main objectives of NFV is the flexibility to operate in different

networking environments, the demand for an adaptable security solution for NFV envi-

ronments able to cope with specific operators’ needs becomes imperative. Taking into

account both the wide variety of NFV environments, as well as the proven effectiveness

of anomaly detection mechanisms in identifying possible threats in different network con-

texts, network operators can take advantage of an integrated platform capable to provide

customizable anomaly detection mechanisms for their NFV environments, using ETSI

NFV architecture to provide flexibility to operate in different network scenarios.

In this thesis, an architectural framework for NFV elements security is presented,

considering the integration between anomaly detection and NFV standardization efforts.

By adding anomaly detection capabilities to the NFV architecture, it is possible to provide

a flexible architectural framework to network administrators implement security solutions

adaptable to their networking environments and specific needs. The proposed architec-

tural framework allows the implementation of different anomaly detection mechanisms to

analyze information acquired by NFV Orchestrators (NFVO)s from the NFV environment

based on ETSI information model. Thus, any NFVO following ETSI NFV architecture is

capable of performing anomaly detection through the proposed architectural framework,

providing interoperability and full integration with ETSI standardization efforts.
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1.1 Hypothesis & Research Questions

To overcome the limitations exposed in the context of security NFV environments,

particularly in terms of services and virtualization elements availability, confidentiality,

and integrity, this thesis presents the following hypothesis.

Hypothesis: the employment of anomaly detection mechanisms in conjunction with

network orchestrators can properly identify anomalous behaviors related to

security threats to NFV virtualization elements in different networking

environments.

In order to guide the investigations conducted in this thesis, the following research

questions (RQ) associated with the hypothesis are defined and presented.

RQ I. What are the threats that may affect NFV environments?

RQ II. What information should be analyzed to keep the NFV environment safe and how

such information should be acquired?

RQ III. How to provide a flexible way to analyze different threats in NFV environments?

The methodology employed to show the feasibility of the proposed solution re-

lies on the development of a prototype following the specifications of the architectural

framework. Different entropy-based anomaly detection mechanisms were implemented

to prove the implementation flexibility of the architectural framework proposed, analyzing

the detection of different types of anomalies (SHANNON, 1948; BEREZINSKI; JASIUL;

SZPYRKA, 2015). Such mechanisms are designed based on two types of information

available: (i) qualitative information, which is interpreted as characteristics and descrip-

tors (i.e., textual information), such as identifiers, IP addresses, member VNFs; and (ii)

quantitative, analyzed and processed as numerical values, such as the bandwidth limit for

customers or services. When performing anomaly detection, false-positives may occur

(i.e., declare the existence of an anomaly when it does not exist), potentially compro-

mising the operation of NFV elements. For this reason, the false-positive rate should be

reduced as much as possible during the detection process.

The prototype is evaluated in case-studies based on two operator network sce-

narios as presented by the ETSI NFV-SEC (BRISCOE et al., 2014). The first network

scenario evaluated is the monolithic operator scenario, in which the same organization

that operates VNFs deploys and controls their resource consumption, i.e., a private NFV

deployment scenario. The second one is the network operator hosting virtual network
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operators scenario, similar to the monolithic scenario, except that the network operator

hosts other virtual network service providers along with its own VNFs. In both mono-

lithic and hosted operators scenarios, customers can subscribe to services with different

requirements, with dedicated SFCs deployed to deliver services fulfilling their demands.

The prototype implemented also allows network operators to configure the anomaly

detection analysis into two different operational modes: oriented by polling, where NFV

elements are analyzed based on a predefined time interval; and oriented by events, where

NFV elements are analyzed only when NFVO signals a new NFV event. The operational

modes are analyzed and compared, discussing the pros and cons of each approach.

1.2 Main Contributions

Many contributions are expected during the development of this thesis, advancing

the state-of-the-art of NFV security area and also providing new solutions for overcoming

technological challenges in such subject. In the following, the main contributions of this

thesis are highlighted.

1. Classifying NFV security threats in different domains according to the nature of

NFV elements and monitored information.

2. Adding support to anomaly detection in NFV environments through an integrated

solution with the standard ETSI NFV architecture.

3. Revisiting anomaly detection principles for network environments to find the most

suitable mechanisms for NFV environments.

4. Identifying anomalies in NFV environments by analyzing NFV elements operation

without the direct intervention of network operators.

5. Mapping characteristics of anomalies into possible threats based on the information

acquired from NFVOs.

6. Creating programmable and customizable anomaly detection solutions, allowing

network operators to adapt their detection mechanisms to the threats their environ-

ments are more susceptible.
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1.3 Thesis Roadmap

The remainder of this thesis is organized as follows.

In Chapter 2, the background concepts and the most important studies related

to this thesis are presented. First, the evolution of NFV is presented, starting with the

first virtualization efforts until the emergence of SDN and networking planes separation

and network programmability. Then, the standardization efforts led by ETSI take place,

creating the concept of NFV which started to be explored by both industry and academia.

Finally, academic efforts dealing with more particular research challenges in this context

are presented and discussed in details.

In Chapter 3, the classification of NFV security threats is presented, based on

different domains according to the nature of NFV elements and monitored information.

Then, a deep discussion regarding the main research investigations and solutions for se-

curity threats in each NFV security domain is provided. Next, the motivation of this thesis

is presented in details.

In Chapter 4, the architectural framework proposed in this thesis is presented,

providing details about all functional blocks and components composing the architectural

framework, their functionality and their role in the whole anomaly detection process. The

architectural framework is based on the addition of a new module to the NFV MANO

architecture, communicating directly with NFVOs to obtain information regarding NFV

elements operation and forwarding the results of the anomaly detection analysis back to

NFVOs. Then, two different operational modes of the proposed solution are introduced,

highlighting their advantages and disadvantages.

In Chapter 5, the validation of architectural framework is presented, based on the

prototype developed as a proof-of-concept, called NFV Security Module (NSM)1. The

mechanisms considered to perform anomaly detection using NSM are introduced, detail-

ing the scenarios considered for NSM evaluation and the anomaly detection mechanisms

designed to validate NSM operation.

In Chapter 6, the details of the NSM evaluation are presented, detailing the data set

used as well as the parameters involved in the experiments. Moreover, the results obtained

through the experimental evaluation are discussed in terms of accuracy. The accuracies

of anomaly detection algorithms are compared considering different types of anomalies,

as well as the impact of the sample sizes and the detection times of the detection process

1NSM is available at https://github.com/ComputerNetworks-UFRGS/nsm/
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and the operational modes.

In Chapter 7, some final remarks and conclusions are presented. In addition, an-

swers to the fundamental questions proposed along this thesis are discussed and justified.

Moreover, opportunities for future work are presented.
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2 BACKGROUND

In this chapter, the origin of NFV concepts and some of the most important events

that lead to NFV conception are presented. Section 2.1 details the origin of NFV, from

the adoption of virtualization solutions to the definition of a common NFV architecture by

ETSI. Then, the evolution of NFV since its birth is presented in Section 2.2, highlighting

important events that lead NFV to become a networking trend.

2.1 From Network Virtualization to NFV

The virtualization of network elements has been adopted by both industry and

academia over the last years. Network virtualization brings many advantages, such as eas-

ier deployment and management of network services and underlying network resources,

as well as the potential for operational cost reduction and innovation boosting (ESTEVES;

GRANVILLE; BOUTABA, 2013). Network virtualization extracts connectivity and ser-

vices logic from dedicated hardware to be performed as software on top of the physical

network, bringing flexibility for network operators to scale up/down their services accord-

ing to customers’ needs in a centralized way.

As network virtualization became widely adopted, the Software-Defined Network-

ing (SDN) paradigm of separating control, forwarding, and management planes started to

receive attention. The ability to provide virtualized networks without physical changes

to the underlying infrastructure, and especially the possibility to centrally program the

network control plane turned SDN into a major networking solution for flexible service

provisioning (WICKBOLDT et al., 2015). Thus, given the advantages of both network

virtualization and SDN, as well as their inherent similarities, joint solutions have emerged

for many different network environments, such as data center networks, wireless access

networks, and home networks. Likewise, security-related aspects have also been investi-

gated by both industry and academia in such environments (NUNES et al., 2014).

However, SDN was designed to separate control and forwarding planes, bringing

intelligence to the control plane without dealing with problems related to the forwarding

plane, such as the high costs involved to deploy new network functions, their complex

management, and the integrity of deployed functions and services. Therefore, network

companies and academia have started to design their dedicated VNFs to improve the

forwarding flexibility, programmability, and security, as SDN did to the control plane,
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with no concern about interoperability nor integration of solutions in a standardized way.

Concerned with the interoperability and management of VNFs, European Telecom-

munications Standards Institute (ETSI) established an Industry Standardization Group

(ISG) forming a consensus with over 150 companies of the networking market to present

the concept of NFV (CHIOSI et al., 2012). Originally designed to reduce both CAPEX

and OPEX through flexible service deployment, delivery, management, and interoper-

ability, NFV has become an enabler for boosting innovation (MIJUMBI et al., 2016b)

in many different aspects of service provisioning. Examples of NFV applicability are

resource optimization and self-adaptable services, as well as network and service man-

agement, integrity, and security.

NFV is highly complementary to SDN, taking care of forwarding plane functions

and fulfilling the gap let by SDN in providing programmability to the forwarding plane. In

turn, SDN concentrates on the control plane, but SDN does not depend on NFV (or vice-

versa). For example, from the network security point-of-view, security-related VNFs can

cooperate with SDN controllers to identify malicious behaviors in the network, using SDN

network programmability capabilities to mitigate potential threats automatically. In turn,

the centralized network control provided by SDN can be used to collect traffic information

to be analyzed by specific VNFs, which can be migrated to different points of the network

to analyze suspicious traffic.

The first step of ETSI NFV ISG was the publication of the Network Functions

Virtualization – Introductory White Paper (CHIOSI et al., 2012). In this non-proprietary

white paper, authored by network operators, ETSI outlines the benefits, enablers, and

challenges for NFV adoption, encouraging both industry and academia to collaborate in

deploying interoperable solutions based on high volume industry standard servers. To

boost NFV adoption, ETSI NFV ISG presented a high-level architectural framework and

design principles of VNFs, as depicted in Figure 2.1.

The central elements of the NFV architecture are the VNFs, i.e., software im-

plementations of physical network functions deployed on NFV Infrastructures (NFVI).

By moving from dedicated hardware to software, network functions become cheaper,

more flexible, and easier to deploy, manage, and scale up/down (MIJUMBI et al., 2016b).

Moreover, NFV has the power to boost innovation, easing the time-to-market of new net-

work functions. Such advantages are the key to provide customizable service delivery

to customers with different requirements. To do so, VNFs are connected composing the

chain of functions needed to deliver specific services, called SFCs. Taking into account
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Figure 2.1: NFV architectural framework proposed by ETSI (CHIOSI et al., 2013a)
MANO

Catalogs
N

FV
I

...

...

EMS 1 EMS 2 EMS n

VNF 2
VNF 3 VNF n

Other Reference PointMain NFV Reference PointExecution Reference Point

VIM

VNFM

Physical Resources

Virtual Resources

Physical Resources

NFVO

VNF 1

NS 
Catalog

VNF 
Catalog

NFV 
Instances

NFVI 
Resources

OSS/BSS 

Network 
Operator

the importance of SFC for service delivery, the Internet Engineering Task Force (IETF)

created a working group focused on defining an architecture to handle the deployment of

such chains, the IETF SFC Working Group (SFCWG) (QUINN; ELZUR, 2016).

In the NFV architecture, Operations and Business Support Systems (OSS/BSS) are

responsible for enforcing access control rules in data centers shared with different network

operators. Despite not being mandatory, when present OSS/BSS elements are responsible

for granting network operators access to NFVO. An NFV Management and Orchestration

(MANO) plane is designed to handle operations related to services and function life-cycle

management, as well as resource sharing among virtual elements (QUITTEK et al., 2014).

NFVO is the NFV MANO element responsible for bringing intelligence to service provi-

sioning and composition processes, directly interacting with VNF Managers (VNFM) for

managing VNF operation life-cycle. Likewise, NFVI virtual and physical resource shar-

ing orchestration among different virtualized elements is performed by NFVOs through

Virtual Infrastructure Managers (VIM). In the NFV MANO plane, NFVO has access to

the Network Services (NS) and VNF Catalogs, which maintain information regarding

available services and functions, as well as NFV instances operating in the NFVI and

NFVI physical and virtual resources. Every service and VNF should be registered in such

catalogs before being deployed in the NFVI, and their operation is continuously moni-

tored and updated by the NFVOs. Every service and VNF should be registered in the cat-

alogs present in NFV MANO before being deployed in the NFVI. Once registered, their
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their operation is continuously monitored and the catalogs are updated by the NFVOs.

2.2 NFV Adoption and Evolution

Figure 2.2 depicts a timeline with some of the most important events related to

NFV in the last years, taking as the starting point the publication of the first white paper

proposed by ETSI NFV ISG (CHIOSI et al., 2012). This document has caught the atten-

tion of the research community and, one year later, ETSI released the first proposal of the

NFV architectural framework, aiming not to standardize NFV, but to present a consensus

among computer networking companies through a common architecture (CHIOSI et al.,

2013b). ETSI’s NFV architectural framework defines functional blocks and communica-

tion interfaces to decouple network functions from dedicated hardware to run as software

in commercial-off-the-shelf (COTS) servers as VNFs.

Figure 2.2: Timeline of important NFV-related events since its conception.
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From the publication of ETSI’s first NFV white paper, different NFV initiatives

from both industry and academia emerged. Nokia announced its NFV initiative for Voice

Over LTE (VoLTE) in September 2013, proposing the first commercial NFV-based IP

Multimedia Subsystem (IMS) solution compliant with the ETSI NFV architecture. The

first edition of the ACM Workshop on Hot Topics in Middleboxes and Network Func-

tion Virtualization (HotMiddleboxes) took place in November 2013, together with ACM

CoNEXT conference, the first event with a clear focus on NFV. Also in 2013, the first

open NFV project appeared: CloudNFV, aiming to be an open, flexible, and cloud-driven

collaborative implementation of the ETSI NFV specifications. Moreover, IETF created

in the same year the Service Function Chaining Working Group (SFCWG), focused on

providing a new approach to service delivery and operation considering the introduction
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of virtualized network functions in operator networks.

At the end of 2013 and beginning of 2014, two important FP7 projects started:

UNIFY1, formed by a consortium of service providers, vendors, universities, and research

institutes to provide features such as service orchestration capabilities, automated service

chaining deployment, and dynamic VNF placement; and T-NOVA2, with the objective of

providing a MANO platform for the automated provisioning, configuration, monitoring,

and optimization of VNFs in NFV environments. Supported by these projects, works in

many different NFV-related areas have emerged, covering challenges such as VNF and

SFC placement (SAHHAF et al., 2015b; MCGRATH et al., 2015), performance opti-

mization (CERRATO; ANNARUMMA; RISSO, 2014; PAGLIERANI, 2015), and NFV

MANO (GIANNOULAKIS et al., 2014; SAHHAF et al., 2015a).

In September 2014, the Open Platform for NFV (OPNFV) project was created, a

collaborative project (now supported by the Linux Foundation) to support the develop-

ment of different open source NFV solutions. In the same year, important networking

conferences, workshops, and meetings took place. Among them, the first edition of the

IEEE NFV-SDN and the ManSDN/NFV workshop, maturing concepts and stimulating

discussions through research projects and dedicated solutions for software-defined and

virtualized environments. Late in 2014, IETF NFVRG was created to deal with many

different NFV-related challenges, such as services verification and orchestration (SHIN et

al., 2017; BERNINI et al., 2017).

Also in 2014, ETSI announced two major NFV initiatives: NFV Security, identi-

fying potential security vulnerabilities that may affect NFV elements, as well as exploring

realistic NFV deployment scenarios; and NFV MANO, providing details about the man-

agement and orchestration framework for VNFs and services on NFV environments. With

the proposal of a MANO plane for NFV and the investigation of security-related issues,

ETSI made clear the importance of guaranteeing security of NFV environments, monitor-

ing the operation of NFV elements and acting to enforce resilient service provisioning.

Telefónica announced the OpenMANO initiative in March 2015 as an open source

project to provide practical realization of NFV MANO under ETSI’s NFV ISG standard-

ization, later becoming the main component of Telefónica’s NFV Reference Lab. Other

open projects also were born late in 2015, dealing with the orchestration process of NFV.

Among these projects, OpenStack Tacker, an orchestration extension of the OpenStack

cloud operating system; and Open Baton, a framework for the orchestration of VNFs in

1http://www.fp7-unify.eu/
2http://www.t-nova.eu/
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heterogeneous infrastructures, are noteworthy. The importance of open projects to mature

NFV is indisputable since the NFV community has been designing solutions for many

NFV challenges using tools provided by these projects (MEDHAT et al., 2016; CHEN

et al., 2017; BELLAVISTA et al., 2017; CARELLA et al., 2017) Later in 2015, both

industry and academia kept reinforcing the development of NFV solutions through the or-

ganization of the first NFV World Congress, as well as the first IEEE NetSoft conference.

In 2016, Cisco and AT&T announced their leading NFV solutions, definitely en-

tering the NFV market with Cisco NFVI and AT&T ECOMP. The Linux Foundation also

announced the Open-O project, an open-source framework to integrate SDN and NFV for

agile service provisioning. Still in 2016, the research community hosted the first edition

of the ACM International Workshop on Security in Software Defined Networks & Net-

work Function Virtualization (SDN-NFV Security) and the IEEE International Workshop

on Security in NFV-SDN (SNS), both aimed to boost NFV security-related research. In

2017, both AT&T’s ECOMP and Linux’s Open-O are merged together to create ONAP,

putting together the benefits of ECOMP and Open-O to build a platform for real-time

VNF orchestration with support to policy-based automation, with a dedicated security co-

ordination committee responsible for managing identified vulnerabilities and coordinating

the necessary security-related activities in the platform. In April, VMWare announced its

vCloud NFV 2.0 solution, an NFV platform in accordance with ETSI’s specifications

designed for software-defined data centers focused on service provisioning flexibility.

Through the analysis of the NFV timeline, it is clear the attention NFV is receiving

over the recent years from both academia and industry, pushing service provisioning to a

new level. The organization of networking conferences, workshops, and meetings focused

on NFV is increasing. With the growth of NFV-based solutions adoption, the security

of such environments is a vital matter, as addressed by the ETSI NFV Security Group.

According to (AVIZIENIS et al., 2004), when addressing security, three key attributes

must be properly addressed: (i) availability of correct services for authorized actions only,

(ii) confidentiality for the absence of unauthorized disclosure of information, and (iii)

integrity to guarantee the absence of unauthorized system alterations.

In the next chapter, the first step towards addressing NFV security is taken through

the study and classification of important threats of NFV environments, classifying them

in different security domains.
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3 NFV THREAT CLASSIFICATION

Security is an important aspect of any networking-related area, especially in emerg-

ing networking paradigms and technologies. As innovative solutions mature, security-

related aspects start to be investigated together with the consolidation of NFV-based so-

lutions, aiming to provide trustworthy environments for both network operators and cus-

tomers. As NFV concepts crystallized and became widely explored in different scenarios,

security-related aspects of NFV started to be investigated. To support and answer the RQ

I, in the next sections, the separation of NFV in security domains is presented, as well as

research efforts and solutions within the context of each security domain.

3.1 Security Domains

The NFV threats classification presented in this work aims to provide an easy

way to analyze the vulnerabilities and attacks that may affect NFV environments. As

stated by Hawilo et al. (HAWILO et al., 2014), security in computer networks can be

organized in different security domains. However, implementing network functions in

a virtualized environment renders NFV susceptible to threats related to the combination

of virtualization vulnerabilities and network-based attacks (BRISCOE et al., 2014), as

illustrated in Figure 3.1.

Figure 3.1: NFV-specific threats belong to the intersection of virtualization and network-
ing threats (BRISCOE et al., 2014).
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Considering their combined nature, NFV-specific threats deserve updated and re-

fined classification, enabling network operators to adopt the most suitable security so-

lutions for their environments. The NFV Security working group published a series of

specifications related to security aspects of the ETSI NFV architectural framework. In

such specifications, they point out important aspects that must be provided by technical

solutions employed in NFV environments (e.g., hypervisors, VMs, containers engines)
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to guarantee aspects such as software integrity protection, verification, secure logging,

cryptography, hardware-based root of trust, among others. However, these specifications

do not cover the protection of the NFV elements introduced by the ETSI architectural

framework but specify requirements to network operators select technologies to employ

their NFV environment. For this reason, generic networking and virtualization threats are

analyzed to define an NFV-specific threat classification, depicted in Figure 3.2.

Figure 3.2: Classification of NFV threats based on security domains.
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Threats, in general, have specific main targets, which is a feature or functionality

provided by an NFV element. The NFV architecture presents elements related to execu-

tion, user access, resources, management, and orchestration, according to their roles in

the NFV architecture (CHIOSI et al., 2013a). Therefore, the NFV threat classification

presented is based on different security domains, defined according to roles of the NFV

elements, their main targets, and threats that may affect each domain, as explained in

detail in the following.

NFVI domain

In an NFV environment, all hardware and software resources required to deploy

VNF instances are provided by the NFVI (CHIOSI et al., 2013a). Processing, storage, and

connectivity are provided through a virtualization layer, abstracting physical resources to
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VNFs. As such, the main elements in this security domain are (i) the servers responsi-

ble for providing processing and storage resources to hosted VNFs and (ii) the network

itself (composed of routers, switches, and links), which provides connectivity needed

for service delivery. One of the main characteristics of NFV is the ability to employ

standard COTS servers to build the NFVI, bringing flexibility to infrastructure providers

(WRIGHT; HU; REID, 2015). Servers have both software and hardware capabilities,

with the Operating System (OS) and the hypervisor or container engine responsible for

handling virtualized elements as the supporting software running on these servers, and

the resources available for the virtualized elements execution figuring as the hardware

substrate provided by NFVI servers.

As in any computer system, software running on servers is a potential target for

malware such as viruses, worms, botnets, and Trojan horses (SCHAFFER, 2006). De-

spite being generic software-related threats, their impact in virtualized environments such

as NFV deployments can be devastating (VAUGHAN-NICHOLS, 2008). Additionally,

the installed software may vary from one server to another, rendering the creation of

security patterns more complex. For example, hypervisors and container engines may

present different vulnerabilities, leading to different strategies to protect these elements

(THONGTHUA; NGAMSURIYAROJ, 2016; COMBE; MARTIN; PIETRO, 2016). Vir-

tual and physical links are the network resources available to provide connectivity for

VNFs and services. In NFV, traditional outside traffic-based threats, such as Distributed

Denial of Service (DDoS) attacks, can be easily overcome through VNF migration or

VNF scaling up (RASHIDI; FUNG, 2016; RASHIDI; FUNG; BERTINO, 2017; AL-

HARBI; ALJUHANI; LIU, 2017). However, network operators should consider such

attacks coming from the inside network (YUSOP; ABAWAJY, 2014). Additionally, flow

duplication and redirection solutions to mitigate DDoS attacks can be exploited in the

network for malicious purposes, such as acquiring sensitive data or unauthorized access

to certain services through replay attacks and eavesdropping techniques (THING; LEE;

SLOMAN, 2005; SALVADOR; NOGUEIRA, 2014).

Execution domain

The execution domain embraces the elements responsible for executing network

functions and for providing service delivery in NFV, i.e., VNFs and Physical Network

Functions (PNFs), Element Management Systems (EMSs), and SFCs. As such, the main

security vulnerabilities targeted in the execution domain are related to functionalities, es-

pecially those provided by VNFs. Since VNFs are pure software implementations of net-
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work functions, they are more susceptible to misconfiguration exploits, such as changing

the functionality provided by a VNF or taking advantage of an exploitable code snippet to

perform an attack (SULATYCKI; FERNANDEZ, 2015; MANSFIELD-DEVINE, 2017).

In the NFV architecture, EMSs are responsible for providing the management in-

terfaces to both VNFs and PNFs. In the case of PNFs, additional drivers may have to

be designed, enabling NFVOs to properly orchestrate such functions together with VNFs

(MECHTRI et al., 2017). Different from VNFs, PNF functionalities are usually hard-

coded, rendering misconfiguration exploits harder to realize in such devices. However,

legacy PNFs may present outdated system versions, becoming vulnerable to more recent

threats, which can exploit vulnerabilities in the additional software drivers and abstraction

layers implemented to communicate with EMSs.

Finally, any problem in VNF and PNF operation may stop the whole SFC opera-

tion, i.e., causing a DoS, which may not be necessarily related to traditional traffic-based

attacks (e.g., Xmas-tree and TCP SYN flood) (ASHKTORAB; TAGHIZADEH, 2012).

For example, an attacked VNF may change received packets before forwarding them to

the next element in the SFC, adding malicious code to compromise service delivery. In

addition, a compromised VNF can be changed to spoof traffic passing through to obtain

sensitive information regarding the SFCs that the VNF is part. Furthermore, in NFV en-

vironments where services are also virtualized, they may suffer from the same threats of

VNFs, also leading to service delivery problems.

MANO domain

Complementary to the execution domain, the MANO domain encompasses the

elements related to the management and orchestration of execution elements. MANO

provides to network operators access to all functions and services through four main el-

ements: NFVO, VNFM, VIM, and Repositories (QUITTEK et al., 2014). The NFVO

is the MANO element responsible for bringing intelligence to service provisioning and

composition processes, directly interacting with VNFMs for managing VNF operation

life-cycle. Likewise, NFVI virtual and physical resource sharing orchestration among

different virtualized elements is performed by NFVOs through VIMs. NFVO has access

to network services and VNF catalogs, that maintain information regarding available ser-

vices and functions, as well as NFV instances operating in the NFVI and its physical and

virtual resources. Every service and VNFs should be registered in such catalogs before

deployment in the NFVI, being continuously monitored and adjusted by NFVOs.

Given the importance of MANO elements for the NFV environment operation, a
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MANO security domain is designed, concentrating most of the potential threats to the

NFV environment operation. Among them, policies and configurations defined by net-

work operators in the NFVO to provide automated orchestration are the main targets in

this element, taking advantage of conflicting policies to explore possible vulnerabilities

(XIONG; ZOU; CAI, 2015). When indicated by the NFVO, VNFMs can, for exam-

ple, migrate VMs, to support the increasing demand for specific services or to improve

resource utilization. Thus, live migration solutions aim to move VMs along the infras-

tructure to minimize service delivery interruption, but this approach can turn the NFV

environment open to threats such as Man-in-the-Middle (MitM) attacks (VACCA, 2016).

VM/container life-cycle management provided by VIM may, in turn, suffer from threats

such as VM sniffing to acquire sensitive information or even take control over specific

VMs or containers through VM hijacking or side channel attacks (RAZAVI et al., 2016;

ZHANG et al., 2011). In addition, VMs may suffer from over/under allocation, in which

vulnerable VMs/containers may have their resource requirements scaled up or down, di-

rectly affecting resource allocation strategies defined by network operators and potentially

causing an interruption in the service delivery (DUNCAN et al., 2013).

Many different solutions for MANO elements have been explored over the last

years, especially for VNF management and orchestration, such as Tacker1, Open Baton

(BELLAVISTA et al., 2017), OSM2, and ONAP3; and infrastructure resource manage-

ment through VIMs like OpenStack4, CloudStack5, and Aurora Cloud Manager (WICK-

BOLDT et al., 2014). As such, each solution has its communication API to allow interac-

tion with the remaining NFV elements, which may also present vulnerabilities that can be

exploited for malicious purposes (CHEN et al., 2016)6. Additionally, unprotected cata-

logs may have VNF and service descriptors changed, for example, by removing/inserting

data in the catalogs to obtain VNF access or injecting malware in the VNF code.

Access domain

The last NFV security domain deals with the access of different users to NFV

environments. NFV has been explored in many use cases, such as mobile networks

1https://wiki.openstack.org/wiki/Tacker
2https://osm.etsi.org/
3https://www.onap.org/
4https://www.openstack.org/
5https://cloudstack.apache.org/
6Two paper were publish related to the MANO domain. The first (ManSDN/NFV 2014) was related to

management requirement of a specific solution. The second (ISCC 2014) was a comparison of different
virtualization solutions from the MANO perspective. More details are provided in Annex G and Annex E,
respectively.



40

(LIU et al., 2016a), Content Delivery Networks (CDN) (HERBAUT et al., 2017), and

VNF marketplaces (XILOURIS et al., 2014). In all scenarios, users play specific roles

in the whole network operation. For example, in a VNF marketplace, the infrastructure

providers (or marketplace maintainers) are responsible for providing the resources needed

to host VNFs, as well as for managing the marketplace. As such, they have the rights to

perform almost every operation in the marketplace environment. In turn, developers (or

vendors) can publish their VNF solutions in the marketplace to be acquired by customers,

which need the approval of the marketplace maintainers (or reviewers).

Taking advantage of the existence of users with different permission levels in the

network environment, attackers can target network access control mechanisms to have

unauthorized access or privileges to certain elements in the network infrastructure. More-

over, user data is under constant monitoring, even for Quality of Service (QoS) or to

enforce that the users’ behavior is not violating network policies (RISTENPART et al.,

2009). During the acquisition of such information, user data can be sniffed or sensitive

information leaked by attackers (PENG; CHOO; ASHMAN, 2016). Furthermore, despite

the availability of many different mechanisms to counter outsider attacks, NFV environ-

ments are still vulnerable to malicious insiders, which can assume a high permission-level

user profile to obtain specific access rights to the infrastructure (DUNCAN et al., 2013).

3.2 Research Efforts and Solutions

Now that the threats are classified, the specialized literature is investigated, gath-

ering solutions designed to protect different NFV deployment scenarios. A systematic

literature review was performed to confirm that security is a relevant topic in the NFV

field and, once confirmed the relevance of the topic, summarize the most relevant works

in the area. To do so, we chose to use Scopus7 research tool and database of peer-reviewed

literature, which indexes, among others, ACM and IEEE digital libraries, two of the most

important research databases available. Scopus is considered one of the largest available

database for academic research, allowing the definition of curatorship for indexed docu-

ments, a key feature to filter scientifically irrelevant results. The systematic research was

performed using the following search query:

7<https://www.scopus.com>

https://www.scopus.com
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TITLE-ABS-KEY ( ( ( NFV OR VNF OR SFC OR "function virtualization" OR "virtu-

alized function" OR "function chaining") AND ( ( security OR integrity OR confiden-

tiality OR availability ) W/3 ( threats OR anomaly OR detection OR orchestration ) )

ANDNOT ( medicine OR disease OR patient OR food OR biology) ) ) AND ( LIMIT-TO

( PUBYEAR , 2018 ) OR LIMIT-TO ( PUBYEAR , 2017 ) OR LIMIT-TO ( PUBYEAR

, 2016 ) OR LIMIT-TO ( PUBYEAR , 2015 ) OR LIMIT-TO ( PUBYEAR , 2014 ) OR

LIMIT-TO ( PUBYEAR , 2013 ) OR LIMIT-TO ( PUBYEAR , 2012 ) )

The key aspect of the query is to filter recent documents that explicitly cites costs

associated with the orchestration of virtual functions. A time window of five years was

used, since the technologies we consider in this work, such as container virtualization,

were not prominent prior to the considered years. On January 2019, the query defined

resulted in a total of 93 documents, which were systematically categorized following the

approach defined by Kitchenham (KITCHENHAM, 2004).

As a result of this investigation, it is possible to organize security-related proposals

for NFV into two approaches. First, solutions started to be designed using NFV concepts

to overcome traditional network security flaws, vulnerabilities, and threats. Then, consid-

ering the emergence of NFV-based scenarios, solutions have been designed to improve

the security of such emerging environments. In this section, both NFV-based solutions

for traditional security issues and security approaches to emerging NFV environments are

presented, discussing in detail their coverage based on the security threat classification

presented in this work.

3.2.1 Security Solutions based on NFV Concepts

One of the biggest advantages of NFV is its ability for dynamic service provision-

ing, adjusting SFC composition and auto-scaling VNFs according to customers’ demand.

Given the flexibility to quickly instantiate new VNFs, adjust their resource allocation,

and migrate them across the network to supply customers’ needs, security-based solu-

tions have emerged based on the creation of security-related VNFs. Among them, DDoS

detection and mitigation strategies for different scenarios are often found in the literature.

Given the importance of good firewalling strategies to overcome DDoS attacks,

Mauricio, Rubinstein, and Duarte proposed and evaluated a firewall implementation in

the OPNVF platform (MAURICIO; RUBINSTEIN; DUARTE, 2016), showing that with
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more instances, firewall VNFs may achieve good performance when compared to tra-

ditional physical firewall appliances. Additionally, taking into account the existence of

multiple NFV firewalls, Gray et al. proposed and evaluated different synchronization

schemes for clustered firewalls state synchronization (GRAY et al., 2017). Jakaria et al.

considered resource allocation optimization to design a dynamic DDoS defense archi-

tecture using NFV, controlling the number of instances needed to overcome SYN flood

attacks (JAKARIA et al., 2017).

Taking into account cloud environments, Guenane, Nogueira, and Serhrouchni

propose an NFV-based firewalling service for cloud environments, presenting an archi-

tecture with security elements focused on DDoS mitigation (GUENANE; NOGUEIRA;

SERHROUCHNI, 2015). In the same vein, Fung and McCormick propose a DDoS

mitigation strategy focused on mitigating traditional IP-based DDoS attacks based on

the implementation of a DDoS Mitigation VNF in conjunction with a firewall VNF,

where trusted flows have guaranteed quality of service, while suspicious flows are han-

dled based on the availability of resources (FUNG; MCCORMICK, 2015). Rashidi and

Fung (RASHIDI; FUNG, 2016) present a colaborative DDoS mitigation solution called

CoFence, where cloud NFV-enabled domains can direct excessive traffic to other trusted

external domains for DDoS filtering.

Another common approach is the combination of SDN and NFV, using SDN to

adapt traffic forwarding and NFV to dynamically instantiate security VNFs, enabling net-

work operators to react to DDoS attacks in SDN+NFV scenarios quickly. As such, Lin et

al. (LIN et al., 2017) explored shuffling algorithms for user traffic redirection, dynami-

cally redirecting HTTP DDoS attacks to defense VNFs. Likewise, Fayaz et al. (FAYAZ et

al., 2015) propose Bohatei, using SDN and NFV capabilities to design resource allocation

and control/data plane mechanisms to avoid bottlenecks for DDoS defense in ISP back-

bones. Finally, Fallon et al. (FALLON et al., 2017) designed and analyzed an autonomic

control loop for DDoS detection and mitigation in mobile networks, using NFV to deploy

all network elements as VNFs and OpenFlow switches to determine the action taken on

each flow under analysis.

Despite the proven effectiveness in using NFV-based solutions as well as its com-

bination with SDN to overcome security problems, with special attention to DDoS attacks,

some threats need more complex mechanisms to be overcome. As such, the combination

of security VNFs started to be explored, composing security SFCs to improve network se-

curity as well as deal with different security threats. Thus, Sendi et al. designed a solution
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to improve the placement of security SFCs composed of different security-based VNFs

(SENDI et al., 2017). Their solution considers predefined security constraints and im-

proves scalability by optimizing both network and computer resource allocation. Along

the same lines, Park et al. presented a SFC solution focused on resource consumption

optimization while performing valid intrusion detection functions (PARK et al., 2017).

Both single VNFs and their combination into complex security SFCs have proven

effectiveness in protecting resources and network traffic. However, the security and pro-

tection of users also deserve attention. Thus, NFV-based solutions have emerged covering

threats related to the Access domain, such as the work of Lin et al. (LIN et al., 2016),

in which the authors use NFV and SDN to reduce communication overhead during Deep

Packet Filtering (DPF) process for preserving user privacy. Similarly, Han et al. (HAN

et al., 2017) proposed a Security Trust Zone for safe access management between central

cloud and edge cloud sites in 5G networks. The proposed solution uses NFV elements

to reduce risks during authentication, authorization, and accounting (AAA) operations in

5G networks. Using both SDN and NFV capabilities, Park et al. (PARK et al., 2017)

designed a lightweight solution for intrusion detection that creates SFCs to analyze net-

work traffic, using fragmented DPIs implemented as VNFs and orchestrated by an SDN

controller, inspecting different protocols with low computational load.

NFV-based solutions targeting multiple threats are also found. In the context of

LTE networks, Liyanage et al. present a security architecture based on SDN and NFV

for automated security management, dynamic attack mitigation, resource optimization,

among other functionalities for network safety (LIYANAGE et al., 2015; LIYANAGE et

al., 2017). In the work of Luo et al. (LUO et al., 2016a), an extension to the Software-

Defined Home Networks (SDHN) architecture is presented, proposing a multi-stage at-

tack mitigation scheme using SDN and NFV where security functions are deployed on

demand to mitigate different types of attacks. Similarly, Chou et al. designed an archi-

tecture for on-demand security services deployment combining SDN and NFV, in which

security SFCs are autonomously created with security VNFs for particular users, cus-

tomized to deal with specific security threats (CHOU et al., 2016).

There are still many other security applicabilities of NFV concepts, such as policy

enforcement (WANG et al., 2016a), IoT security (IQBAL et al., 2017) and VM sniff-

ing/hijacking detection (AGUADO et al., 2017). In this subsection, the focus is on the

most explored NFV-based solutions for different vulnerabilities and threats found in ex-

istent networking environments. In the next subsection, the focus changes to solutions
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designed to protect emerging NFV scenarios as well as the vulnerabilities and threats

involved in such environments.

3.2.2 Security Solutions to Protect NFV Environments

As the deployment of NFV-based environments increased, solutions to overcome

the vulnerabilities of NFV elements in different scenarios started to appear. Schöller

et al. present an architecture for VNF orchestration focused on resilient deployment of

VNF, proposing the deployment of redundant VNFs in different zones of the network

while guaranteeing suitable communication delay when switching from a compromised

VNFs to the redundant equivalent (SCHöLLER et al., 2013). In the work of Lal et al.

(LAL et al., 2017), the authors propose a mechanism to verify the integrity of VNF images

during the instantiation process in NFV-based telecommunication networks, analyzing the

existence of potential malicious VNFs before they get fully functional in the environment.

Such solutions provide a certain level of resiliency to individual VNFs, but there is no

concern about the security of VNF composition in SFCs.

Regarding SFC security, Liu et al. consider security-related VNFs to introduce an

architecture for security SFC composition and provisioning, using SDN to forward traffic

to the respective VNF in the SFC (LIU et al., 2016b). Similarly, Nguyen et al. (NGUYEN

et al., 2017) considered encryption-based security for SFCs by analyzing the performance

of three different encryption algorithms applied to the Network Service Header (NSH)

proposed by IETF SFCWG (QUINN; ELZUR, 2016), comparing the latency of each

algorithm for encrypting/decrypting encapsulated SFC headers according to IETF’s NSH.

Taking into account resilient SFC provisioning, Hmaity et al. proposed a VNF placement

scheme considering single-link and single-node failures (HMAITY et al., 2016).

Taking into account NFVI security in different scenarios, Liu et al. (LIU et al.,

2016a) performed a study regarding the reliability of NFV mobile environments, aiming

to help network operators to evaluate the robustness of their environments. The authors

proposed four different mechanisms to identify the minimal number of physical or virtual

NFV elements whose malfunction or removal from the NFVI will lead to the failure of the

NFV environment. Complementarily, Ravidas et al. (RAVIDAS et al., 2017) analyzed the

importance of incorporating trust in NFV telecommunication clouds, presenting mecha-

nisms for VNF integrity verification and VNF binding, and a policy-based fault tolerance

mechanism to fulfill resource management and QoS requirements of VNFs.
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Concerned with policy-based NFV protection, Sauvanaud et al. (SAUVANAUD

et al., 2016) proposed an SLA violation detection mechanism, analyzing VNFs VM mon-

itored data to identify anomalous VMs in a predictive way before they interfere in the

network operation. In the work of Durante et al. (DURANTE et al., 2017), the authors

presented a formal model to verify security policies applied to guarantee the proper opera-

tion of individual VNFs and their combination in SFCs. Additionally, Banse and Schuette

(BANSE; SCHUETTE, 2017) proposed an approach to define taxonomy-based security

policies for SDN and NFV-based networks. Such an approach is based on deriving pred-

icates from the network used in a security policy description language to determine fine-

grained rules to enforce the policies to VNFs and users.

As discussed previously, misconfigurations in NFV execution elements may present

a threat to the network environment, even when security strategies and policy enforce-

ment mechanisms to protect VNFs, SFCs, and NFVI (as mentioned before) are present

in the NFV environment. Thus, Shin et al. (SHIN et al., 2015) proposed a framework to

verify and debug NFV-related elements, considering dependencies of SFC components,

loop-free SFCs, load balancing among VNF instances, state consistency, among other

properties to guarantee the proper operation of NFV elements. Considering the internal

execution states of NFV elements, Shih et al. (SHIH et al., 2016) presented a new pro-

tection scheme called S-NFV, that isolates states of NFV elements to prevent them from

entering in inconsistent states and become malicious hosts to the NFV environment. In

addition, Qing, Weifei, and Julong (QING; WEIFEI; JULONG, 2017) dealt with the VNF

fault protection problem, proposing an algorithm able to add redundant VNFs and select

the most suitable ones in case of VNF failures, considering minimization of resource

consumption and ensuring SFC reliability.

With regards to user-related vulnerabilities, Pattaranantakul et al. (PATTARANAN-

TAKUL et al., 2016) proposed a framework called SecMANO, designing an access con-

trol solution that enables the dynamic creation of access control models and policies ac-

cording to network operators’ needs, as well as protecting NFV elements from unautho-

rized access or privileges. The authors later extended their work to create fine-grained

access control rules to block illegal access by grouping or isolating protected network re-

sources from unauthorized users (PATTARANANTAKUL et al., 2017). In the context of

cloud computing, Coughlin, Keller, and Wustrow (COUGHLIN; KELLER; WUSTROW,

2017) designed an architecture to increase user privacy in NFV services without data

overhead, protecting private data through the establishment of secure channels between
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protected areas of execution in VNF memory and the rest of the network.

In summary, many of the NFV security domains defined in this thesis have spe-

cific solutions to overcome threats that may affect each domain. In this section, some

important works related to the most common vulnerabilities are presented. However, ad-

ditional works that fit in the classification presented in this work are found, such as secu-

rity orchestrators (JAEGER, 2015), user-centered security approaches (MONTERO et al.,

2015), integrated policy enforcement (BASILE et al., 2015; OH et al., 2017), resource-

based anomaly detection (KOURTIS et al., 2016), and anti-viruses (KAO et al., 2015).

The works presented in this section and additional investigations are summarized in Table

3.1, providing an overview of NFV security threats covered available solutions.

As can be seen in Table 3.1, specific threats have been more heavily studied than

others. Among them, NFV-based solutions for DoS/DDoS detection and mitigation have

received more attention. The popularity of such approaches can be credited to the flexi-

bility provided by NFV to scale up or down network services. In addition, multi-objective

approaches also have been gathering attention from the research community, with differ-

ent proposals to detect and mitigate traffic-related threats (e.g., redirection and duplica-

tion) and to guarantee VM protection, avoiding VM sniffing and hijacking. In the same

way, the deployment of security functions like DPIs for the detection of malicious users in

the network is also facilitated by NFV, explaining the existence of a considerable number

of works on this subject.

Despite the increasing interest in improving NFV security, some vulnerabilities

still need further investigation. As NFV brings innovative software-based network el-

ements, software-related threats such as data injection, malware, and misconfiguration

have potentially more impact in the network environment. Thus, NFV environments are

susceptible to such threats and, therefore, this is a likely candidate for further research.

In the same vein, the protection of NFV element APIs (e.g., south/northbound APIs of

NFVOs, VNFMs, and VIMs) deserves attention. For instance, an unprotected NFVO

northbound API can be exploited to take malicious control over the services life-cycle

management by unauthorized users. Finally, legacy system exploits brought by the inter-

action between traditional PNFs and new VNFs through gradual NFV adoption still need

further investigation.

Complimentary to Table 3.1, we provide an overview of the coverage of each

solution designed with multiple objectives for emerging NFV environments, which is the

context of this thesis. The overview is summarized in Table 3.2.
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Table 3.1: Security threats in NFV and respective solutions that use NFV concepts or are
designed for NFV environments

Threat NFV-based solutions for existing
environments

Solutions for emerging NFV
environments

Application-level malware – (KAO et al., 2015)

Resource starvation (PARK et al., 2016)
(LIU et al., 2016a) (RAVIDAS et al.,

2017) (KOURTIS et al., 2016)

Traffic redirection/duplication
(covered by some Multi-objective

solutions - see Table 3.2)
(KOURTIS et al., 2016) (HOLLICK et

al., 2017) (BASILE et al., 2016)

DoS/DDoS

(MAURICIO; RUBINSTEIN; DUARTE,
2016) (GRAY et al., 2017) (JAKARIA et

al., 2017) (GUENANE; NOGUEIRA;
SERHROUCHNI, 2015) (FUNG;
MCCORMICK, 2015) (RASHIDI;

FUNG, 2016) (LIN et al., 2017) (FAYAZ
et al., 2015) (FALLON et al., 2017)

(SENDI et al., 2017) (MIGAULT et al.,
2017) (FAN et al., 2015) (ALJUHANI;
ALHARBI; LIU, 2017) (SAHAY et al.,

2017)

(SCHöLLER et al., 2013) (HMAITY et
al., 2016) (WANG et al., 2018)

Misconfiguration/reconfiguration –

(LAL et al., 2017) (SHIN et al., 2015)
(SHIH et al., 2016) (QING; WEIFEI;

JULONG, 2017) (MONACO;
TSANKOV; KELLER, 2016) (BLAISE;

WONG; AGHVAMI, 2018) (LI et al.,
2018)

VM sniffing/hijacking (AGUADO et al., 2017)
(covered by some Multi-objective

solutions - see Table 3.2)

Conflicting policies exploits
(WANG et al., 2016a) (LORENZ et al.,

2017)

(SAUVANAUD et al., 2016)
(DURANTE et al., 2017) (BANSE;
SCHUETTE, 2017) (BASILE et al.,

2015) (OH et al., 2017)

VM side channel –
(ZHANG et al., 2011) (NEZARAT,

2017)
MitM attack (LAI; FU, 2016) –

Unauthorized access/privilege (HAN et al., 2017)

(PATTARANANTAKUL et al., 2016)
(PATTARANANTAKUL et al., 2017)

(COUGHLIN; KELLER; WUSTROW,
2017) (SALMAN et al., 2017)

Information leakage (LIN et al., 2016) (NGUYEN et al., 2017)

Malicious insider/intrusion
(PARK et al., 2017) (LUO et al., 2016b)

(BOUET; LEGUAY; CONAN, 2015)
(LIN; WU; SHIH, 2017)

(MONTERO et al., 2015) (MATIAS et
al., 2016)

User data sniffing
(LIN et al., 2016) (AGUADO et al.,

2018)
(NGUYEN et al., 2017)

Multi-objective

(LIYANAGE et al., 2015) (VASSILAKIS
et al., 2017) (LIYANAGE et al., 2017)

(LUO et al., 2016a) (CHOU et al., 2016)
(IQBAL et al., 2017) (FYSARAKIS et

al., 2017) (HU; YIN, 2017) (GARDIKIS
et al., 2017) (MASSONET et al., 2016)
(PASTOR et al., 2018) (LOPEZ et al.,

2018)

(LIU et al., 2016b) (BONDAN et al.,
2017b) (JAEGER, 2015) (BASILE et al.,

2015) (WENDLAND; BANSE, 2018)

Focusing on the execution domain, Liu et al. (LIU et al., 2016b) present a process

of booting a protected VM by allocating security VNFs to cover the VM to be protected.

Such VNFs can theoretically include any security functions, such as firewalls, IDSs, and

DPI. However, these functions are still suggestible to threats, without a security mecha-

nism for its information or configuration. In turn, Jaeger (JAEGER, 2015) proposes a se-

curity orchestrator extending the ETSI NFV architectural framework, keeping the original
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Table 3.2: Multi-objective proposals coverage of security domains (‘*’ indicates partial
coverage)

Work NFVI Execution MANO Access
(LIU et al., 2016b) X
(JAEGER, 2015) X

(BASILE et al., 2015) X* X*
(WENDLAND; BANSE, 2018) X X*

This thesis X* X X* X

elements of such architecture intact. The proposed security orchestrator aims to ensure the

security of execution elements, such as VNFs, PNFs, EMSs, and virtual machines. Basile

et al. (BASILE et al., 2015) propose the introduction of a Policy Manager in the NFV

architecture, allowing users to specify their security requirements to the correct deploy-

ment and configuration of security functions. Such approach partially covers the MANO

domain through the autonomic translation of policies into VNFs configurations; and the

execution domain, being limited to a predefined set of filtering functions, such as packet

filters, stateful firewalls, L7 filters, and some basic content inspection functions. More-

over, the proposed Policy Manager does not consider the security of SFCs. Similarly to

Jaeger, Wendland and Banse (WENDLAND; BANSE, 2018) propose an enhanced NFV

orchestration approach to guarantee data retention, isolation, and security-focused place-

ment of VNFs, restricting the locations were VNFs can be deployed to ensure both the

integrity of both VNFs information and the proper resource allocation.

Although this thesis covers all the NFV security domains defined, some specific

targets are not covered by the proposed solution in two specific domains (indicated by an

asterisk in Table 3.2. On the NFVI domain, hypervisor/container engine protection threats

such as malware on the application level are not directly detected using NSM. However,

their effects can be observed when anomalies are identified in the NFV environment. On

the MANO domain, malware injection is another example of non-direct detection by the

anomaly detection mechanism proposed. However, the proposed NSM is the first solution

to be present in all domains, with direct or indirect detection, i.e., detection of the specific

threat or the effects of unknown threats (e.g., zero-day threats).

3.3 Motivation and Problem Statement

Despite the advances in different security-related areas presented and discussed

in Section 3.2, there is still a lack of proposals dealing with security challenges in the
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context of NFV (BRISCOE et al., 2014). Anomalies in NFV elements can indicate a

series of different threats for the SFC operation overall. For example, missing elements,

misconfiguration, and redirection can lead to the interruption of service delivery and,

in some extreme cases, can indicate attacks with enough power to compromise the entire

network operation. As such, the detection of such violations is a challenge to be overcome

regarding the operation of NFV elements.

Anomalies in the network should be detected as soon as possible, enabling net-

work operators and mitigation mechanism to apply countermeasures quickly, avoiding

major injuries to service delivery for customers. Moreover, considering the intrinsic re-

lation between SFC and NFV, the integrity of SFC elements is fundamental for NFV

environments using SFCs for service delivery. For example, a compromised VNF may

change received packets and forward them to the next element in the SFC with malicious

code, disturbing or even interrupting the service delivery. Similarly, a compromised VNF

can also be changed to spoof traffic, aiming to obtain sensitive information regarding the

SFCs containing the compromised VNF.

Motivated by (i) the lack of solutions for virtualization elements integrity, (ii)

the potential vulnerabilities of NFV environments, and (iii) the valuable results obtained

by anomaly detection mechanisms, we have investigated and proposed an architectural

framework to allow the design and implementation of anomaly detection mechanisms for

NFV environments (BONDAN et al., 2017b). As shown by Chandola et al. (CHAN-

DOLA; BANERJEE; KUMAR, 2009), many anomaly detection techniques have been

proposed to identify abnormal behaviors on the network, playing an important role to

identify threats in different networks security contexts.

The hypothesis considered in this work is that anomaly detection mechanisms can

properly keep the integrity of different NFV different environments. The main objective

is not only to propose the framework but also to validate and to evaluate anomaly de-

tection mechanisms in NFV environments. Therefore, the main contributions of NSM

are threefold: (i) the proposal of a framework based on the addition of an NFV Secu-

rity Module (NSM) to the NFV MANO architecture, designed to ease the deployment of

anomaly detection mechanisms in NFV environments; (ii) the design and validation of an

SFC anomaly detection mechanism elaborated using the SIM framework, evaluating its

operation under different network setups; and (iii) the integration of anomaly detection so-

lutions implemented through SIM to the NFV MANO architecture, using an information

model based on the NFV MANO network service registers and catalogs. Such contribu-
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tions support the answer to the RQ III through the design of NSM, presented in details in

the next chapter.



51

4 NFV SECURITY MODULE

This chapter presents the NSM architectural framework proposed in this thesis to

answer RQ III. In Section 4.1, the NSM architecture is presented, providing details about

all functional blocks and components composing the architecture, their functionality, and

their role in the whole anomaly detection process. Then, in Section 4.2, two different

operational modes of NSM are introduced, highlighting their pros and cons.

4.1 NSM Functional Blocks and Components

To overcome security-related issues in NFV environments, four basic steps are

defined: monitoring, analysis, planning, and acting (or executing). These steps are de-

rived from the MAPE-K loop used for autonomic computing (IBM, 2005). The MAPE-K

loop presents Monitoring, Analysis, Planning, and Execution steps, with proposed NSM

fitting in the analysis step (with entropy calculation and anomaly filtering) and in the plan-

ning step (with the suggestion of actions to be taken to overcome possible threats). Both

monitoring and execution steps are responsibilities of NFVOs since the NSM operates

apart from the standard NFV elements defined by ETSI, leaving to the NFVO with both

information monitoring and execution of the suggested actions.

NSM relies on NFVOs monitoring capabilities to acquire and analyze the behavior

of NFV elements and identify potential security threats. Then, NSM suggests actions to be

performed by NFVOs to overcome the identified threats. As such, the operation of NSM

with NFVOs is crucial to guarantee not only VNFs integrity but also their availability and

confidentiality (AVIZIENIS et al., 2004).

NSM operation is based on the addition of a new module to the NFV MANO

architecture, directly communicating with NFVOs to request information regarding NFV

element operation and also forwarding the results of the anomaly detection analysis. NSM

is designed detached from NFVO to turn it independent of the NFVO implementation.

Therefore, NSM is able to operate with any NFVO using their standard northbound APIs.

NSM is realized as a modular architecture, providing flexibility for implementing

different anomaly detection mechanisms. Network operators can directly configure NSM.

However, the most suitable approach is controlling and configuring NSM through NFVO,

taking advantage of management interfaces already provided by NFVO. In Figure 4.1, all

NSM functional blocks and components are presented, as well as their interaction with
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the NFV architecture1.

Figure 4.1: Detailed NSM architecture with internal functional blocks and components.
NSM is integrated into the ETSI NFV architecture through a dedicated OAD component
that handles the communication with NFVOs.
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1Early versions of NSM were published at NetSoft 2017 and AIMS 2017. More details regarding these
papers can be found in Annex D and Annex C, respectively.
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In an NFV data center, network operators configure services through Operations

and Business Support Systems (OSS/BSS) and NFVOs, as well as SFCs and VNFs re-

sponsible for service delivery to customers. According to the NFV architecture, the

NFVO must deal with all responsibilities regarding services’ life-cycle management (QUIT-

TEK et al., 2014). To do so, NFVOs manage services, SFCs, and VNFs available through

a catalog with information regarding their operation. For deploying a new VNF, the net-

work operator should first catalog it. Once deployed, the VNFs’ operation should be

monitored and registered by NFVOs. Decoupled from NFVO operation, NSM is com-

posed of four functional blocks as follows.

Orchestrator Abstraction Driver (OAD): Responsible for handling all commu-

nication between NFVO and NSM. Since NSM was designed to operate with any NFVO,

NSM should be able to adapt its communication to fit their northbound APIs. OAD hosts

the communication functions of the NFVO being used. To change the NFVO or commu-

nicate with multiple NFVOs, only the OAD block needs to be modified, avoiding changes

and bringing flexibility to NSM operation. In other words, OAD works as an abstraction

layer, translating information sent from the NFVO in a format understandable by NSM,

and also forwarding information from NSM to NFVO through its northbound API calls.

OAD is crucial to provide the separation and flexibility aimed for NSM, with its operation

being apart from the standard ETSI’s modules.

Detector: Requests and receives information regarding SFC and VNF operation

to/from NFVO, and performs the implemented anomaly detection mechanism. This block

can be configured into two different ways: oriented (i) by polling, in which NSM period-

ically looks for anomalies based on a predefined time interval; and (ii) by events, where

NSM requests and analyzes SFCs and VNFs information only when NFVO signals a new

event related to these elements. More details regarding the operation modes are presented

and discussed in the next section. The Detector block consists of two components. The

first one is the Processor component, responsible for processing the information acquired

from NFVO and formatting it in a format suitable for interpretation by the anomaly mech-

anisms (e.g., creating information lists for each SFC).

The second component is called Analyzer, and it uses the processed information to

identify potential anomalies based on cataloged values. If an anomaly is detected, results

are forwarded to the Specifier block. Otherwise, the Library block stores the results and

the NFVO is notified about the absence of anomalies, since NFVOs may expect a positive

report to adapt the operation of a specific SFC, for example. Since the hypothesis defined
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in this thesis considers that anomaly detection techniques can provide security to NFV

environments, the Detector is a key part of the architecture, enabling different anomaly

detection techniques to be designed and employed in the NFV environment.

Specifier: Identifies the anomalous elements and selects the most appropriate ac-

tion to be taken. The main reason for separating the anomaly detection from its specifi-

cation is to save time and computational resources since the filtering process will only be

performed when an anomaly is detected among the monitored elements. In other words,

the Detector block informs that something is out of the ordinary, while the Specifier iden-

tifies which NFV element is presenting the anomalous behavior. To do so, a Filter com-

ponent is defined for filtering the anomalies from the list of monitored elements, which is

done by comparing monitored and cataloged element lists or using predefined thresholds

for each NFV element operation.

After identifying the anomalous elements, the Advisor component evaluates which

is the most appropriate action to be taken to overcome the anomalies and sends an alert

message to the NFVO. For example, if an additional unregistered VNF is detected, the

Advisor may suggest NFVO to shut down of such an element. The suggestion can be

based on both predefined sets of actions and learning mechanisms, depending on the

implementation given to the Advisor component.

Anomalies, however, may reflect both known and unknown threats. When the

threat is known, the Advisor suggests one of the predefined actions to the NFVO. When

the anomaly does not reflect a known threat, the Advisor reports to the NFVO that there is

an anomaly that may represent a potential unknown threat. Likewise, it suggests a set of

actions to be taken over the anomalous element. For example, in the case of an unknown

anomaly in a VM, the Advisor suggests VM-related operations such as restarting, recon-

figuring, or even removing the VM. After selecting the action, the Specifier block sends a

notification containing the information regarding the anomalous elements to the Library.

The final choice of whether to apply the suggested actions or not and possible impacts of

such actions lie with NFVO. The Specifier is an important element related to the goal of

identifying threats based on anomalies since it is responsible for identifying which threat

might be affecting the NFV environment and which element is presenting the anomaly

related to the corresponding threat. Moreover, the suggestions given by the Advisor are

fundamental to overcome the identified threats.

Library: Stores the anomaly detection results and forwards them to the NFVO

when queried. The Alerts component handles information regarding alerts generated by



55

the Specifier, which can also be used by the network operator to generate reports regarding

the historical occurrence of anomalies in the data center. Likewise, the Values component

handles the results of analyses that did not detect any anomaly. These values can be used

as the baseline for further analysis depending on the anomaly detection mechanism im-

plemented in the Detector block, or they can be re-evaluated when new anomaly detection

mechanisms are implemented, enabling the detection of previously undetected anomalies

(CHANDOLA; BANERJEE; KUMAR, 2009). The Library has an important role in the

anomaly detection process since it is responsible for generating the messages to NFVOs

with both standard and anomalous information to be used to overcome the threats.

4.2 Detector Operational Modes

The first operational mode of the Detector block is the polling-based mode, in

which NSM periodically looks for anomalies based on a predefined time interval. When

the time comes, NSM requests to NFVO the information regarding the current status of

SFCs and VNFs in execution. Then, NSM executes the anomaly detection mechanism

based on the operational status (monitored information) and the cataloged information.

The time interval may be configured to coincide with the periodicity at which NFVO

collects information from the network.

In the event-based operational mode, NSM requests and analyzes SFC and VNF

information only when a new event related to these elements occurs. Some examples are

the deployment of a new SFC or changes in the configuration of a VNF. NFVO must notify

NSM about these changes in the cataloged elements. Then, NSM analyzes the elements

currently instantiated based on the monitored information acquired from NFVO, regard-

ing both their operational and cataloged information (i.e., expected behavior), notifying

NFVO in case an anomaly is detected.

The polling-based mode has the advantage of being independent of the NFVO

monitoring activity, which may enable NSM to detect anomalies quickly when configured

with short analysis intervals. However, short intervals may overload both NFVO and the

network with information requests. In turn, the event-based mode, only requests informa-

tion when NFVO modifies its catalogs, relieving both network and NFVO from excessive

requests. However, anomalies may take more time to be detected. The effectiveness of

the event-based mode is highly dependent on the number of events. An analysis of both

operational modes is provided in Section 6.6.
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4.3 Compatibility with NFV Standardization Efforts

As stated earlier in this thesis, two main standardization efforts are heading NFV

adoption. ETSI conducts the first one through its NFV ISG (CHIOSI et al., 2012), which

defines basic NFV concepts and dedicates a group exclusively to NFV MANO (QUIT-

TEK et al., 2014). NFV MANO presents a common management and orchestration ar-

chitecture for NFV elements, based on an information model designed to handle all infor-

mation regarding the registration and operation of such elements in the NFVI. Such infor-

mation model follows a hierarchical organization subdivided into four different classes,

as can be seen on the right side of Figure 2.1 and detailed as follows.

1. Service catalog: contains the description of all network services available in the

network, supporting the creation and management of service deployment templates

usually composed of network services, virtual links, and SFC descriptors.

2. VNF catalog: stores information regarding all VNFs available for deployment,

including VNF descriptors, software images (e.g., virtual machines or containers

templates), and network requirements for their deployment. This catalog can be ac-

cessed by both NFVO and VNFMs to perform operations such as VNF validation

and deployment feasibility.

3. NFV instances: holds information of all operational VNFs and services in the net-

work through VNF and NS records. Such records are constantly updated by both

NFVO and VIMs during the life-cycle of the respective elements, aiming to keep

VNFs and NSs operational status information up-to-date.

4. NFVI resources: stores information handled by VIMs regarding the available, re-

served or allocated resources in the operator’s NFVI. Such information is important

for reservation, allocation, and monitoring operations performed by NFVOs, since

orchestration strategies usually consider NFVI resources to trace deployment plans.

Despite that ETSI NFV MANO does not deal with the NFV standardization, the

information model proposed plays an important role in the integration of different solu-

tions in the same NFV environment. For example, the cooperation between two different

NFVOs is easier when both solutions use the same information format, i.e., a common

pattern for storing and processing data regarding the operation of NFV elements. For this

reason, the information model proposed by ETSI is considered in the design of the NSM

architecture, allowing it to integrate with any orchestration solution based on this model.
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The second standardization effort comes from the Internet Society, especially from

two groups: the NFV Research Group (NFVRG) under the Internet Research Task Force

(IRTF) supervision2, and the SFCWG under IETF supervision3. The NFVRG covers

NFV-related topics in different areas, such as VNF orchestration, services verification,

and multi-domain virtualization. In turn, SFCWG keeps focused on the operations re-

lated to the establishment and maintenance of SFCs, proposing an architecture to support

their operation (HALPERN; PIGNATARO, 2015). Despite that NFV is not mandatory for

SFC deployment, SFCs can benefit from the NFV MANO functions, more specifically

from the centralized orchestration provided by NFVOs, since NVFOs based on the ETSI

NFV architecture have access to all important information for SFC life-cycle manage-

ment. Moreover, SFCWG states that all entities composing SFCs should have its integrity

maintained against different types of anomalies, but SFCWG does not propose any mech-

anism to enable it. Thus, although foreseen, the design of SFC integrity solutions is not

covered by SFCWG.

Considering both the information model proposed by ETSI NFV MANO and

the definitions for SFC composition presented by SFCWG, the NSM is based on ETSI

MANO information model to enable the integration with MANO-based solutions, thus

providing the integrity required by SFCWG for SFC operation. Moreover, using the ETSI

NFV MANO information model, it is possible to easily manage monitored information

since its classes properly cover the data needed to be processed by anomaly detection

mechanisms. Such an information model is sufficient to answer the RQ II. More details

regarding the monitored information, as well as the data sets used to validate NSM are

provided in the next chapter.

2https://irtf.org/nfvrg
3https://datatracker.ietf.org/wg/sfc/about/
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5 CASE STUDY

In this chapter, the mechanisms considered to perform anomaly detection using

NSM are introduced. First, the scenarios considered for NSM evaluation are detailed

in Section 5.1. Then, the threats aimed to be detected and their main characteristics

are described in Section 5.2. Finally, in Section 5.3, the anomaly detection mechanisms

designed to validate NSM operation are presented and discussed.

5.1 Scenarios

To define the validation scenarios for NSM, some conditions for NSM operation

were assumed. The main conditions are summarized in the following assumptions:

• Bug-free VNFs and SFCs: VNFs passed through code verification process prior

their registration and deployment;

• Dedicated management communication channel: no concurrence with users’ traffic

in the communication between NFVO and NSM;

• Stable network connection: problems related to the communication are solved by

the network itself without impact for transmitters and receivers (i.e., NFVO and

NSM);

• Human-free operation: no direct interference of human operators in the anomaly

detection process, avoiding the occurrence of human-based errors that may reflect

into false-positive anomalies;

• Sufficient NFVI resources: all resources needed to instantiate VNFs and to create

SFCs are available, so errors regarding resources scarcity are not considered.

Considering the assumptions above, the following aspects are outside of the scope

of NSM validation:

• Threats directly related to human error in the network operation;

• VNFs and SFCs verification and validation;

• Infrastructure errors (network and resources);

• Dependability related attributes: reliability and maintainability.

The best way to validate the NSM is by using network scenarios applicable in

realistic production environments. Therefore, the network scenarios considered in this



60

thesis follow the definitions presented by ETSI NFV-SEC (BRISCOE et al., 2014). Such

scenarios were selected considering their wide adoption in NFV-related areas. More pre-

cisely, the (i) monolithic and the (ii) hosted virtual network operators scenarios are used.

In the former, the organization (i.e., NFVI provider/operator) which handles the NFVI

resources is the same that operates the VNFs, as well as the resources required by them.

In the latter, along with its own VNFs, the NFVI operator also hosts other virtual network

service providers. Thus, the first scenario is also present in the second one, with the NFVI

operator figuring itself both as a customer and as an NFVI resource provider. A simplified

example of such a scenario is depicted in Figure 5.1.

Figure 5.1: Example of the hosted virtual network operators scenario. Customers receive
their services through different SFCs, which may share VNFs along their paths.

Operator’s
Infrastructure

NFVI

VNF Server VNFConnection

  

 

Customers

SFC 3 Path

Shared VNF

Services

NFV MANO

SFC 1 Path SFC 2 Path

Figure 5.1 depicts three different SFCs, along with their paths through the VNF

servers that compose the operator’s NFVI. VNFs can belong to both the NFVI operator or

customers, but regardless of the VNF owner, all SFC are handled by the NFVI operator

through the NFV MANO plane. SFC 1 has its endpoint inside the NFVI, which indicated

the service is consumed by the NFVI provider itself, e.g., performing predictive caching

for content delivery networks. In this case, another SFC can be instantiated to deliver the

service to a given customer when requested.
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5.2 Threats

Threat characteristics reflect the type of anomalies occurring in the network, de-

termine the type of information to be monitored, and the effectiveness of the anomaly de-

tection mechanism. Moreover, some characteristics are not exclusive to a specific threat,

which may indicate the occurrence of other types of anomalies. Thus, monitoring NFV

elements looking for characteristics of well-known threats can also lead to the detection

of new types of anomalies, which may indicate the occurrence of zero-day exploits. The

anomalies selected for detection in this work and their respective characteristics are based

on the threats classified in Chapter 3, summarized in Table 5.1. The threat model used to

evaluate NSM is based on the insertion and/or modification of monitored information to

reflect the anomalies presented in Table 5.1.

Table 5.1: Threat Characteristics
Threat Security Attribute Characteristics Anomalies

DoS Availability
Service stops working or

not working properly
Missing SFC element

Flow duplication Confidentiality/Integrity
Information leaked from a
flow to unauthorized users

or attackers

Uncataloged/modified VNF
and virtual link

Unauthorized
access

Confidentiality/Integrity
Unauthorized users

accessing SFC elements
Uncataloged/modified

connection point

Unauthorized
privilege

Integrity
User receiving privileges

above stipulated

Uncataloged/modified VNF,
virtual link, connection point,

unauthorized bandwidth
growth

In this evaluation, 4 common network threats feasible to occur in NFV environ-

ments were selected to evaluate the efficiency of the anomaly detection mechanism used,

each one related to specific security attributes (AVIZIENIS et al., 2004): (i) DoS, when

some element of an SFC is missing or presents a different behavior than the cataloged

one; (ii) flow duplication, which may indicate malicious information leaks; (iii) unau-

thorized access, when NFV elements (such as VNFs and connection points) are inserted

or modified in the chain for providing access to malicious users; and (iv) unauthorized

privilege, where uncatalogued or modified elements changes SFCs operation to privilege

some users or customers.

The mentioned anomalies used for detecting threats may not directly relate only

to these threats. For example, detecting an uncatalogued connection point could not only

indicate unauthorized access and privileges but also lead to the detection of new threats

not yet addressed or registered by academia and industry. However, even in the case

where an anomaly is related to a different threat, it still needs to be handled. Thus, the
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choice for an anomaly detection mechanism able to detect different types of anomalies

more generically is crucial to keep the SFCs integrity and, consequently, NFV services

delivery. Although known threats are used to validate the system, we argue that anomalies

may be related to zero-day threats, which do not have a clear description, characteristics,

or mitigation strategies. Even though NSM can detect such anomalies, but without in-

dicating which kind of threat is affecting the network, since its an unknown threat. The

anomaly detection technique must be selected based on the characteristics of the NFV

environment. The next section provides details regarding the selection of the anomaly

detection technique.

5.3 Anomaly Detection Mechanisms

There are several anomaly detection mechanisms in literature, each one suitable

for different network scenarios and monitored information patterns (CHANDOLA; BANER-

JEE; KUMAR, 2009). Techniques which require supervised training or statistical model-

ing regarding network operation may not be suitable for NFV scenarios due to their dy-

namic behavior. For instance, supervised training techniques require well-defined training

data sets (containing anomalous and regular traces of the information monitored. Since

anomalies might not be known in their first occurrence, such techniques may not fit well

in an NFV environment. Similarly, statistical modeling requires a well-defined behavior

of anomalous and regular information, missing the capability to detect zero-day threats.

Despite their high accuracy, spectral theory-based techniques also require normal

and anomalous instances to be separable in the lower dimensional embedding of the data,

i.e., the variation between anomalous and regular information must be high enough to

separate them using reduction algorithms. Information theory-based techniques, however,

require neither training data set nor statistical models to operate, as classification and

statistics based techniques do. Moreover, information theory-based techniques are less

complex than spectral theory-based techniques and more sensitive to data sets with small

variations, demanding less processing capabilities to run in an acceptable time.

In this work, Shannon’s Information Entropy-based anomaly detection techniques

are designed into the Detector block, based on the type of information monitored and the

proven effectiveness of using entropy for detecting anomalies on network environments

(SILVA et al., 2016). Results obtained in previous investigations show that entropy-based

detection is a good candidate to detect anomalies considering data sets following the ETSI
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NFV MANO information model format (BONDAN et al., 2017a). In addition, using an

entropy-based detector, regular operation will not affect the resulting entropy. Even in

case of changes, the second level analysis of NSM will verify the real existence of threats.

Entropy-based anomaly detection works by tracking disorders in the data set of

monitored elements handled by NFVO, which indicate anomalies in the operation of NFV

elements. Assuming X as the data set under analysis with length n, Shannon’s entropy

H(X) is given by the equation:

H(X) =
n∑

i=1

p(xi) log
1

p(xi)
(5.1)

where p(xi) is the probability of the element xi to occur in X and log 1
p(xi)

is the uncer-

tainty related to xi. The higher the probability of xi to occur, the lower its uncertainty.

As the number of elements with low probability increases in the list, i.e., highly uncertain

elements, the entropy will change, indicating a disorder in the monitored elements. Only

if the entropy changes, the filtering process will be started to identify where the anomaly

occurs. The two-level approach of NSM (detection and filtering) also improves the ac-

curacy and avoids false negatives alarms, two known issues of entropy-based detection

mechanisms (BEREZINSKI; JASIUL; SZPYRKA, 2015). The filtering process designed

to validate our approach consists of analyzing element-by-element in the data set, looking

for the specific monitored information differing from the original configuration cataloged

for the anomalous element. Once specified where the anomaly occurs, the Advisor mod-

ule looks in a predefined set of suggestions with is the most suitable action to be taken for

overcome the potential threat(s) identified, similar to a cause-effect table.

Regarding scalability, the computational cost of calculating the entropy is smaller

than comparing element by element. Moreover, the entropy of cataloged information

does not need to be calculated every time, but only when new elements are registered in

the catalogs. As such, the entropy-based anomaly detection mechanism is scalable and

has low computational cost, avoiding constant entropy recalculation. Additionally, fast

entropy calculation approaches can reduce even more the entropy calculation complexity

(PAN et al., 2011).

To validate NSM, different entropy-based anomaly detection mechanisms were

implemented to prove the implementation flexibility of NSM. Such mechanisms were

designed based on the two types of information available: (i) qualitative information,

which is interpreted as characteristics and descriptors (i.e., textual information), such as
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identifiers, IP addresses, member VNFs; and (ii) quantitative, analyzed and processed as

numerical values, such as the customers’ bandwidth. Both types of information should

be analyzed separately due to their different natures. While quantitative information can

present small variations and still be consistent (i.e., do not correspond to an anomaly),

any variation in qualitative information may represent an inconsistency and a potential

anomaly. The qualitative detectors are referred as Single Entropy-based Detector (SED)1

and Merged Entropy-based Detector (MED)2, and the quantitative detector as Numerical

Entropy-based Detector (NED).

5.3.1 Qualitative Anomaly Detection Algorithms

SED was designed to compare the entropy of monitored information with cata-

loged information entropy. Despite its proven efficiency and fast execution time (BON-

DAN et al., 2017b), the monitored entropy value may remain unchanged in comparison

with cataloged entropy even when anomalies are known to occur. Although rare, such

situations may occur when, for example, the number of missing elements is equal to

the number of unregistered elements in the monitored information. To avoid such false-

negative results, the entropy calculation for qualitative information was refined by merg-

ing monitored and cataloged information. Thus, if any missing or unregistered element

occurs in the monitored list, the merged entropy will differ from the cataloged entropy,

indicating an anomaly. Algorithm 1 presents the pseudo-code of the anomaly detection

mechanism for qualitative information, which also represents the flow of information han-

dled by NSM.

First, NSM requests information regarding the current status of instantiated el-

ements from NFVO through OAD (line 1). Then, the Processor appends the received

information into a merged information list (line 2). The Analyzer then verifies the con-

figured operational mode: if NSM is configured to operate in event-based mode (line 3),

updated cataloged information is requested to the NFVO (line 4), the newly cataloged en-

tropy is calculated (line 5), and both cataloged information and entropy values are stored

in the Library (line 6). Otherwise (polling mode), the Detector retrieves the last cataloged

entropies from the Library (line 8). Next, the Analyzer appends the cataloged informa-

tion into the merged information list (line 10) and calculates its entropy (line 11). Both

1SED was published as a short paper at NetSoft 2017. More details in the Annex D.
2MED was published on the Ph.D. track of AIMS 2017. More details in the Annex C.
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merged and cataloged entropies are then compared (line 12). If the difference remains

unchanged, there is no indication of anomalies, so the current values are stored in the

Library for future queries (line 13), and a report message is build to NFVO, informing

that no anomaly was found (line 14). If the merged entropy differs from the cataloged

entropy, the Specifier filters the anomaly using the latest cataloged values. If NSM is con-

figured in polling mode, it retrieves the cataloged information from the library (line 17).

Otherwise (event-based mode), it was already requested by the Analyzer (line 4). The fil-

ter implemented in this work compares monitored and cataloged information. An alarm

message is generated with the filtering results (line 19), and it is stored in the Library (line

20). Finally, the Advisor looks for the most appropriate action to be taken based on the

identified anomaly (line 21) and a predefined set of actions, sending a report message to

NFVO with the anomalies and the suggested actions (line 23).

Algorithm 1 NSM pseudo-code: Merged entropy-based Detector (MED)
1: m_list[customers]← OADReqMonitoredInfo()
2: merged_info[customers].append(m_list) # DETECTOR: Processor
3: if MODE = EV ENTS then # DETECTOR: Analyzer
4: c_list[customers]← OADReqCatalogedInfo()
5: c_ent[customers]← calcEnt(c_list)
6: libStoreV alues(c_list, c_ent)
7: else # MODE = POLLING
8: c_ent[customers]← libReqV alues(c_ent) # LIBRARY: Values
9: end if

10: merged_info[customers].append(c_list)
11: merged_ent← calcEnt(merged_info[customers])
12: if merged_ent[customers] = c_ent[customers] then
13: libStoreV alues(m_list) # LIBRARY: Values
14: rep_msg ← “NO_ANOMALY ′′

15: else # SPECIFIER: Filter
16: if MODE = POLLING then
17: c_list[customers]← libReqV alues(c_list)
18: end if
19: alarm← filterAnomaly(m_list[customers], c_list[customers])
20: libStoreAlarm(alarm) # LIBRARY: Alarms
21: rep_msg ← alarm+ advSuggAction(alarm) # SPECIFIER: Advisor
22: end if
23: OADReportMessage(rep_msg)

The main difference from SED to MED resides in the entropy calculation. The

merged entropy-based mechanism creates the merged list (lines 2 and 10) with infor-

mation from both cataloged and monitored information, and calculates the merged list

entropy to compare with the cataloged information entropy (lines 11 and 12). In turn,

the original entropy-based mechanism uses monitored information entropy instead of the
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merged information entropy.

5.3.2 Quantitative Anomaly Detection Algorithm

Different from the qualitative versions, there is no need for merging monitored and

cataloged information for quantitative values since their discrete nature makes it virtually

impossible to have the same entropy variations in two different analysis. However, it may

result in different entropy values in every evaluation, turning direct entropy comparison

ineffective. To overcome this issue, the algorithm analyzes the monitored entropy in the

face of historical cataloged entropies. Da Silva et al. proved the effectiveness in detecting

anomalies for quantitative information by analyzing if the monitored entropy fits into

the interval composed by the mean of historical entropy values plus/minus their standard

deviation (SILVA et al., 2016). Complementarity, an additional parameter (β) is defined

to adjust the size of such interval. The higher the value of β, the bigger the interval, with

β = 1 representing no change in the interval size.

The Library should have valid entropy samples for each monitored parameter, used

to compare with the currently monitored entropy. Such samples can be inserted in the Li-

brary in two different ways: manually defined by the network operator or composed of

monitored samples in a trusted interval (i.e., when the network is known to be operating

without anomalies). The modifications made for the quantitative anomaly detection mech-

anism are highlighted in Algorithm 2. The limited amount of modifications reflects the

modular architecture of NSM, one of the main characteristics aimed for during its design,

highlighting NSM’s flexibility in implementing different anomaly detection mechanisms.

Algorithm 2 NSM pseudo-code: changes for quantitative analysis (NED)
. . .

2: m_ent← calcEnt(m_list[customers])
. . .

10: mean_ent[customers]← mean(libReqV alues(c_ent))
11: stdv_ent[customers]← stdv(libReqV alues(c_ent))
12: if mean_ent− β ∗ stdv_ent < m_ent[customers] < mean_ent+ β ∗ stdv_ent then

. . .
22: end if

. . .

The first modification occurs in line 2, where instead of composing the merged

information list to calculate its entropy further, the algorithm calculates the entropy of the

monitored information received from NFVO. Further, the pseudo-code has been adapted
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to calculate the mean (line 10) and the standard deviation (line 11), verifying if the moni-

tored information belongs to the interval composed of these values (line 12).
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6 EVALUATION AND RESULTS

In this chapter, the details of the NSM evaluation are presented based on the def-

initions presented in the previous sections. First, the data set used in the evaluation of

NSM as well as the parameters involved in the experiments are presented in Section 6.1.

Then, the results obtained through the experimental evaluation are presented and dis-

cussed, considering their accuracy in Section 6.2. Note that by accuracy we mean the

correct detection of positive anomalies, i.e., true positives. In Section 6.3, the accuracy of

the qualitative anomaly detection algorithms is compared for types of anomalies. Then,

in Section 6.4, the accuracy evaluation of NED is presented, considering different sample

sizes. Next, Section 6.5 presents a time comparison among MED, NED, and a standard

element-to-element comparison mechanism. Finally, the detection times of the Detector

block operational modes are analyzed in Section 6.6.

6.1 Evaluation Parameters

To define the network scenarios exemplified in Subsection 5.1 as well as to an-

swer the RQ II, we should consider the particular characteristics and information of such

scenarios. In the defined scenarios, such characteristics are reflected in the number of

NFV elements present in the network environment, i.e., VNFs, SFCs, and their respec-

tive configurations. According to Sherry et al. (SHERRY et al., 2012), the number of

network functions composing SFCs on large scale enterprise networks is around 100,

where each SFC is composed of 2 to 7 VNFs. Considering the analysis of Sherry et al.,

Rankothge et al. (RANKOTHGE et al., 2017a) have defined an algorithm to characterize

such environments, where the number of VNFs for a given customer follows a truncated

power-low distribution with exponent 2, minimum 2 and maximum 7. For data set genera-

tion, an algorithm based on Rankothge et al. equation for SFC composition in large-scale

enterprises (RANKOTHGE et al., 2017a) is used. The original algorithm was adapted

to include information regarding VNF characteristics, i.e., members VDUs, connection

points, and virtual links. The data set fields are summarized in Table 6.1.

Generated data sets include information regarding registered customers and re-

spective SFCs, as well as VNF composition and traffic passing through each SFC (cus-

tomers’ bandwidth). SFCs and VNFs have a unique identifier (ID) and a set of connection

points, represented by source and destination IPs for SFCs and virtual network interfaces
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Table 6.1: Fields and examples of values from the data set used in evaluations
SFC fields VNF fields

Field Example Field Example
ID 1 ID 1

Customer C1 Connection points eth0,eth1
Bandwidth 27 Virtual links 1,2

Source-Destination IPs 10.0.0.1-10.0.0.2 Number of VDUs 3
VNFs 1 1 3 1 1 5 – –

for VNFs. VNFs also have a set of virtual links connecting them to the others VNFs in

the chain. By monitoring connection points and virtual links, it is possible to identify

duplication of flows, i.e., when an abnormal connection point or a virtual link was created

for duplicating incoming or outgoing flows of an SFC or VNF. Moreover, each SFC also

contains information regarding the customer they are supplying, as well as the bandwidth

assigned to that customer. Variations in the bandwidth configured may indicate, among

other threats, an unauthorized privilege for a given customer. Finally, SFCs are composed

of one or more VNFs, while VNFs are composed of one or more VDUs. Monitoring

VNFs and VDUs is important to identify situations when unauthorized elements are in-

serted in the chain for malicious purposes, such as copying messages or changing the

SFC functionality. The evaluation parameters used in each experiment are summarized in

Table 6.2 and explained in details in their respective sections.

Table 6.2: Parameters used in each experiment
Parameter Value

Number of SFCs from 1 to 192
VNFs per SFC 3
VDUs per VNF 3

Number of customers from 5 to 40
MED polling interval from 1 to 60 minutes

Catalogued information events from 1 to 10 per hour
NED number of samples from 5 to 100

NED β values 0.5, 1 and 2 (first experiment); 1 (other experiments)

Anomalies considered
Unregistered SFCs, missing SFCs, unauthorized
changes in the SFC, unauthorized changes in the

customers’ bandwidth
Anomalies likelihood 60% (single or multiple)

Machine used Intel i5 2,5GHz; 8GB RAM.
Confidence level 99%

All experiments have been repeated until a confidence level of 99% is achieved,

using an Intel i5 2, 5GHz computer with 8GB of RAM. Following enterprise reports,

anomalies are injected in the data set with a likelihood of 60% (ANSTEE et al., 2017)

during the experiments. Moreover, to evaluate the event-based operational mode of the
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Detector block, we also randomized the creation of new cataloged information, i.e., the

registration of new NFV elements, such as SFCs and VNFs. Four anomaly types are

considered: (i) unregistered SFCs; (ii) missing SFCs; (iii) unauthorized changes in the

SFC, such as additional, missing, and switched VNFs; and (iv) unauthorized changes in

the customers’ bandwidth. The evaluations performed in the upcoming sections support

the use of this data set to answer the RQ II: what information should be analyzed to keep

the NFV environment safe and how such information should be acquired.

6.2 Overall Detection Accuracy

This experiment presents the accuracy of the anomaly detection mechanisms, as

well as the false-negative rate of each mechanism. The number of customers currently

registered in the network varies from 5 to 40, each one following the specifications for

SFC deployments in large enterprises discussed in Section 5.1. Additionally, NED starts

its operation with 100 samples, and the value of β was changed three times: 1 (no change

in the interval size), 0.5 (half-sized interval), and 2 (double-sized interval). The results

obtained are depicted in Figure 6.1 through a Receiver Operating Characteristic curve

(ROC curve) (FAWCETT, 2006).

It is important to emphasize that each detector is evaluated analyzing the informa-

tion they are designed for, i.e., qualitative information for SED and MED, and quantita-

tive for the NED, since they could show high false-positive rates when out of their scope.

Therefore, anomalies in quantitative information were not considered in the evaluation of

SED and MED, while qualitative information was not considered in NED experiments.

In general, MED presents higher accuracies in all cases investigated, followed by

NED, and SED, which presents the lowest accuracy. The best results achieved by MED

can be credited to the composition of the merged list, which reduces the occurrence of

false-negatives by merging cataloged and monitored information to calculate one entropy.

NED with β = 1 presents an accuracy slightly smaller than the MED (95% on av-

erage). Such behavior can be assigned to scenarios where small changes in the bandwidth

may not be detected, especially during the beginning of its execution, when there are still

few monitored values to calculate the mean and standard deviation that better characterize

the entropy of the monitored elements. Thus, NED can present false detections until it has

enough entropy calculations (or samples) to properly characterize the monitored informa-

tion pattern (100 samples according to da Silva et al. (SILVA et al., 2016)). An in-depth
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Figure 6.1: ROC curve comparing the accuracy results of the Single Entropy-based De-
tector (SED), the Merged Entropy-based Detector (MED), and three β configurations for
the Numerical Entropy-based Detector (NED).
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evaluation of NED accuracy and the number of samples used is provided in Section 6.4.

The size of the interval used as threshold detection by NED was modified to eval-

uate its accuracy using the β parameter. With a bigger β (2), NED accuracy decreased.

Such behavior may occur given the higher tolerance when using a bigger β value (i.e.,

NED might consider greater changes in the entropy as normal when they might be anoma-

lies). Same way, using a smaller β value may restrict too much the analyzed samples, and

normal information might be considered anomalies.

The sub-optimal results for lower numbers of customers presented by SED are

directly related to the type of anomalies that occur in the monitored information. More

details on the influence of specific anomaly types on the accuracy of SED and MED are

provided in the next section.

6.3 Influence of Anomaly Type

This evaluation regards the accuracy of the qualitative detectors implemented in

the face of different anomaly types. Since SED may present different accuracies for spe-

cific types of anomalies, isolating such anomalies is important to identify which threats
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each detector is suitable. Two different types of anomalies can occur with monitored infor-

mation: (i) changes in values configured for NFV elements, and (ii) unregistered/missing

NFV elements in the monitored information. These anomalies types are individually an-

alyzed and the accuracy results are presented in Figures 6.2 and 6.3.

Figure 6.2: Accuracy of the Single Entropy-based Detector (SED) and the Merged
Entropy-based Detector (MED) in face of changes in monitored element information
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Figure 6.2 shows the accuracy results of SED and MED in the face of anomalies

of type (i) only. In such a scenario, SED presents an accuracy of 50% for 5 customers,

which increases as the number of customers increases until reaching 70%. These values

can be explained due to the occurrence of changes in the monitored information that cause

the same impact in the entropy value, but with opposite signs. MED presents accuracies

around 99% for all number of customers. In turn, when considering anomalies only of

type (ii) (Figure 6.3), both detectors present accuracies higher than 90%, until achieving

97% of accuracy for 40 customers, while MED keeps its accuracy around 99% for all

number of customers. The explanation of such improvements lies in the presence of

anomalies only related to unregistered/missing elements, which usually do not present

the same impact in the entropy values, as discussed in our previous work (BONDAN et

al., 2017b). Thus, SED is not the preferred option to detect threats related to changes

in the configuration of the monitored elements, such as flow duplication, unauthorized

access, and unauthorized privileges (see Table 5.1). However, SED is still an option to
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Figure 6.3: Accuracy of the Single Entropy-based Detector (SED) and the Merged
Entropy-based Detector (MED) in face of unregistered/missing monitored elements
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detect the occurrence of DoS when NFV elements are missing or new ones are inserted in

an SFC to deny service delivery.

6.4 Influence of Sample Size

To evaluate the impact of the sample size in the accuracy of the quantitative de-

tector, the number of samples used by NED is varied from 5 to 100, considering 40 cus-

tomers. Such samples are obtained by executing the entropy calculation of monitored

information during a trusted interval, i.e., without the occurrence of anomalies (a cold-

start phase). The parameter monitored in this evaluation is the bandwidth configured for

each customer. The results of this evaluation are summarized in Figure 6.4.

With a few samples, NED presents high relatively false-positives rates. Such be-

havior occurs due to the limited amount of information provided to NED for composing

the numeric interval in which entropies are not considered anomalies. With few samples,

this interval tends to be small or inaccurate, so small variations in the entropy will be

classified as anomalies even when they are not. With 5 samples, the number of anoma-

lies detected is close to 100%, but above 75% are real anomalies (true-positives). This

behavior occurs because the total number of detected anomalies is composed of actually
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Figure 6.4: True and false-positive results of the Numerical Entropy-based Detector
(NED) varying the number of network samples (cold-start).
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detected anomalies as well as false-positives. As the number of samples increases, the

false-positive rate decreases, as well as the total amount of detected anomalies. Even

with a few samples, the two-leveled approach of NSM (detection and filtering) properly

handles the occurrence of false-positives in the filtering process. However, false-positives

should be kept as few as possible to avoid the activation of time-expensive filters.

6.5 Execution Time

The time spent by anomaly detection mechanisms to analyze the data set was

evaluated for (i) MED, (ii) NED, and (iii) a direct comparison of monitored and cataloged

information, comparing element by element on such lists (n-to-n). The number of instan-

tiated SFC varied from 1 to 192, each one composed of 3 VNFs and up to 3 VDUs. The

results are depicted in Figure 6.5.

Entropy-based solutions are considered light-weight anomaly detection mecha-

nisms, suitable for performing the first evaluation of the monitored information to detect

anomalies. In the execution time evaluation, both entropy-based mechanisms were faster

than comparing element by element from the monitored and cataloged information lists

for all number of instances (deployed elements) evaluated. As can be observed in Fig-
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Figure 6.5: Execution time comparison of MED, NED, and element-to-element (n-to-n)
versions of the anomaly detection mechanism.
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ure 6.5, although all execution times are close to each other for small deployments (e.g.,

above 6 SFCs, 18 VNFs, 36 VDUS), as the number of instances increases, the entropy-

based mechanisms present a less accentuated growth.

Among the implemented entropy-based mechanisms, MED was faster than NED

in all evaluations. Such results can be credited to the preprocessing needed for MED,

which needs to compose a merged list of monitored and cataloged information. SED, in

turn, requires the calculation of the mean and standard deviation to compare the monitored

entropy but using Welford’s method the list of entropies should be accessed just once,

saving time in this calculation. Additionally, incremental mean calculation algorithms

can be implemented to save more time in each analysis of the quantitative mechanism.

6.6 Influence of Operational Mode

This evaluation compares the average time before an anomaly is detected in each

operational mode. In this experiment, MED is used due to its higher accuracy for qualita-

tive information. The occurrence of anomalies is simulated in an interval of 60 minutes,

with a likelihood of 60% to occur every minute, which may present single or multiple

anomalies in each occurrence. The event-based mode is configured to execute every
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time a new event related to the cataloged information occurs, such as the registration of

new VNFs or configuration changes in the existing ones. The occurrence of such events

(anomalous or not) varies from 1 to 10 per hour in an interval of 60 minutes. The polling-

based operational mode is configured to analyze the monitored information in intervals

from 1 to 60 minutes. The results obtained are depicted in Figure 6.6. The order of mag-

nitude for the detection times of both operational modes is directly related to the order

of magnitude configured in the experiment. Wide intervals (from minutes to hours) are

considered in this experiment, but in high-sensitive network scenarios, such intervals can

be reduced to seconds or milliseconds to guarantee faster detection times.

Figure 6.6: Comparison of the detection time on both Detector operational modes
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As the polling interval increases, the time needed to detect anomalies increases

linearly in the polling-based mode. On average, the detection time takes half of the

polling interval value to detect anomalies in the polling-based mode. In turn, the event-

based mode presents an exponential decreasing time to detect anomalies as the number of

events per hour increases linearly. There is an intersection point where both event-based

and polling-based modes present the same detection time, at 12 min when 5 events per

hour and a polling interval at 24 min are used. In highly dynamic scenarios, where in-

formation regarding cataloged NFV elements changes often, the event-based mode tends

to be the best option since it will be able to quickly detect anomalies without performing

unnecessary analysis (which may occur in the polling-based mode).
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The effectiveness of the polling-based mode is directly related to the time inter-

val configured. Short polling intervals are the best way to detect anomalies quickly but

imply in more NSM executions, which may overload the NFVO with NFVO-to-NSM

communication. Higher polling intervals imply less anomaly detection executions, but

anomalies will take longer to be detected. Moreover, different strategies can be applied to

improve the event-based detection, such as performing the anomaly detection every time

the NFVO acquires information from the NFV elements (monitoring events). However,

such strategy may increase the processing time of both NSM and NFVO, and NFVOs

should be able to perform many operations over monitored information in parallel, i.e.,

acquire monitored information, send it to NSM, receive the anomaly detection results and

apply the suggested actions.
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7 CONCLUSIONS

This thesis has presented and discussed the advancements in NFV, from its defini-

tion to the most recent proposals regarding the integrity and security of NFV elements in

emerging network environments. A classification for NFV threats was presented, intro-

ducing security domains where the main threats for different NFV elements are organized.

In addition, an NFV Security Module (NSM) was proposed as an additional module to

the ETSI NFV architectural framework, where anomaly detection mechanisms communi-

cate directly with NFV orchestrators, analyzing the operation of NFV elements operating

under their control and providing hints to network operators to overcome threats in their

NFV environments.

Considering the lack of solutions designed to guarantee the integrity of NFV el-

ement in emerging NFV-environments, as well as existing solutions designed to detect

anomalous behaviors in different scenarios, through extensive research, prototypical de-

velopment, and experimentation, this thesis aimed to verify the following hypothesis:

Hypothesis: the employment of anomaly detection mechanisms in conjunction with

network orchestrators can properly identify anomalous behaviors related to

security threats to NFV virtualization elements in different networking

environments.

The investigations conducted and the results presented in this thesis set a clear path

towards supporting the proposed hypothesis. The experiments conducted have demon-

strated the effectiveness of anomaly detection mechanisms applied to identify potential

threats in NFV environments, considering a case study encompassing two network sce-

narios: monolithic and hosted virtual network operators. Through realistic data sets, dif-

ferent entropy-based anomaly detection mechanisms have been designed to validate NSM

in such scenarios.

The accuracies obtained using different solutions have been evaluated, varying

specific parameters of each mechanism to analyze their impact on the final accuracy ob-

tained as well as the mechanism more suitable for each type of threat. Additionally, the

false-negative rate of NED was analyzed, decreasing as the number of samples increases

until achieving 1% using 100 samples. Moreover, NSM operational modes have been an-

alyzed in terms of the average time needed to detect anomalies. Accuracies above 90%

have been achieved using MED and NED, while SED has presented 81% of accuracy at
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its best, considering its limitations. Therefore, entropy can be used as a general anomaly

detector, operating in conjunction with refined filtering processes to specify and mitigate

threats in the NFV environment.

Based on the work presented in this thesis, it is possible to identify evidences

to answer the research questions (RQs) associated with the hypothesis that have been

proposed to guide this study. The answers to each question are detailed as follows.

RQ I. What are the threats that may affect NFV environments?

Answer: Security in NFV is an emerging subject, receiving increasing atten-

tion from both industry and academia. Although NFV has been explored to provide

solutions to overcome traditional networking security vulnerabilities, NFV itself

presents specific threats resulting from the combination of generic networking and

virtualization threats. In this thesis, through an in-depth investigation of both NFV-

specific threats from the intersection of virtualization and networking threats, NFV

security threats have been organized accordingly to the NFV elements and respec-

tive vulnerabilities of each element.

The classification presented considers security threats that may affect the main NFV

elements, organizing them according to different NFV security domains. The main

research avenues and solutions to threats related to each NFV security domain were

presented, divided into NFV-based solutions for existing network environments and

proposals to improve the security of NFV emerging environments. By presenting

an overview of solutions available to overcome the identified threats, network op-

erators can decide which approach is the most suitable to cover the vulnerabilities

of their environments.

RQ II. What information should be analyzed to keep the NFV environment safe and how

such information should be acquired?

Answer: In NFV environments compliant to the ETSI architectural framework,

every element (i.e., virtual machine, VNF, SFC, etc.) should be cataloged before

being used. Once deployed, such elements are monitored by NFVOs to adjust their

operation according to demand, shutdown elements when they are not needed any-

more, migrate elements to meet QoS metrics, among other reasons. As such, not

only operational information but also cataloged information must be analyzed to

keep the integrity of NFV elements in the network.

As cataloged information remains stored in the catalogs, it can be acquired directly

from them. In addition, operational information is handled by NFVOs. As such,
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the best way to acquire and analyze operational information is taking advantage of

NVFOs’ control over NFV elements to request operational information to it. More-

over, NFV information is found in two different natures: qualitative (e.g., identi-

fiers, IP addresses, member VNFs) and quantitative (e.g., customers’ bandwidth),

requiring specific analyses for each nature. For this reason, different anomaly de-

tection mechanisms were designed for the two types of information available, ob-

taining accuracies above 90% on average, using qualitative (MED) and quantitative

(NED) detectors.

RQ III. How to provide a flexible way to analyze different threats in NFV environments?

Answer: ETSI NFV architectural framework does not provide any direction in

how to protect NFV environments against attacks, arguing that such mechanisms

should be provided apart from their framework. After analyzing different infor-

mation types of NFV elements and how any disturbance in such information may

indicate a threat to the NFV environment, anomaly detection mechanisms appeared

as the most suitable solutions to keep NFV elements safe. Anomaly detection so-

lutions are used in different network scenarios, given its flexibility to operate with

almost any kind of information.

This thesis has shown the effectiveness in applying anomaly detection mechanisms

to guarantee the safety of NFV elements by adding a new module to the standard

ETSI NFV architectural framework. Such a module does not interfere in the opera-

tion of the original modules presented by ETSI since it communicates with NFVOs

using their standard communication APIs. By adding the proposed NSM, it is possi-

ble to implement different anomaly detection mechanisms for information of differ-

ent natures (i.e., qualitative and quantitative), with proven effectiveness in detecting

disturbances in NFV elements’ operation.

7.1 Future Work

Challenges and open issues that still need further investigations were also identi-

fied through the studies conducted, which can be subject to future work. The employment

of autonomic verification mechanisms to validate VNF and SFC operation, AAA solu-

tions to avoid user authentication flaws, trustable intra-API communication, are some

examples of security-research topics identified in this thesis that deserve attention from

the NFV community. As future research, we aim to extend NSM detection to consider
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real-time information regarding resource consumption by virtual machines and container

engines (e.g., CPU, RAM, disk).

Analyzing NSM operation in production networks is another important step to

extend our research, since production networks may present unpredicted behaviors, such

as communication problems between NVFOs and other network elements. To do so,

we plan to employ NSM in the FENDE platform (BONDAN et al., 2018; BONDAN et

al., 2019), which provides a marketplace for acquiring and executing VNFs and SFCs

while fully compliant with ETSI’s NFV architectural framework1. Furthermore, machine

learning mechanisms can be investigated to improve both detection and filtering process

by analyzing past NSM executions.

1More details about FENDE project can be found in the demonstration presented at SIGCOMM 2018
(Annex B) and the article published in IEEE COMMAG (Annex A)
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AbstrAct

The emergence of NFV has drawn the atten-
tion of academia, standardization bodies, and 
industry, because of the possibility of reducing 
capital and operational costs while introducing 
innovation in computer networks. To enable 
developers to independently publish and distrib-
ute VNFs, marketplaces akin to online application 
stores are essential. Research efforts in several 
aspects are necessary to enable wider adoption of 
such online application stores in emerging NFV-
based computer networks. This article reviews the 
historical perspective of networking paradigms 
and technologies to propose FENDE, a market-
place and ecosystem for the distribution and 
execution of VNFs and composition of service 
function chains. Major challenges that must be 
overcome to promote the adoption of market-
places in emerging NFV-based networks are inves-
tigated and discussed.

IntroductIon
Computer networking technologies have evolved 
in many different ways to support the devel-
opment and adoption of innovative services. 
Programmable virtual networking (PVN), soft-
ware-defined networking (SDN), and network 
functions virtualization (NFV) are examples of 
disruptive concepts that have been exploited to 
offer advanced networking environments which 
foster innovation. Recently, special attention has 
been given to NFV and its capability to develop, 
deploy, manage, and integrate virtualized network 
functions (VNFs). NFV has begun to be widely 
adopted by both industry and academia, thus 
becoming fundamental for providing flexible net-
work services.

As NFV adoption grows, the number of avail-
able VNFs also increases, leading to the need 
for proper solutions to offer and distribute these 
functions to network operators. We advocate 
that NFV can benefit from a software offering 
and distribution model, which has proven to be 
effective for other technologies. More specifically, 
following the trend initiated by the Google Play 
Store and Apple App Store, which popularized 
the business model where third-party developers 

are able to offer applications to users of mobile 
devices, marketplace solutions for NFV have been 
proposed [1, 2]. However, the available NFV mar-
ketplaces are designed for specific scenarios and 
to fulfill specific demands without considering its 
adoption in different network scenarios, such as 
multi-vendor VNF acquisition and service func-
tion chaining (SFC) composition. Moreover, such 
solutions usually provide VNFs’ source code for 
download but do not offer adequate manage-
ment tools nor the NFV infrastructure (NFVI) to 
execute VNFs. We argue, on the other hand, that 
the design of NFV marketplaces should consider 
three fundamental aspects: VNF offering, life cycle 
management, and infrastructure management.

Based on fundamental aspects of NFV market-
places, in this article we propose FENDE (https://
gt-fende.inf.ufrgs.br), a marketplace and federated 
ecosystem for the distribution and execution of 
VNFs [3]. In FENDE, developers are able to offer 
their VNF solutions, while customers can acquire 
them and choose whether to use public or private 
infrastructures to instantiate the acquired VNFs. In 
addition, FENDE provides infrastructure support 
for VNF instantiation, so customers can acquire 
and execute VNFs through a unified interface. 
FENDE also delivers all VNF life cycle manage-
ment operations and SFC capabilities, in which 
customers can compose chains with the acquired 
VNFs to deliver network services. FENDE is the 
first NFV ecosystem that provides a marketplace 
for VNF offering together with VNF and SFC cre-
ation and life cycle management, as well as the 
infrastructure support needed for VNF and SFC 
instantiation.

MArketplAces: HIstorIcAl perspectIve
Online marketplaces have evolved alongside the 
emergence of new technologies. The populariza-
tion of smartphones, for example, created a mar-
ket for apps, which led the main mobile vendors 
to deploy their marketplaces as a way to offer 
applications to end users. A historical perspective 
of online marketplaces is depicted in Fig. 1. Each 
paradigm corresponds to a horizontal line parallel 
to the main timeline, on which technologies and 
marketplaces are plotted. These marketplaces are 
those that have/had market dominance, regard-
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ing the amount of customers and services avail-
able, in every technology and paradigm that we 
considered.

The Third Generation Partnership Project 
(3GPP) released the 3G Networks specifications 
in the early 2000s, representing a milestone in 
mobile networks. Later, in the mid-2000s, the 
popularization of smartphones boosted the 
mobile market. Although several mobile platforms 
were developed (e.g., BlackBerry, Symbian, and 
Windows Mobile), Apple and Google opened up 
the market of apps by introducing, in 2007 and 
2008, respectively, whole ecosystems composed 
of operating systems (i.e., iOS and Android) and 
marketplaces (e.g., Apple’s App Store and Goo-
gle Play) to provide apps to smartphone users. 
In 2010, Microsoft also adopted this strategy by 
making available Windows Phone and Windows 
Store. As a result, the combination of mobile 
platforms and marketplaces allowed third-party 
developers to offer a broad range of apps. As an 
illustration, in 2017, Google Play offered around 
3.1 million distinct apps, and its revenue is fore-
casted to add nearly US$10 billion to the world 
economy [4].

Although cloud computing emerged at the 
beginning of the 2000s, its consolidation occurred 
from 2006 onward, when providers started to 
offer on-demand services over the cloud. In 2006, 
Amazon announced an on-demand computing 
platform called Elastic Compute Cloud (EC2), 
and in 2008 Microsoft entered into this market 
by launching the Microsoft Azure cloud com-
puting platform. Later, in 2010, OpenStack was 
also introduced as an open source cloud enabler. 
Because of the wide adoption of this paradigm, 
in 2011, the National Institute of Standards and 
Technology published the NIST definition of 
cloud computing [5]. Meanwhile, several compa-
nies invested in marketplaces to offer an easy way 
to distribute applications and services over the 
cloud. Among them, four marketplaces are worth 
highlighting: Amazon Web Service (AWS) Mar-
ketplace, Microsoft Azure Market, Juju Charm 
Store, and OpenStack Catalog. AWS Marketplace 
contains a collection of cloud computing services 

for EC2. Azure Market provides a collection of 
integrated cloud services with solutions for data 
storage, database management, mobile services, 
and networking. Juju Charm is a project under 
the auspices of Canonical, which consists of a 
marketplace to enable applications and services 
modeling for clouds. Finally, OpenStack Catalog 
hosts ready-to-use applications that customers can 
deploy within OpenStack clouds.

In computer networks, SDN is a paradigm 
characterized by decoupling the network con-
trol (control plane) from the forwarding functions 
(data plane) [6]. One of the first relevant attempts 
to standardize SDN was ForCES, which defined an 
architectural framework and associated protocols 
for the communication between control and for-
warding elements. In 2007, Juniper released the 
Junos service development kit (SDK) to allow the 
development of applications in the Junos OS, and 
since 2009 Juniper maintains the Juniper Devel-
oper Network (JDN) and Juniper Professional Ser-
vices Marketplace (JPSM) to foster a community 
of network application developers. At the end of 
2008, OpenFlow established itself as the most 
important SDN implementation. Shortly after the 
first specification of OpenFlow, the Open Net-
work Foundation (ONF) became responsible for 
the standardization efforts. In turn, Hewlett-Pack-
ard Enterprise (HPE) released the HPE VAN SDN 
controller at the beginning of 2013. Right after, 
in 2014, HPE introduced a marketplace for SDN 
applications (HPE SDN App Store), allowing net-
work end users to deploy services by aligning the 
network with business needs.

With respect to the virtualization of network 
functions, between 2012–2013, the European 
Telecommunications Standards Institute (ETSI) 
published the NFV architectural framework [7], 
running in virtual machines (VMs) hosted on com-
mercial off-the-shelf servers. From 2012 onward, 
several solutions were proposed to accelerate 
the adoption of NFV, such as open platforms for 
NFV (e.g., ClickOS in 2012 and OPNFV in 2014) 
and frameworks that simplify the development 
of VNFs (e.g., Cisco Open Network Environment 
[ONE] in 2013). Also, important players have 
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spent efforts to facilitate the distribution of VNFs: 
Cisco Marketplace (released in 2014) offers 
applications and hardware solutions from Cisco 
itself as well as from partner companies, whereas 
the T-NOVA project (started in 2015) proposes 
a marketplace that enables network end users 
to purchase and deploy VNFs according to their 
demands. In 2016, the Open Baton project made 
available a marketplace for downloading VNFs 
compatible with the Open Baton NFV Orchestra-
tor and VNF Managers.

By analyzing both NFV characteristics and gen-
eral marketplace features, we identified four main 
requirements for the development of NFV market-
places: offering, execution, accounting, and man-
agement. Today, NFV marketplaces partially cover 
these requirements. Cisco Marketplace, T-NOVA, 
and Open Baton offer VNFs and services as well 
as tools for their configuration. However, only the 
first offers physical resources for their execution. 
Cisco and T-NOVA provide a business model 
where network end users can purchase and 
deploy VNFs according to their demands. Such 
a business model, however, does not consider 
third-party developers offering their solutions in 
the marketplace. Moreover, there is no possibility 
of integration with institutions belonging to fed-
erated infrastructures, widely disseminated infra-
structures/testbeds, or even the usage of private 
infrastructures for VNF execution. We capitalize 
on these previous efforts to investigate and pres-
ent all functionalities needed in a full marketplace 
ecosystem for VNF offering, execution, account-
ing, and management.

Fende: MArketplAce And  
FederAted ecosysteM For vnFs

FENDE was designed considering three users: 
developers, reviewers, and customers. Each inter-
acts with FENDE through dedicated access and 
management panels that provide all operations 
needed for marketplace operations. Also, FENDE 
provides infrastructure support to execute and 
monitor virtualized functions. Thus, FENDE places 
itself as the first NFV marketplace solution that 
provides all functionalities needed for customers 
to acquire and execute VNFs and SFCs, thus com-
bining marketplace, management, and infrastruc-

ture capabilities in one solution.

Fende ArcHItecture

FENDE is based on the NFV architectural frame-
work defined by ETSI, as illustrated in Fig. 2. The 
FENDE architecture is divided into three layers, 
each layer with specific modules for different 
operational levels.

User Layer: The user layer contains the ele-
ments responsible for the interaction between 
different users with the platform. Developers fill 
a registration form for VNFs they want to offer, 
containing information regarding VNF character-
istics (e.g., source code and virtualization require-
ments). Then reviewers analyze registration 
requests sent by developers before VNFs become 
available in the marketplace. Once approved, cus-
tomers can access the marketplace and select the 
VNFs they want. Acquired VNFs are available in 
the customer’s library, where instances of each 
VNF can be created. In addition, customers are 
also able to perform life cycle management oper-
ations as well as create SFCs with VNFs acquired.

Data Layer: The data layer handles all informa-
tion regarding VNFs, SFCs, and FENDE’s users. As 
such, three main databases are designed: Review 
Requests, containing all developers’ requests 
for VNF registration in the marketplace; Service 
and VNF Catalog, containing all VNFs and SFCs 
available for acquisition by customers in the mar-
ketplace; and Master Repository, where all VNF 
descriptors and information on running instanc-
es are stored. Once VNFs are accepted and/or 
instantiated, a series of events must occur in the 
platform so that other modules can use the infor-
mation synchronously. To do so, three modules 
in this layer integrate the user layer with the NFV 
layer.

Request Manager: Controls the repository of 
submissions in the Review Requests database and 
also performs the migration to the catalog when a 
VNF is accepted.

Communication API: Provides communication 
between the user and NFV layers. Its main func-
tions are: 1) requesting the creation or update 
of VNFs’ repositories and 2) requesting VNFs’ 
descriptors for instantiation. All modules that need 
information belonging to the Repository Manager 
can forward the request through the Communica-

Figure 2. FENDE architecture.
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tion application programming interface (API).
Repository Manager: Creates, maintains, and 

manages VNFs’ descriptors available in the Cata-
log. For example, when a repository is accepted, 
the Repository Manager clones and maintains a 
local version of that repository.

NFV Layer: This layer brings together the main 
NFV elements proposed by ETSI, divided into 
three sublayers.

NFV Management and Orchestration 
(MANO): Designed to handle operations relat-
ed to services’ and functions’ life cycle manage-
ment, as well as resource sharing among virtual 
elements. It has three main components.

VNF Manager (VNFM): Responsible for VNF 
life cycle management operations, such as instan-
tiating, removing and updating VNFs, as well as 
creating SFCs. To enable both hardware and soft-
ware-level VNF management, FENDE has three 
main modules:
• Events Manager, responsible for receiving 

requests from the user layer and performing 
VNF life cycle management, activating the 
two other modules accordingly

• Resource Monitoring, which monitors met-
rics related to physical resources assigned 
for each VNF such as CPU, memory, and 
storage

• VNF-Level Monitoring, which monitors the 
function of each VNF, collecting metrics 
related to the function usage, such as num-
ber of processed packets and operations 
latency
Virtualized Infrastructure Manager (VIM): 

Controls all resources available in the NFVI. 
FENDE supports different VIMs, using its com-
munication API to abstract technology-specific 
commands. Thus, FENDE supports the compo-
sition of heterogeneous infrastructures, such as 
local interconnected infrastructures based on the 
CloudStack and OpenStack platforms;

NFV Orchestrator: Brings intelligence to ser-
vice provisioning and composition processes, 
directly interacting with VNFMs for managing 
VNF operation life cycle. Likewise, NFVI virtu-
al and physical resource sharing orchestration 
among different virtualized elements is performed 
by NFVOs through VIMs.  

VNF Server: Supports the execution and 
control of VNFs’ operation locally. In virtual-
ized environments, resources in the underlying 
infrastructure must be abstracted, for example, 
through hypervisor-based or container-based vir-
tualization. In addition, element managers (EMs) 
are designed to handle technology-specific infor-
mation, such as fault, configuration, accounting, 
performance, and security (FCAPS) parameters. 
EMs must be co-located with VNFs and retrieve 
information regarding VNFs’ execution, sending 
such information to the VNFM to control VNFs’ 
operation.

NFV Infrastructure: Corresponds to physical 
and virtual resources available for VNF deploy-
ment, that is, computing, memory, storage, and 
networking. FENDE supports multiple network 
domains to compose the NFVI, connecting them 
through VPNs, so communication among VNFs 
is possible and instances run on the same sub-
net, allowing the use of SFCs spanning over mul-
tiple domains. Although no elasticity mechanism 

is currently implemented, FENDE supports the 
definition of placement optimization mechanisms, 
which can be used for automated horizontal and 
vertical scaling [8].

Fende prototype

The FENDE prototype provides a web interface to 
enable management and interaction with different 
users. Each user interface provides resources that 
enable a set of operations within the ecosystem. 
Developers must submit a valid Git repository with 
the VNF source code to be evaluated by review-
ers. The current review process is manual, with 
reviewers analyzing if submitted VNFs perform 
as described by developers, and checking for the 
absence of malicious code. However, autonomic 
revision mechanisms (e.g., bots as used in Google 
Play) are an interesting research topic to be fur-
ther explored. Once approved, the Git repository 
is cloned to the local marketplace repositories, 
and customers are then able to acquire, instanti-
ate, and manage VNFs and create their own SFCs. 
In the NFV layer, OpenStack and Tacker were 
used for management at the hardware level. For 
software-level management, Click-On-OSv [9] is 
used. In addition, a VNFM submodule was devel-
oped to consume both APIs and to fully manage 
VNFs’ life cycle.

FederAted testbed

In our testbed, the Brazilian National Research 
Network (RNP) is the marketplace regulator, 
while the FENDE project is in charge of maintain-
ing the marketplace, that is, responsible for its 
operation and for the VNF review process. Devel-
opers are from both industry and academia (Bra-
zilian universities), and can register their own VNF 
solution and acquire VNFs for instantiation. On 
the NFVI layer, cloud infrastructure providers such 
as Amazon EC2 and Windows Azure could be 
registered along with the infrastructure provided 
by FENDE.

FENDE was deployed in three network 
domains across two different Brazilian states, as 
depicted in Fig. 3: the UFRGS and UFSM domains 
in the state of Rio Grande do Sul, and the UFPR 
domain in the state of Paraná. The marketplace 

Figure 3. FENDE platform deployment scenario.
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and VNF management front-end are instantiated 
at the UFRGS domain, while the other domains 
are used as NFVI, hosting VNFs, and SFCs. The 
prototype supports operations performed by each 
actor, such as VNF submission, VNF review pro-
cess, and all operations regarding VNF life cycle 
management by customers, including statistics 
retrieval from VNF operation.

experIMentAl results

Since VNFs can be instantiated, configured, and 
dynamically scaled, the execution time of these 
operations is a relevant metric to analyze, as 
delays in such operations can negatively impact a 
VNF’s execution. This way, the execution time of 
each VNF management operation and respective 
sub-operations that constitute them was evaluat-
ed, showing the cost of FENDE’s VNF manage-
ment calls. This metric is important to quantify 
the overhead of FENDE in terms of VNF manage-
ment. These results are shown in Fig. 4.

The Create operation is composed of four 
sub-operations, with the polling sub-operation 
consuming around 90 percent of the total exe-
cution time. This occurs because, when sending 
a request to VM creation (sub-operation vm_cre-
ate), the polling sub-operation should periodically 
check and wait for the infrastructure to finish the 
instantiation process. Then the function can be 
configured in the next sub-operation (vnf_init). 
The Update Function operation needs to upload 
a new network function (VNF software) and wait 
for the VNF to restart. The Update operation, 
after updating the VM description, waits for it to 
restart, while the Delete operation sends com-
mands for the VM to be removed.

reseArcH cHAllenges And dIrectIons
In the context of NFV, network marketplaces 
must deal with specific challenges. While typi-
cal marketplaces (e.g., Google Play and Apple 
App Store) are concerned mostly with publish-
ing and deployment, NFV marketplaces need to 
address aspects such as placement, auditing, and 

VNF life cycle management. Although FENDE is 
concerned to some extent with these aspects, it 
can benefit from improvements in several areas 
of computer science that can be applied to 
NFV marketplaces. Based on our experience in 
developing the FENDE ecosystem in a national 
backbone network, we identified fundamental 
challenges, which are detailed next.

busIness Model

Business models are critical for the wide adoption 
of network marketplaces. Nowadays, two major 
methods are used for application acquisition: 
fixed-price and pay-as-you-go. In the former, cus-
tomers must pay a predefined price for each VNF 
and can use them without restrictions (e.g., time 
or size). Google Play, JDN, and Cisco Market are 
examples of marketplaces that use this method of 
offering/acquisition. The latter considers different 
aspects to define the value to be paid (pre/post) 
to use the application. For example, a developer 
can offer a multicast-based application and charge 
the customers based on the number of concur-
rent flows. AWS and Microsoft Azure, for exam-
ple, employ this method for specific cases.

In our view, future NVF marketplaces can sup-
port the previous cited business models and other 
innovative methods according to business require-
ments. We can cite two other interesting methods 
for network service acquisition: auction-based and 
custom-built. An auction-based method can ben-
efit both third-party developers and customers 
because of its capacity to enable the competition 
to provide the best product regarding cost and 
performance. In the custom-built method, there is 
a negotiation between third-party developers and 
customers to develop a VNF for specific needs. 
This negotiation considers the final price, require-
ments, service level agreements (SLAs), deadlines, 
and desired features of the VNF to be developed.

These business models have advantages and 
disadvantages. Fixed-price is the simplest, but 
does not support any additional customization. 
Pay-as-you-go and auction-based models are able 
to adapt to customers’ demands, but may be 
complex to deploy (e.g., need to define trustful 
monitoring for accounting and a reliable auction 
system). Finally, the custom-built method provides 
freedom for the customers to order customized 
VNFs, but implies challenges to guarantee that 
customers will describe requirements correctly.

AudItIng

Network end users should be able to verify if the 
deployed VNFs are providing the advertised func-
tionalities. Therefore, network marketplaces must 
apply auditing mechanisms to gather information 
about the execution of VNFs. For example, an 
end user may deploy a network service for distrib-
uted denial of service (DDoS) prevention. Upon 
request, the marketplace must provide reports to 
the end user showing that the contracted VNF is 
preventing DDoS attacks according to the previ-
ously defined SLAs.

Auditing reports must consider not only if a 
VNF meets the established SLA, but also how it 
affects the environment in which it runs. Thus, 
research efforts should be devoted to designing 
mechanisms that combine monitoring informa-
tion (e.g., traffic pattern and resource usage) and 

Figure 4. FENDE platform deployment scenario.
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diagnosis models (e.g., classification and machine 
learning approaches) to generate comprehen-
sive reports. Although a comprehensive auditing 
approach is an open research challenge, there are 
current efforts that deal with specific parts of it. In 
the NFV context, Bless and Flittner [10] propose 
an auditing mechanism to allow customers to ver-
ify if the resources allocated by service providers 
are in accordance with the established SLAs.

vnF recoMMendAtIon

As the NFV market grows, the number of VNFs 
developed is also expected to increase propor-
tionally. Reports indicate that by 2024 the NFV 
market will be valued at US$70 billion [11]. 
Although we cannot precisely estimate how 
many VNFs will be available, we can consider the 
number of middleboxes present in current net-
work infrastructures as a baseline [12]. In such 
a direction, an open research challenge is to 
provide means to distinguish (or compose) the 
available VNFs to meet specific requirements. For 
example, security-related VNFs can offer security 
capabilities at distinct levels, such as inspection 
firewalls for L3 packets and intrusion prevention 
systems that detect malicious traffic patterns. The 
challenge is how to define which VNFs must be 
selected by network end users to meet their tar-
get requirements.

Clustering techniques can be applied to 
address the recommendation of applications and 
products. Similarly, VNFs could be grouped into 
clusters in a multi-dimensional plane considering 
distinct levels of, for example, security and per-
formance requirements. This could help identi-
fy VNFs that provide a high level of security but 
a low level of performance; and VNFs that pro-
vide a low level of security but a high level of 
performance. However, a reliable recommenda-
tion mechanism for VNFs must address several 
challenges regarding: classification mechanism, 
number of VNFs in each cluster, order of VNFs 
through which the flows will pass, classification 
accuracy, and affinity and anti-affinity relations 
among VNFs.

In our ongoing research, we are currently 
addressing these aforementioned recommen-
dation challenges. In a recent study [13], we 
proposed an intent refinement process that clus-
ters VNFs according to user-defined contexts. 
In another study [14], we introduced a mecha-
nism to compute the affinity score for each pair 
of VNFs in a service function chain. During the 
development of these works, we identified chal-
lenges to the recommendation of VNFs due to 
the limited knowledge about the behavior of 
VNFs and customers. Besides, the current solu-
tions are not able to deal with all issues related to 
validation, verification, and performance analysis 
of the recommended VNFs. Thus, research efforts 
are still necessary to fully integrate these aspects 
into network marketplaces.

plAceMent

Finding the best placement of VNFs over the sub-
strate infrastructure is difficult because each net-
work end user may have different priorities and 
goals. Also, some VNFs may require a specific 
location for execution. For example, while fire-
walls are better placed in the network edge (i.e., 

close to the external link), an IP media transcoder 
should stay close to content servers. We observe 
that several efforts are focusing on optimizing 
the placement task in NFV-enabled networks. 
Placement mechanisms must take into account 
predefined criteria, and provide automated and 
manual mechanisms to define optimal locations 
for VNFs. The placement criteria can include min-
imal network delay, energy saving, deployment 
cost, and resource utilization.

The placement problem in software-based net-
works has been widely investigated for years. For 
instance, Moens and Turck [8] aimed to optimally 
place VNFs and network services according to 
established policies in the context of NFV. How-
ever, network marketplaces for NFV must also 
enable the easy and flexible placement of VNFs 
regarding both distinct technologies and concur-
rent or conflicting placement criteria. Further, 
marketplaces must be able to deal with custom 
infrastructures provided by end users.

securIty

We expect that VNFs will be developed and pub-
lished by distinct third-party developers and that 
different environments will deploy these VNFs. 
For these reasons, the marketplace must employ 
security mechanisms to prevent the environment 
from becoming a target of malicious attacks. For 
instance, if a network end user acquires a VNF for 
energy saving in his/her network, the marketplace 
needs to ensure the integrity of the VNF, and 
also provide a secure communication channel 
to deploy and send management commands to 
the VNF. This would prevent malicious users from 
interfering with the communication (e.g., man in 
the middle attacks to steal sensitive data) or send-
ing commands to perform undesired actions (e.g., 
installing malicious software or stopping services).

Malicious users could also develop VNFs to 
be the source of attacks against third-party envi-
ronments. In view of this, marketplaces should 
employ tools to guarantee the integrity of VNFs 
and SFCs [15]. Much can be learned from the 
two most successful mobile marketplaces: Goo-
gle’s Play Store and Apple’s App Store. Apple 
developers need to go through a rigorous enroll-
ment process and adhere to a stringent review 
process in order to publish their apps. Despite 
being less restrictive with submissions, Google 
imposes security mechanisms for submitted apps, 
automatically scanning them for potentially mali-
cious code before acceptance. This way, strict 
contracts and autonomic VNF check mechanisms 
would play an important role to guarantee both 
marketplace and customer safety.

conclusIon
As NFV becomes more popular, a sharp increase 
in the number of VNFs available in the market is 
expected. As such, NFV marketplaces can provide 
the environment where VNF developers and cus-
tomers can negotiate solutions. In this article we 
introduce FENDE, an NFV architecture for market-
place-based distribution and execution of VNFs. 
FENDE provides a VNF marketplace together with 
all life cycle management functionalities need-
ed to instantiate and control VNFs’ operation, 
as well as the composition of SFCs. In addition, 
FENDE provides the infrastructure for VNF and 
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SFC instantiation, placing itself as the first end-to-
end NFV marketplace ecosystem.

Research challenges regarding the adoption 
of NFV marketplaces are also investigated. We 
find that issues regarding auditing, recommen-
dation, and placement still require considerable 
research efforts. Also, significant research efforts 
are needed to integrate the distinct technologies 
to provide flexible and useful NFV ecosystems. As 
future research, security implications of the VNFs 
published in marketplaces must be investigated. 
For example, mechanisms to keep the integrity of 
NFV elements throughout their lifetimes are need-
ed to avoid security breaches or service unavail-
ability. Moreover, auditing mechanisms can help 
point out responsibilities when something goes 
wrong in any part of the system.
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ABSTRACT
In this demo, we present FENDE: Marketplace and Federated
Ecosystem for the Distribution and Execution of Virtualized
Network Functions (VNFs) and for the creation of Service
Function Chains (SFCs). The FENDE ecosystem enables the
distribution of both network functions and services in a man-
ner that is akin to marketplaces found in mobile platforms
(e.g., Google Play and Apple Store), leveraging a federated
infrastructure and testbed that spans three research institu-
tions that are part of the Brazilian Research Backbone.

1 INTRODUCTION
Network Functions Virtualization (NFV) promotes the de-
sign, deployment, management, and integration of Virtu-
alized Network Functions (VNF)s through an architectural
framework proposed by the European Telecommunications
Standards Institute (ETSI) [1]. Given its capability of VNF
lifecycle management and integration, the NFV paradigm
has started to be adopted by both industry and academia,
becoming an enabler for flexible network service provision-
ing. In addition, NFV eases the provision of services through
the composition of functions into Service Function Chains
(SFC)s [5]. Given the indisputable advantages of NFV, solu-
tions for different elements of its architecture have emerged,
specially to design and deploy innovative VNFs [2, 3].

As the number of VNFs designed started to grow, solutions
have been proposed to offer these functions to customers

Permission to make digital or hard copies of all or part of this work for
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this notice and the full citation on the first page. Copyrights for components
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credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Request
permissions from permissions@acm.org.
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© 2018 Association for Computing Machinery.
ACM ISBN 978-1-4503-5915-3/18/08. . . $15.00
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through NFV marketplaces [4, 7]. However, such solutions
provide VNFs’ source code for download but do not offer
management tools or the NFV Infrastructure (NFVI) to ex-
ecute VNFs. When VNF management tools are provided,
providers tend to require users to pay for them or register
their infrastructures to be able to use their VNFs. Shield-
box [6] provides a framework for middlebox instantiation
focused in security deployment over untrusted commodity
servers, using Docker Hub1 as a catalog of code repositories
to build images and stores manually pushed images for local
deployment. Despite the VNF management tools provided
by Shieldbox, it does not support the required mechanisms
to enable offering and execution of VNFs in both public and
private infrastructures. Moreover, there is no well-defined
roles to define a marketplace, such as developers offering
network functions and customers interested in acquiring
such functions.
In this paper, FENDE is presented: a Marketplace and

Federated Ecosystem for the Distribution and Execution of
VNFs. The FENDE ecosystem allows the distribution of both
network functions and services, also encompassing a plat-
form for executing VNFs in federated infrastructures. FENDE
provides a platform for developers, network operators, and
network researchers to create, offer, and distribute VNFs
by using an ecosystem similar to mobile distribution appli-
cations platforms. Moreover, FENDE allows not only the
management of the virtualized environment (including VNF
and SFC lifecycle management), but also assists the creation
of network functions and the composition of services to
supply specific demands.

2 SYSTEM DESIGN
The prototype was designed to reflect a real VNFmarketplace
scenario. FENDE architecture is based on basic elements
of the NFV architectural framework defined by ETSI. The
prototype’s architecture is illustrated in Figure 1, divided

1https://hub.docker.com/
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Figure 1: FENDE architecture

into three different layers, each layer with specific modules
for different operational levels, as described in the following.

2.1 User Layer
Contains elements responsible for the interaction between
different actors with the platform. Three different actors were
considered: (i) Developers, who may request the insertion
of their VNFs in the marketplace; (ii) Reviewers, responsible
for accepting or rejecting developers’ requests; and (iii) Cus-
tomers, who may acquire and deploy VNFs available in the
marketplace. For management and interaction with different
users, a Web interface was designed.

2.2 Data Layer
Once VNFs are reviewed, a series of events must occur in
the platform so that other modules can use the information
synchronously. To do so, three modules were designed in
the Data layer to integrate the User layer with NFV layer:
• Request Manager: Controls the repository of submis-
sions in the Review Requests database and performs the
migration to the catalog when the repository is accepted.
Developers must submit a Git repository with the VNF
source code to be evaluated by reviewers;

• Communication API: Provides communication between
User and NFV layers. Its main functions are: (i) to re-
quest the creation or update of VNFs’ repositories and
(ii) to request VNFs’ descriptors for instantiation. All mod-
ules should forward requests to the Repository Manager
through the Communication API;

• Repository Manager: Creates and manages VNFs’ de-
scriptors available in the Catalog. For example, when a
repository is accepted, the Repository Manager clones and
maintains a local version of that Git repository.

2.3 NFV Layer
This layer brings together the main NFV elements proposed
by ETSI, divided into three sublayers: (i) NFV Management
and Orchestration (MANO), with components responsible
for VNF and service management; (ii) VNF Instances, respon-
sible for VNF execution; and (iii) NFVI, which provides the
resources to execute VNFs. The modules developed for each
sublayer are described below.

• VNF Manager (VNFM): Performs VNF and SFC lifecycle
management operations at two levels: at the hardware
level, virtual machine characteristics are adjusted (e.g.,
memory and CPU). At the software level, the function can
be configured, initialized, updated, and terminated;

• Virtualized Infrastructure Manager (VIM): Controls
all resources available in the NFV infrastructure. FENDE
currently uses OpenStack as VIM, due to its extensive doc-
umentation, performance, and especially its wide adoption
by the community;

• NFV Infrastructure (NFVI): Disposes physical and vir-
tual resources available for VNF deployment, as well as
virtualization and networking tools.

The FENDE front-end is accessed to perform operations
of each different actor, such as developers requesting the
insertion of their VNFs in the marketplace, the VNF review
process, and all operations regarding VNF lifecycle manage-
ment by customers, including interactive statistical infor-
mation about VNFs operation. FENDE offers a marketplace
for VNF distribution between developers and customers, to-
gether with the execution, management, and monitoring
environment for VNFs and SFCs through an intuitive front-
end. FENDE is available in the following link: https://gt-
fende.inf.ufrgs.br/marketplace/.
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Abstract. Industry and academia have increased the deployment of
Network Functions Virtualization (NFV) on their environments, either
for reducing expenditures or taking advantage of NFV flexibility for ser-
vice provisioning. In NFV, Service Function Chainings (SFC) composed
of Virtualized Network Functions (VNF) are defined to deliver services
to different customers. Despite the advancements in SFC composition
for service provisioning, there is still a lack of proposals for ensuring the
integrity of NFV service delivery, i.e., detecting anomalies in SFC op-
eration. Such anomalies could indicate a series of different threats, such
as DDoS attacks, information leakage, and unauthorized access. In this
PhD, we propose a framework composed of an SFC Integrity Module
(SIM) for the standard NFV architecture, providing the integration of
anomaly detection mechanisms to NFV orchestrators. We present recent
results of this PhD regarding the implementation of an entropy-based
anomaly detection mechanism using the SIM framework. The results
presented in this paper are based on the execution of the proposed mech-
anism using a realistic SFC data set.

Keywords: Service Function Chaining, Network Functions Virtualiza-
tion, Anomaly Detection

1 Introduction

Network Functions Virtualization (NFV) was proposed to deal with the virtu-
alization of network functions usually performed by dedicated hardware devices
(e.g., firewalls, session border controllers, load balancers) [1]. In NFV, Virtual
Network Functions (VNF) are connected to each other, composing Service Func-
tion Chainings (SFC) for service delivery. Any anomaly in SFC operation, such
as missing elements, misconfiguration, and redirection, could lead to the inter-
ruption of the service delivery and, in some cases, could indicate attacks to the
network. For this reason, in this PhD, we propose an additional SFC Integrity
Module (SIM) to the NFV architecture [2]. SIM is a framework that allows the
implementation of different anomaly detection mechanisms and the integration
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of such mechanisms into any NFV network under the control of NFV Orchestra-
tors (NFVO). In this PhD, our focus resides in: (i) the applicability of existent
and new anomaly detection mechanisms for SFC integrity in NFV environments,
(ii) how to integrate such mechanisms to the NFV Management and Orchestra-
tion (MANO) architecture [3], and (iii) the evaluation of anomaly detection
solutions in realistic NFV scenarios using the proposed SIM framework.

1.1 Motivation

In virtualized environments, vulnerabilities and exploits can lead to different SFC
threats, since virtualization elements of NFV environments are susceptible to
exploits. Examples of exploitable elements are container engines [4], hypervisors
[5], and virtual machines [6]. Therefore, solutions have been proposed to detect
anomalies in different NFV elements, such as VNFs [7], NFV services [8], and
SLA violations [9]. However, there is still a lack of proposals dealing with security
and integrity issues in the context of SFC [10]. In this PhD, we consider both
the lack of solutions for SFC integrity and the potential vulnerabilities of NFV
environments as research opportunities to be properly explored. To do so, we
first investigated and proposed a framework that allows the implementation of
anomaly detection techniques based on the NFV MANO information model.

2 SFC Integrity Framework

The NFV MANO architecture does not consider security-related tasks to protect
functions and services. In this PhD research, we seek to guarantee the integrity of
SFC operation for service delivery. Our proposal is designed to operate in NFV
networks ruled by NFVOs according to the standard NFV MANO architecture.

SIM
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Data Center ConfigurationInformation Flow
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Operator
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Yes
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Analyzer

Processor

Anomaly?
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Historic

Library

Alerts

Cataloged Values
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!
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Values

Catalogs

NFVO

Interval

OAD

Fig. 1. Detailed SIM architecture [2] – The SIM communicates directly with NFVOs,
using standard northbound APIs for requesting information regarding NFV elements
operation and also to forward the results of the anomaly detection analysis.
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2.1 Proposed Approach

The NFVO sends cataloged and monitored information to an Orchestrator Ab-
straction Driver (OAD), depicted in Fig. 1 along with all SIM internal compo-
nents. The information is then processed and analyzed according to the anomaly
detection mechanisms implemented in the Detector component. If no anomalies
are detected, the results are stored in the Library for further access. Otherwise,
the results are filtered using the Filter module to specify the sources of such
anomalies. Once identified, SIM stores it in the Library and forwards a report
message to NFVO with the filtered results and suggestions from the Advisor
module for overcoming such anomalies, e.g., turn off unregistered VNFs.

2.2 Methodology

SIM was designed with specific elements for processing, analyzing, and filtering,
enabling the design and implementation of different anomaly detection mech-
anisms. In this paper, we advance our first investigation using entropy-based
anomaly detection [2] in two ways: (i) evaluating our solution using realistic
NFV data sets [11] and (ii) improving the entropy-based anomaly detection
mechanism to work with the current data set. These improvements enabled us
to analyze each customer individually, increasing the accuracy of the anomaly
detection mechanism. The data set was generated based on realistic information
regarding the number of network functions composing SFCs on lager scale enter-
prise networks (with around 100 VNFs) [11]: 2 to 7 VNFs per SFC, mostly 2 to 5
[12]. So the number of VNFs for a given customer follows a truncated power-low
distribution with exponent 2, minimum 2 and maximum 7. Following enterprise
reports, anomalies were injected in the data set with a likelihood of 60% [13].
We considered three anomaly types: (i) unregistered SFCs, (ii) missing SFCs,
and (iii) unauthorized changes in the SFC, such as additional or missing VNFs.

2.3 Results Obtained

Fig. 2 shows the entropy results of the anomaly detection mechanism consid-
ering 4 customers with different sets of SFCs. The detector creates a merged
list with cataloged and monitored information. As the number of elements with
low probability increases in the list, i.e., highly uncertain elements, the merged
entropy changes, indicating a disorder in the monitored elements. The merged
entropy varies according to the number and type of anomalies detected (repre-
sented by markers). In our experiments, anomalies of type (i) and (ii) decreased
the entropy value, since they involve adding or subtracting information, while
anomalies of type (iii) (changes in existing values) increased the entropy value.
It may lead to situations where anomalies of type (i) and (ii) cancel the entropy
variations caused by anomalies of type (iii) and vice-versa. Despite rare to oc-
cur, this problem should be properly addressed to avoid false negatives. With the
two-level approach of SIM (detection and filtering) it is possible to avoid false
negatives with fine-grained filters comparing monitored and cataloged informa-
tion. After each analysis the entropy values go back to normal (cataloged).
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Fig. 2. Entropy results per customer. When anomalies occur (represented by markers),
the entropy values varies, according to the amount of anomalies and their type.

3 Conclusions and Future Work

This PhD aims to propose efficient solutions for maintaining the integrity of ser-
vice delivery in NFV environments. As first step, we proposed a SIM framework
that allows the implementation of different anomaly detection mechanisms to
analyze the network operation. The SIM modular architecture has the ability to
operate with different NFVOs, requiring only to adapt one specific block. For
future research, we foresee the following topics as good directions to follow.
Detection on different information levels. SIM was designed to operate at
different levels of information. In this way, we foresee the possibility to analyze
information regarding real-time resource consumption by virtual machines (e.g.,
CPU, RAM, disk) and network information (e.g., SFC traffic flows, bandwidth).
Evaluation of different detection mechanisms and network scenarios.
Different anomaly detection mechanisms could be more suitable for a given net-
work scenario, according to its characteristics. Analyzing the operation of differ-
ent mechanisms in different environments will lead to important insights.
Deployment on production networks. Our results are based on realistic
data sets generated according to real-world observations. However, production
networks may present unpredicted behaviors, such as communication problems
between NVFOs and other network elements. In this way, analyzing SIM oper-
ation in production networks is another important step of this PhD.
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Abstract—With the increasing deployments of Network Func-
tions Virtualization (NFV) in both industry and academia, it
becomes necessary to design mechanisms for keeping the in-
tegrity of Service Function Chains (SFC) responsible for NFV
services delivering. Despite the advances in the development
of management and orchestration for NFV, solutions to keep
SFCs resilient to well-known and zero-day threats are still much
needed. In this paper, we introduce a framework for deploying
anomaly detection techniques for SFC in NFV environments.
Our framework consists of a set of functional blocks with well-
defined functions, composing an additional SFC Integrity Module
(SIM) for the standard NFV architecture. The proposed SIM
enables NFV orchestrators to analyze NFV elements and perform
suggested actions with the goal of keeping service integrity in the
network. The results obtained through the evaluation of a Proof-
of-Concept implementation show that the proposed framework is
able to properly detect different types of anomalies using entropy-
based detection techniques.

Index Terms—network functions virtualization, service func-
tion chaining, services integrity, anomaly detection

I. INTRODUCTION

Introduced by the European Telecommunications Standards
Institute (ETSI), the concept of Network Functions Virtual-
ization (NFV) is already a reality in computer networks [1].
NFV deals with the virtualization of network functions usually
performed by dedicated hardware devices, such as load balanc-
ing, Deep Packet Inspection (DPI), and firewalling. In NFV,
service provisioning is achieved by chaining Virtual Network
Functions (VNF) to compose Service Function Chains (SFC).
Both industry and academia are taking advantage of NFV
and SFC for boosting innovation and providing flexibility in
network service provisioning and management [2].

Many solutions for NFV Management and Orchestration
(MANO) emerged recently, mainly focused on service life-
cycle management. However, there still are many challenges
in NFV MANO not properly addressed [3]. Among them, SFC
integrity is extremely important for service delivery [4]. SFCs
are vulnerable to many types of exploits, such as unauthorized
reconfiguration of VNFs (for denial of service or unauthorized
privilege for specific users), flow redirection, and duplication.
Despite its importance, there currently is no focus on SFC
integrity solutions for network safety and guaranteeing the
proper operation of SFCs in NFV environments.

Taking into account the security of NFV deployments, ETSI
created a working group focused on NFV security issues,
evidencing the importance of protecting NFV environments.
The literature in the area lists several vulnerabilities related
to different virtualization approaches that can be exploited for

malicious purposes [5] [6]. Moreover, undisclosed vulnerabil-
ities (so-called zero days) are under constant investigation by
security firms [7]. However, there is a lack of solutions for
guaranteeing the integrity of SFC deployments against exploits
of potential known and unknown vulnerabilities. Malicious
users take advantage of network operators’ assumption that
following network security best practices will keep their
environment protected against malicious behaviors.

In this paper, we propose an anomaly detection frame-
work for SFC deployments in operators’ data centers, using
SFC models based on ETSI NFV MANO network service
catalogs [8]. Our solution interacts with NFV Orchestrators
(NFVO) to provide reactive resiliency executing operations
like stopping anomalous VNFs, deploying new valid VNFs,
stopping anomalous redirected traffic, and detecting re-chained
SFCs. Moreover, the proposed solution is based on two views:
(i) a general SFC view, which results from monitoring the
entire SFC operation and the interactions among its elements
(e.g., connection points, member VNFs, virtual links); and
(ii) a VNF view, which is computed from analyzing local
information regarding VNFs operation (e.g., connection points,
dependencies, localization).

We consider an operator network scenario as presented by
the ETSI NFV security group, where the same organization
that operates the VNFs deploys and controls the resources.
As main contributions of our work, we highlight: (i) an
SFC anomaly detection solution, (ii) the proposal of an SFC
Integrity Module (SIM) for the NFV MANO architecture, and
(iii) an information model based on the NFV MANO network
service register. Results obtained based on a Proof-of-Concept
(PoC) implementation show that the proposed framework is
able to properly detect different types of anomalies using
entropy-based detection techniques.

The remainder of this paper is organized as follows. In
Section II, we provide the background, related work, and
motivation for this work. In Section III, we present the
proposed SIM framework in detail. In Section IV, we detail
the design of the SIM PoC developed to validate the proposed
framework. The evaluation performed to validate the SIM
framework is presented and discussed in Section V. Finally,
our conclusions and perspectives for future work are discussed
in Section VI.

II. BACKGROUND AND RELATED WORK

The ETSI NFV Industry Specification Group was estab-
lished aiming at a consensus for interoperability and man-
agement of Virtualized Network Functions (VNFs), creating978-1-5090-6008-5/17/$31.00 c© 2017 IEEE
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the concept of NFV [1]. As the NFV concept evolved, it
became an enabler for flexible service deployment, delivery,
and management [2]. Essentially, NFV decouples network
functions from dedicated hardware to run as software in
commercial-of-the-shelf (COTS) servers as VNFs.

The NFV architecture presents a Management and Orches-
tration (MANO) plane designed to handle operations related
to services and functions life-cycle management, a well as
resource sharing [8]. The central element in NFV MANO is
the NFVO, responsible for deploying and monitoring func-
tions and services. In NFV, service delivery is provided by
connecting VNFs through SFCs (or VNF Forwarding Graphs
– VNFFG – according to ETSI’s nomenclature), enabling
automated provisioning of network services with different
characteristics. Taking into account the importance of SFC for
service delivery, the Internet Engineering Task Force (IETF)
created a working group focused on defining an architecture
for SFC operation [9].

Despite all its benefits, NFV has challenges to be overcome,
from small NFV deployments [10] to performance issues
[11], but especially MANO-related issues [3]. The CloudNFV
project [12] provides an architecture for deploying and man-
aging VNFs in a cloud environment using open standards.
TeNOR [13] is an NFVO designed for supporting NFV as
a Service (NFVaaS), focusing on automated deployment and
configuration of services and resource sharing optimization for
VNF hosting. In the same way, Maestro [14] is the first NFVO
that considers the internal composition of VNFs for selecting
their best deployment setup on wireless networks.

Despite NFV MANO solutions properly address the chal-
lenges they aim for, there are still a lack of proposals for
dealing with security and integrity of NFV deployments,
especially in the context of SFC [4]. Lee and Shen [15]
proposed a path self-recovery scheme for SFCs, without taking
into account anomalies on the SFC elements. Examples of
exploitable elements are container engines [5], hypervisors [6],
and Virtual Machines (VM) [16].

In NFV environments, vulnerabilities and exploits can lead
to different types of malicious behavior for compromising
the integrity of SFC operation. Examples of such malicious
behavior are information redirection and duplication, Denial of
Service (DoS), and unauthorized privileges for specific users.
However, there is still a lack of proposals for guaranteeing
SFC integrity in NFV scenarios. In this paper, we propose an
anomaly detection framework, detailed in the next section. To
the best of our knowledge, the SIM framework proposed in
this paper is the first SFC integrity approach for NFV.

III. SFC ANOMALY DETECTION FRAMEWORK

The framework proposed in this paper is based on the
addition of a new module called SIM in the NFV MANO
architecture, as depicted in Figure 1. The SIM communicates
directly with the NFVO, using standard northbound APIs of
the NFVO to request information regarding NFV elements
operation and to forward the results of the anomaly detection.

Operations and Business Support Systems (OSS/BSS) are
responsible for enforcing access control rules in data centers
shared with different network operators. NFVO is the NFV
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Figure 1. SIM architecture and its internal components

element responsible for bringing intelligence to service provi-
sioning and composition processes, directly interacting with
VNF Managers (VNFM) for managing the VNF operation
life-cycle. In the same way, the resource sharing orchestration
among different virtualized elements is performed by the
NFVO through the Virtual Infrastructure Managers (VIM).

We designed SIM detached from NFVO to make it inde-
pendent of the NFVO implementation. Therefore, any NFVO
should be able to communicate and operate with SIM us-
ing standard northbound APIs. Moreover, SIM is a modular
framework, providing flexibility for implementing different
anomaly detection techniques. SIM can be directly configured
by network operators. However, the most suitable approach
is controlling and configuring SIM through NFVO, taking ad-
vantage of management interfaces already provided by NFVO.

As depicted in Figure 1, network operators configure ser-
vices through OSS/BSS and NFVO, as well as SFCs and
VNFs responsible for delivering network operators services.
According to the NFV architecture, the NFVO must deal with
all responsibilities regarding services’ life-cycle management
[8]. To do so, NFVO manages services, SFCs, and VNFs
available through a catalog with information regarding their
operation. For deploying a new VNF, the network operator
should first catalog it. Once deployed, VNFs operation should
be monitored and registered by NFVO. SIM is composed of
four functional components, described in detail as follows.

Orchestrator Abstraction Driver (OAD): Responsible for
handling all communication between NFVO and SIM. Since
SIM was designed to operate with any NFVO, SIM should be
able to adapt its communication to fit their northbound APIs.
OAD hosts the communication functions of the NFVO being
used. To change the NFVO or communicate with multiple
NFVOs, only the OAD component needs to be modified,
avoiding changes and bringing flexibility to SIM operation.

Detector: Requests and receives information regarding
SFCs and VNFs operation to/from NFVO, as well as performs

115



the anomaly detection technique implemented. This compo-
nent can be configured in two different ways: oriented (i)
by events, where SIM requests and analyzes SFCs and VNFs
information only when a new event related to these elements is
signalized by NFVO; and (ii) by polling, in which SIM period-
ically looks for anomalies based on a predefined time interval.
The Detector component is composed of two modules. The
first one is the Processor module, responsible for processing
the information acquired from NFVO and formatting it for the
anomaly detection techniques. The second module is called
Analyzer and it uses the processed information to identify
potential anomalies based on cataloged values. If an anomaly
is detected, results are forwarded to the Specifier component.
Otherwise, the Library component stores the results and the
NFVO is notified about the absence of anomalies.

Specifier: Identifies the anomalous elements and selects
the most appropriate action to be taken. The main reason
for separating the anomaly detection from its specification
is to save time and computational resources. To do so, a
Filter module is defined for filtering the anomalies from the
list of monitored elements. After identifying the anomalous
elements, the Advisor module evaluates which is the most
appropriated action to be taken to overcome the anomalies
and sends an alert message to the NFVO. The suggestion
can be based on both predefined sets of actions and learning
mechanisms, depending on the implementation of the Advisor
module. After selecting the action, the Specifier component
sends a notification containing the information regarding the
anomalous elements to the Library. The final choice of whether
to apply or not the suggested actions and possible impacts of
such actions lies with the NFVO.

Library: Stores the anomaly detection technique results
and forwards them to the NFVO when queried. The Alerts
module handles information regarding alerts generated by the
Specifier, which can also be used by the network operator to
generate reports regarding the historical occurrence of anoma-
lies in the data center. In the same way, the Values module
handles the results of analyses that did not detect any anomaly.
These values can be used as the baseline for further analyses
depending on the anomaly detection technique implemented
in the Detector component, or they can be re-evaluated when
new anomaly detection techniques are implemented, enabling
the detection of previously undetected anomalies [17].

IV. ANOMALY DETECTION MECHANISM

In this section, we provide the details related to the design
of a SIM Proof-of-Concept (PoC), developed to evaluate the
proposed framework. In Subsection IV-A, we present the
anomaly detection technique implemented to validate SIM
operation. Then, in Subsection IV-B, we present and discuss
the information regarding NFV elements under analysis.

A. Anomaly Detection Technique

The choice for a specific anomaly detection technique
depends on the network scenarios and monitored information.
[17]. Techniques that require supervised training or statistical
modeling regarding network operation may not be suitable
for NFV scenarios due to their dynamic behavior. However,
information theory-based techniques do not require training

data sets or statistical models to operate, as required by classi-
fication and statistic-based techniques. Moreover, information
theory-based techniques are less complex than spectral theory-
based techniques, which usually demand high processing
capabilities to run in acceptable time.

Based on information theory techniques, we implemented a
Shannon’s Information Entropy anomaly detection technique
into the Detector component. The decision for using Shannon’s
entropy is based on the type of information monitored and the
proven effectiveness of using entropy for detecting anomalies
on network environments [18]. Disorders in the data set of
monitored elements handled by NFVO indicate anomalies in
the operation of NFV elements. The computational cost of
calculating the entropy is smaller than comparing element
by element (diff). Only if the entropy changes, the filtering
process will be started to identify where the anomaly occurs.
The two-level approach of SIM (detection and filtering) also
improves the accuracy and avoids false negatives alarms, two
known issues of entropy-based detection mechanism [19].

B. Monitored Information
After defining the types of anomalies to be detected and the

anomaly detection technique, the final step is selecting which
information will be monitored and analyzed. The information
monitored determines which types of anomalies and possible
threats the system will be able to detect. We based the PoC
design on the information model proposed by ETSI NFV
MANO [8]. This information model provides a hierarchical
structure for NFV elements, composing a tree for cataloging
information regarding the operation of SFCs, VNFs, Virtual
Deployment Units (VDU – VNFs’ execution elements, like
virtual machines or containers), among others. For the PoC
implementation, we selected the information regarding (i)
SFC operation (identifier, connection points, virtual links, and
member VNFs); and (ii) VNF operation (identifier, connection
points, virtual links, member VDUs, localization, and VDU
dependencies). Although VDU-specific information, such as
resource consumption, is not handled in this paper, it can be
easily achieved using SIM framework by adding a new third
view in the SFC operation to handle VDU information.

V. SIM FRAMEWORK VALIDATION

In this section, we present the evaluation of SIM based on
the definitions presented in the previous section. First, we
present and discuss the results obtained through an experi-
mental evaluation of the PoC in Subsection V-A. Then, in
Subsection V-B, we analyze the trace of anomalies detected
and the actions suggested by SIM PoC.

A. Entropy Result Analysis
Our first evaluation is regarding the time spent by the

anomaly detection technique in analyzing the data set. We
compared the time expended for calculating the entropy with
the time needed for directly comparing cataloged information
stored in NFVO catalogs with monitored information obtained
from the running NFV elements by NFVO (Diff). We varied
the number of instantiated elements, from 1 SFC to 384, each
one composed of 3 VNFs and up to 3 VDUs. The results are
depicted in Figure 2(a). All experiments have been repeated
until we achieved a confidence level of 99%.
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Figure 2. Evaluation results: Execution time comparison of entropy-based anomaly detection vs extracting differences (Diff) (a); and comparison of entropy
value changes when detecting anomalous (b) and missing (c) elements

The entropy-based technique was faster than extracting the
difference between monitored and cataloged information for
all number of instances (deployed elements) evaluated. As
we can observe in Figure 2(a), although both execution times
are close to each other for small deployments (e.g., above
6 SFCs, 18 VNFs, 36 VDUS), as the number of instances
increases, the entropy presents a less accentuated growth.
For this reason, entropy is considered a light-weight anomaly
detection technique, suitable for performing the first evaluation
of the monitored information for detecting anomalies. When
the entropy indicates an anomaly, more complex mechanisms
for filtering such anomalies can be applied. This configuration
fits in the SIM framework, where the entropy-based technique
was implemented in the Detector component, allowing us to
implement more sophisticated filters in the Filter module. The
advantage of this approach is executing sophisticated heavy-
weight algorithms (e.g., Diff) only when an anomaly is de-
tected by the entropy analysis, saving time and computational
resources when no anomalies are detected. The drawback,
however, is that when anomalies are detected by the entropy
analysis, the filtering process should be performed after the
entropy calculation, increasing the total execution time.

The second experiment is related to the effectiveness of
using entropy for detecting anomalies. For this experiment,
we randomized the occurrence of anomalous events in the
data set to analyze the changes in the entropy value. The
data set is composed of information regarding 150 SFCs, each
one composed of 3 VNFs, totaling 450 VNFs. We defined a
probability of 60% of occurrence for each anomaly, each one
being able to occur up to 5 times in each analysis. Considering
that every disorder in the monitored information characterizes
an anomaly, the anomalies detected represent 100% of the
anomalies inserted in the data set. We measured the overall en-
tropy of the monitored information with randomized anomalies
and compared with the unchanged cataloged entropy value.
In Figure 2(b), we show the changes in the entropy value
when anomalous elements are detected in the data set, while
Figure 2(c) shows the entropy when some information of the
monitored elements is missing.

As can be observed in Figure 2, the entropy value changes
significantly more when anomalous elements are present (Fig-
ure 2(b)) than when cataloged elements are missing on the
monitored data set (Figure 2(c)). It highlights the difference
in the magnitude order of the changes in the entropy value

when anomalous and missing elements are detected in the
data set and is directly related to the amount of information
cataloged in the NFVO. This behavior is especially interesting
for our scenario for two main reasons. First, it is impossible for
anomalous and missing elements to cancel or hide each other
in the final entropy value. Second, it is usually worse when
an intruder element is found in the network than when there
is a missing one. An intruder element (non-cataloged) may
indicate a higher threat, such as information leakage, while
a missing one usually indicates a DoS. By analyzing these
differences, more sophisticated actions could be suggested to
NFVO when more dangerous behavior is detected.

B. Anomaly Detection Analysis
For this evaluation, we recorded the anomalies and the

actions suggested by SIM to NFVO during the anomaly
detection analysis. The recorded values of the tracking can
be observed in Tables I and II for uncataloged and missing
elements detection, respectively. Tracking these data sets allow
us to verify what anomalies were detected, as well as the
actions suggested by the SIM PoC Advisor module to NFVO.

When no anomalies occur, SIM sends a standard report to
NFVO without any suggested action, as occurs in analyses
0, 4, 6, and 9 of Table I, and on 0, 5, 6, and 9 of Table II.
With regard to the anomalies summarized in Table I, when an
anomalous VNF is detected (analyses 1, 2, 3, 5, and 8), SIM
sends the results of the anomaly detection and suggests NFVO
to shutdown the anomalous VNFs. An uncataloged VNF in the
middle of an SFC may indicate several threats, such as DoS
attacks, flow duplication for obtaining private information, and
unauthorized access to services. In the same way, uncataloged
virtual links (analyses 5 and 7) and connection points (analyses
7 and 8) may also indicate flow duplication and unauthorized
access, as well as unauthorized privilege for users accessing
services means of by a side connection.

In the case where missing VNF are detected (all anomalies
presented in Table II), the immediate standard action is to re-
instantiate the missing VNF to avoid interruption in delivering
the services composed of the missing VNF. For missing
connection points (analyses 2, 3, 4, 7, and 8) and missing
virtual links (analysis 4), the suggested action is restarting the
connections lost and re-chaining the virtual link, respectively.
The most common threat characterized by missing elements
is a DoS attack, where one or more SFC elements are turned
off or reconfigured for overthrowing service delivery.
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Table I
ANOMALOUS ELEMENTS TRACE AND SUGGESTED ACTIONS

Analysis Anomalies Possible Threat Suggested Action
0, 4, 6, 9 None – None

1, 2, 3 Uncataloged VNFs (1, 2, 4) DoS, flow duplication,
unauthorized access Shutdown VNFs

5 Uncataloged virtual link (1)
and VNF (1)

DoS, flow duplication,
unauthorized access,

unauthorized privilege

Remove & trace virtual
link, shutdown VNF

7 Uncataloged virtual link (1)
and connection point (1)

Flow duplication,
unauthorized access,

unauthorized privilege

Remove & trace virtual
link, remove

connection point

8 Uncataloged connection
point (1) and VNF (2)

DoS, flow duplication,
unauthorized access,

unauthorized privilege

Remove connection
point, shutdown VNF

Table II
MISSING ELEMENTS TRACE AND SUGGESTED ACTIONS

Analysis Anomalies Possible Threat Suggested Action
0, 5, 6, 9 None – None

1 Missing VNF (1) DoS Re-instantiate VNF

2, 3, 7, 8 Missing VNFs (1, 2, 2, 2) and
connection point (1, 1, 1, 2) DoS Re-instantiate VNFs,

restart connections

4 Missing VNF (2), connection
point (1), and virtual link (1) DoS

Re-instantiate VNFs,
restart connections,

re-chain

The Advisor module implemented was configured with a
predefined set of standard suggested actions, according to the
type of anomaly detected. However, smarter mechanisms may
be implemented in the Advisor for suggesting more precise
actions to NFVO. For example, machine learning techniques
can be implemented to learn over time what is the best action
to be executed based on the history of anomalies detected.
Complementarily, fine-grained conclusions can be obtained,
such as uncovering the origins of a DoS attack by analyzing
the missing elements and the last access to these elements.

VI. FINAL REMARKS AND FUTURE WORK

In this paper, we presented the SIM framework capable
of monitoring and maintaining SFC integrity in NFV en-
vironments. SIM was designed to be easily adaptable to
operate with different NFVOs, and its modular architecture
enables the implementation of different anomaly detection and
filtering techniques. The choice of such techniques should
fulfill network operators’ needs for their NFV environment
and the information available in such an environment. We
implemented an entropy-based anomaly detection technique
based on Shannon’s entropy to validate SIM operation. The
results obtained confirm the entropy-based technique as a
suitable solution for detecting anomalies using some elements
of the information model proposed by the ETSI NFV MANO
group. As future work, we consider extending the SIM views
to include VDU information, such as resource consumption.
In addition, more advanced anomaly detection techniques can
be implemented and evaluated, as well as different filtering
mechanisms, according to the network scenario and threats to
be detected.
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Abstract—Network Functions Virtualization (NFV) is a
paradigm designed to promote service agility and able to quickly
generate revenue, thus encouraging competition among compa-
nies in the computer network industry. Besides the advocated
benefits of NFV, management requirements should be properly
taken into account. The choice of a particular NFV-based technol-
ogy must consider its management requirements. However, there
is still no evaluation of virtualization solutions providing an in-
depth analysis from the management point-of-view. This paper
presents a performance analysis of three prominent virtualization
solutions: ClickOS, CoreOS, and OSv. Our results place ClickOS
and CoreOS as the best solutions regarding boot time, response
time, and memory consumption. Moreover, based on the results
obtained for each performance metric, we provide a broad
discussion about the effectiveness of each virtualization solution
in fulfilling qualitative management requirements.

Keywords—NFV, network management, virtualization solutions,
performance analysis, management requirements

I. INTRODUCTION

Network Functions Virtualization (NFV) [1] is a net-
working paradigm where network functions (e.g., firewalls,
load balancers, NATs), often requiring dedicated devices, are
deployed on virtual servers running on commodity hardware.
Introduced by the European Telecommunications Standards
Institute (ETSI), NFV complements the more established
paradigm of Software-Defined Networking (SDN) [2]. While
SDN focuses in decoupling the network control plane, NFV
is concerned with moving network functions from dedicated
hardware appliances into software running on standard com-
mercial off-the-shelf (COTS) servers [3]. Different than SDN,
however, NFV is much less mature, and more concrete devel-
opments are just emerging.

As in any novel networking technology, the proper manage-
ment of its functional aspects is fundamental for its adoption.
Unfortunately, the network management discipline is not in
the focus of current NFV efforts. We argue, however, that
the identification of concrete management functions cannot be
neglected. As such, we identified a set of NFV management
requirements from the perspective of the network operator [4].
By listing the difficulties faced using a virtualization solution
for an NFV deployment, we evidence the importance of the
virtualization solution choice for the network management.

Once identified the management requirements, network
operators must choose the most appropriate technology to
fulfill these requirements. Recently, some efforts from industry
and academia led to the development of virtualization solutions
aimed to run Virtualized Network Functions (VNFs) [5]–[10].

Although some of these solutions are not directly designed
for NFV, they present essential virtualization properties, which
turns them promising NFV enablers. The right choice of the
virtualization solution is crucial for the network operator,
since it has direct implications on the network performance
and management support. Besides those efforts and to the
best of our knowledge, no investigations were conducted to
show how effective virtualization solutions are with regard to
management requirements. We argue that the analysis of dif-
ferent virtualization solutions is fundamental to help network
operators interested in adopting NFV on their environments.

In this paper, we analyze three different virtualization
solutions: ClickOS [5], CoreOS [6], and OSv [7], which are
open source solutions frequently considered NFV enablers.
To perform the comparison, we selected the NFV manage-
ment requirements most appropriate to be analyzed using
quantitative metrics, i.e., virtual machines (VMs)/containers
instantiation, VNF deployment, VM/container & VNF moni-
toring, and physical/virtual network functions coexistence. An
experimental network setup was deployed using each virtual-
ization solution, supporting their evaluation based on selected
performance metrics. The main contributions of this paper
are (i) a performance evaluation of different virtualization
solutions and (ii) an in-depth discussion on the effectiveness
of each solution regarding the management requirements.

The remaining of this paper is organized as follows. In
Section II, we present a background and related work on
NFV and emerging solutions. The methodology and the exper-
imental scenario applied to evaluate the performance metrics
are presented in Section III. In Section IV, we show the
results obtained in the experimental evaluation. In Section V,
the results achieved are discussed, relating the performance
metrics to the management requirements. Finally, we present
the conclusions and perspectives of future work in Section VI.

II. BACKGROUND AND RELATED WORK

NFV is a new networking paradigm where functions (e.g.,
firewalls, DNS, IDS), traditionally performed by dedicated
physical devices, are virtualized and deployed on commodity
hardware. Initially, NFV not only enables to reduce both
capital and operational expenditures (CAPEX and OPEX)
by virtualizing network functions (NFs), but it is also about
business and service agility, and the ability to quickly generate
revenue, thus encouraging competition among companies in
the computer network industry. Moreover, in academia NFV
represents a way to develop innovative solutions, by simplify-
ing the design and deployment of network functions [11].
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To promote NFV adoption, ETSI released a series of
documents detailing NFV concepts. We highlight the NFV
Management and Orchestration (MANO) document, which
deals with these aspects in the context of NFV [12]. ETSI
MANO aims to propose an architecture for NFV management
and orchestration, defining some reference points and an infor-
mation model to manage important data regarding operational
NFV elements (e.g., virtual links, VNFs, VMs). However, the
reference points defined in ETSI MANO are too vague to be
implemented in practice, and the information model seems like
a set of abstract requirements for building a model, insufficient
for the management of an NFV deployment in practice.

Similarly to ETSI, the Internet Research Task Force (IRTF)
is also concerned with promoting NFV adoption. IRTF hosts
the NFV Research Group (NFVRG) focused on issues related
to NFV environments. NFVRG already produced a set of
Internet-Drafts dealing with policy-based management, ser-
vice verification, resource management, among others research
topics1. Despite the efforts from both ETSI and IRTF, we
identified a lack of practical analysis over virtualization so-
lutions from the management point-of-view. This analysis can
certainly help to refine the reference points (i.e., interfaces and
functional blocks) and data model proposed in ETSI MANO,
highlighting practical necessities of virtualization solutions.

In a previous work, we took a first step in identifying key
management requirements of NFV, by deploying a network
setup request using a virtualization solution [4]. Now, we
advance the research on management requirements, evaluating
different virtualization solutions from the management point-
of-view. NFV solutions are emerging, as the case ClickOS,
CoreOS, OSv, NetVM (or openNetVM), CirrOS, Alpine
Linux, among others [5]–[10]. In this paper, we concentrate
our evaluation in three solutions: ClickOS, CoreOS and OSv.

Our choice was based on three main aspects. The first one
is code availability, since that all solutions chosen are open-
source and available for download with no cost. Next, these
solutions still are under development, so developers are con-
stantly improving and/or fixing issues to guarantee stability for
their solutions. Finally, all selected solutions are in accordance
with the NFV Virtualization Requirements document published
by ETSI [13], which presents low-level requirements for NFV
adoption. In our investigations, ClickOS, CoreOS, and OSv

differ from the others by presenting all these aspects together,
i.e., in the same solution. We present each one of the selected
virtualization solutions in details as follows.

A. ClickOS

ClickOS is a Xen-based software platform optimized for
fast network packet processing and designed to support typical
network requirements such as high throughput, low latency,
and isolation [5]. ClickOS consists of the Click Modular
Router running on top of a minimalist Linux [14]. Using
ClickOS, network functions are provided by Click libraries,
which allows implementation of complex network functions
processing configurations by using simple, well-known pro-
cessing elements. In addition, ClickOS VMs present small
sizes and memory (with basic Click libraries, ClickOS VMs
are 6 MB in size).

1https://datatracker.ietf.org/rg/nfvrg/documents/

B. CoreOS

CoreOS allows the easy deployment of a wide range of
isolated functions using Linux containers (LXC) virtualiza-
tion [6]. LXC provides similar benefits as complete virtual
machines (or full virtualization) but focused on functions
instead of entire virtualized hosts. Container-based virtualiza-
tion allows code to run in isolation from others but safely
share the machine resources. Moreover, it is not necessary a
dedicated Linux kernel or hypervisor for managing containers,
thus presenting almost no performance overhead. In container-
based virtualization, the main element is the container engine
responsible for containers lifecycle management. In CoreOS,
VNFs can be represented by Linux functions (e.g., iptables
for proxy, firewall, and NAT; Snort for IDS Sensor) running
on the same server but with isolated memory spaces.

C. OSv

OSv is an open source operating system based on the
library OS design [7]. Although its standard version is dis-
tributed based on the QEMU Kernel Virtual Machine (KVM),
OSv can be managed using other hypervisors (e.g., Xen,
VirtualBox) with a minimal amount of architecture-specific
code. Moreover, OSv is flexible, able to run functions designed
in different languages, such as C/C++ and Java. In OSv,
each VM runs a single function with its dedicated copy of
the library OS. Library OS attempts to address performance
and functionality limitations in functions that are caused by
traditional operating systems abstractions.

Different works can be found in the literature performing
comparisons among virtualization solutions. Estrada et al.
[15] compared the KVM hypervisor, the Xen para-virtualised
hypervisor, and LXC, also performing changes over these
solutions in order to improve the runtime to solve sequence
alignment problem in bioinformatics. In another work, Felter
et al. [16] conducted an analysis of the two most common
types of virtualization available: VMs and containers based.
In their analysis, KVM hypervisor and LXC were compared
regarding input/output (IO) operations. Finally, the work of
Reddy and Rajamani [17] presents a comparison of different
operating systems over the same hypervisor (KVM) in a
cloud environment, using performance metrics like CPU usage,
memory management, and network communication.

Our focus in this work is neither on the implementation
and evaluation of the descriptors proposed by ETSI MANO
nor into only comparing different virtualization solutions as the
works aforementioned. Our main objective is mapping lower
level performance metrics into management requirements,
based on the comparison of different virtualization solutions.

III. METHODOLOGY

An in-depth discussion about NFV management require-
ment is fundamental. More specifically, the list previously
investigated must be revisited, considering different virtualiza-
tion solutions [4]. Such discussion is provided in the following.

A. Management Requirements Classification

Management requirements can be observed from two per-
spectives. The (i) qualitative analysis requires a subjective
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evaluation, with network operators being interviewed or ob-
served when using a virtualization solution. In the other
hand, the (ii) quantitative analysis is performed by measuring
objective performance metrics from the related systems. In the
context of this paper, we applied the second approach, at the
same time we limited the set of requirements for the following:

VMs/containers Instantiation – Once properly configured
the VNF servers, network operators have to instantiate the
VMs or containers hosting VNFs. Depending on the strategy
and technology used, each VNF needs a dedicated VM or
container to host it, probably resulting in wide ranges of
instances over the NFV Infrastructure (NFVI);

VNF Deployment – Deploying VNFs in the NFVI involves
both the configuration and placement of VNFs. The VNF
placement is a well-known problem in the NFV literature [18],
[19], with solutions focused on optimizing the placement of
VNFs to avoid unnecessary migrations over the NFVI;

VM/container & VNF Monitoring – The monitoring of
both VMs/containers and VNFs is essential to guarantee the
proper service operation. In the context of NFV, the monitoring
activity includes the VNFs status acquisition, which may
require the instrumentation of VNFs to expose their internal
state through management interfaces;

Physical and Virtual NFs Coexistence – The management
of both physical and virtual network functions should mostly
be transparent for network operators. One exception to this
rule is the case where computing resources allocated to VNFs
dynamically change. Network operators must be aware of the
underlying workload before making any changes to the VNFs.

We performed a quantitative analysis due to the possibility
to recreate the evaluated scenario for different virtualization
solutions, thus giving us a better perspective on their operation.
In order to evaluate the effectiveness of each virtualization so-
lution considering the presented management requirements, we
selected three performance metrics: boot time, response time,
and memory consumption, which are directly related to each
other due to their quantitative nature. In Section V, we provide
a detailed discussion regarding the performance metrics and its
mapping into the selected management requirements.

B. Evaluation Scenario

We first must configure the VNF servers which are respon-
sible for hosting VMs or containers that will run VNFs. In our
experiments, each server is an AMD 3.6 GHz with 4 GB of
memory, placed according to Figure 1.

Boot time and memory consumption were measured di-
rectly from the VNF servers using scripts running on the Server
OS. To measure the response time, however, we deployed a
VNF acting as network proxy on the respective Server OS
for each virtualization solution. This VNF is responsible for
forwarding packets from Host A to B and the reply from Host
B to A. In Host A, a script is responsible for sending a request,
while another one will calculate the elapsed time between Host
A send a request and identify the reply sent by Host B. By
measuring the elapsed time between a request and its respective
reply, it is possible to evaluate the response time inserted by
the VNF running in the VNF server. In Algorithm 1 we present
the pseudo-code detailing the execution sequence of our proxy.

Host OS

Host OS

Hypervisor/
Container Engine

VM/Container

VNF

VNF Server
(CoreOS)

Scripts

Response
time

Request
Sender

Scripts

Response
Sender

Server OS

Scripts

Memory
Consumption

Boot
time

Host A
(Request)

Host B
(Response)

VNF Server
(OSv)

VNF Server
(ClickOS)

Fig. 1. Evaluation Setup

Algorithm 1 Proxy Operation Pseudo-code
1: while TRUE do
2: incoming pkt← listenInterface(eth0)
3: if incoming pkt 6= NULL then
4: outgoing pkt← incoming pkt
5: if incoming pkt.src addr == host A then
6: outgoing pkt.dst addr ← host B
7: else if incoming pkt.src addr == host B then
8: outgoing pkt.dst addr ← host A
9: end if

10: end if
11: sendPacket(outgoing pkt, eth0)
12: end while

The proxy starts to monitor its network interface (eth0)
until an incoming packet be received (lines 2 and 3). Then,
the incoming packet is copied as an outgoing packet to be
forwarded to the correct destination (line 4). Next, the proxy
verifies the source of the incoming packet: if the packet is from
host A, the destination address is changed to host B (lines
5 and 6). Otherwise, the destination receives host A address
(lines 7 and 8). Once configured the new destination, the proxy
forward the incoming packet (line 11). Our proxy operates in
a limited way purposely, since the objective is to evaluate the
performance of the virtualization solutions. Thus, the proxy
does not add any significant packet processing time, enabling
a clear evaluation over the time spent by each solution.

The next step is the setup of the servers responsible for host
VNFs. We first configure the operating system (Server OS),
which will provide routines needed by the hypervisor/container
engine to access the VNF server functionalities. Next, for each
virtualization solution a different kind of VM or container is
instantiated to host VNFs, which are implemented according to
the libraries provided by the virtualization solution during the
creation of a VM/container, i.e., the VNF description/configu-
ration language. For each virtualization solution, a different set
of configurations was applied, explained in in the following.

ClickOS: a Xen hypervisor running on top of a Linux-based
system is deployed in the VNF server. ClickOS images are
responsible for hosting specific Click configurations, i.e., one
VNF per ClickOS image. A set of network elements available
on Click libraries supports the creation of VNFs. Description
files containing network elements for the functions are inter-
preted and executed by ClickOS. In this way, the proposed
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Fig. 2. Evaluation results comparison

proxy function (explained in Algorithm 1) was implemented
using some Click elements, making a description file inserted
in the ClickOS images. The VNF management in ClickOS is
only possible using Cosmos, a tool developed to allow the
communication between user and ClickOS domains.

CoreOS: a Linux-based server was used to host contain-
ers for each VNF. The main building block of CoreOS is
the Docker engine responsible for guarantee VNFs running
isolated from each other. In our setup, VNFs in CoreOS are
represented by Linux functions installed on the CoreOS server.
In our experimental setup, we used a CoreOS container running
iptables as the proxy VNF. Two rules were configured on
iptables, operating like the proxy pseudo-code presented in
Algorithm 1: one rule to forward packets coming from host A
to B and another one for the opposite direction.

OSv: a KVM hypervisor was configured on a Linux-based
server since it is the standard hypervisor for OSv management.
Each OSv VM was set to host one particular VNF, which is
the recommended behavior by OSv developers. Once designed,
VNFs source codes are compiled and transferred to OSv VMs,
running immediately after the VMs startup. Each OSv VM
can be accessed using a shell, easing the access and operation
control of VNFs inside them. An OSv proxy image available
at the OSv project repository was used to instantiate the proxy.
Algorithm 1 was implemented in the C programming language
using Socket RAW libraries and deployed inside OSv images.

For all virtualization solutions, configuration templates
were used to specify VMs characteristics (e.g., processing
power, storage, memory, and networking). In this work, we
configured the minimum recommended amount of resources
needed to start a simple VNF to reply network requests: for
ClickOS, one virtual CPU with 12 MB of memory; for OSv,
one virtual CPU with 64 MB of memory. In the CoreOS
configuration, however, the processing and memory available
for containers are based on the total amount of these resources
on the server due to its container-based nature.

IV. EVALUATION RESULTS

In this section, the results obtained in the evaluation
of each performance metric are presented in the following
order: boot time, response time, and memory consumption.
All measurements were repeated until guarantee a minimum
confidence interval of 95%.

A. Boot Time

Fast boot time is important in any NFV deployment since
that VNFs must be available as soon as possible. For example,
when a VM or container that hosts a VNF crashes, a new one
must be started-up as fast as possible to avoid losses in packet
processing. The boot time evaluation of each virtualization
solution was performed using a script to measure the time
needed by a VM or container to start its operation and response
to a network request (i.e., send an ICMP Echo Reply in
response to an ICMP Echo Request packet). It represents the
effective time the VM/container needs to be operational in
the network. The script used can be configured to measure the
boot time for one VM/container or a group of VMs/containers,
starting all the instances and calculating the total amount of
time to receive the response from all VMs/containers. The
results of this evaluation are summarized in Figure 2(a).

OSv boot time increases faster than the others. We credit
this poor performance to the wide number of libraries and
commands that must be loaded during OSv VMs startup.
Moreover, we can conclude that ClickOS has the fastest boot
time among the virtualization solutions evaluated – less than
0.25 milliseconds for 1 VM and close to 50 milliseconds with
128 VMs. This good performance, however, has a drawback:
the optimizations made turned ClickOS not very user-friendly.
For example, there is not a shell to access ClickOS VMs,
requiring use the Cosmos tool to have a minimal level of
access to ClickOS VMs domain. CoreOS also presented good
performance results, being just some milliseconds slower than
ClickOS, since that the functions are already installed on the
CoreOS server, and the container engine (i.e., Docker) needs
only to manage server resources sharing among containers.
Thus, CoreOS appears as a good alternative to ClickOS, by
presenting a very similar performance, with the benefit of
having friendly access to containers domain.

B. Response Time

The main objective here is to analyze how much time
each virtualization solution spends to receive, process, and
response packets. A simple VNF was implemented for each
virtualization solution, acting as a proxy (i.e., receiving packets
from a host and forwarding them to another) according to
the experimental scenario presented in Section III-B. An
important point to highlight is that all virtualization solutions
were analyzed without any additional network improvements,
providing a fair evaluation of each virtualization solution.
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Analyzing Figure 2(b) we can conclude that ClickOS
presents the smallest response time for all packets sizes, being
around 0.16 milliseconds in the worst case (i.e., packets 64 KB
sized). We credit this performance to the improvements made
to directly map packet buffers into ClickOS VMs memory
space. Very close to ClickOS performance we found CoreOS
– under 0.5 milliseconds until packets reach sizes bigger than
16 KB. OSv presented the worst results, showing a response
time close to 3 milliseconds with the maximum packets size
analyzed, twice as much time as the worst case of CoreOS and
around eight times than the worst case of ClickOS.

C. VNF Server Memory Consumption

We measured the available memory before and after VM-
s/containers instantiation. We varied the number of VMs/con-
tainers instantiated from 1 to 128. Inside each host, the same
function used in the boot time evaluation was instantiated.
Despite the available memory for each VM can be configured
using predefined templates, the total amount of memory used
for each solution is also influenced by the hypervisor/container
engine. The results obtained are presented in Figure 2(c).

Despite all solutions presented the same behavior, the
smallest consumption was presented by CoreOS, with less
than 700 MB used with 128 containers instantiated. We credit
this performance to the container-based virtualization approach
used by CoreOS, where the server memory is allocated accord-
ing to the necessity of the functions running in each container.
Very close to CoreOS performance we found ClickOS, with
less than 1000 MB (or 1 GB) of memory used in the last case,
which is a good performance considering the full virtualization
approach used by ClickOS. Finally, OSv presented the worst
memory consumption, using more than 3500 MB to instantiate
128 VMs. We credit this behavior to the complexity of OSv

VMs, since that each VM is a single function with its own
copy of OSv libraries, that should be loaded with each VM.
Despite different evaluations, our results for ClickOS and OSv

were very close to those achieved by their authors [5], [7].

V. RESULTS DISCUSSION

In this section, we discuss in details the relationship of the
performance metrics evaluated in the previous section with the
management requirements presented in Section III.

A. VMs/containers Instantiation

The process of instantiating a VM or container must be
performed as fast as possible, in particular when the VNF
to be hosted on it is part of an entire service chaining
(or VNF-FG). Further, in order to instantiate a new VM or
container, the network operator (or the placement algorithm)
must be aware of how much memory will be required and,
consequently, the amount of available memory in the VNF
server. If the memory required by the new VM/container is
high enough to compromise others VMs/containers or even
the VNF server operation, another VNF server with sufficient
memory must be selected. For these reasons, we argue that
boot time and memory consumption must be considered for
the VMs/containers instantiation management requirement.

Based on the results obtained, ClickOS and CoreOS pre-
sented best boot time and memory consumption performances,

respectively. However, OSv has a differential: a tool called
Capstan allows the network operator to access a wide set of
OSv VMs images available in the project repository, facilitating
the deployment of new VMs. In this way, CoreOS is a good
choice regarding performance, due to its fast boot time and low
memory footprint. However, if the priority is more flexibility
in the overall process of VM instantiation, OSv appears as
an alternative, able to ease this process with the drawback of
worse memory consumption.

B. VNF Deployment

The VNF deployment is related to two tasks performed
over VNFs. The first one is the VNF location, also known as
VNF placement problem, widely investigated in NFV literature
[18], [19]. The VNF placement problem consists in the distri-
bution of VNFs in a pull of servers according to some criteria.
One of the main criteria to be considered in this problem is
the resource utilization. The second task involved in the VNF
deployment is the configuration/reconfiguration of VNFs. It
must occur as fast as possible to avoid information loss or
even service outages. Moreover, depending on the strategy
used more memory may be required for VNF reconfiguration
[20]. For this reason, memory consumption is as important as
boot time regarding VNF deployment.

ClickOS and CoreOS are the best virtualization solutions
regarding boot time and memory consumption, characterizing
them as good choices in terms of VNF configuration/reconfigu-
ration, with a small advantage for ClickOS regarding boot time,
and for CoreOS concerning memory consumption. However,
despite results showed CoreOS as the best choice regarding
memory consumption, there is a drawback in using CoreOS:
it is not suitable for migration due to its container-based
virtualization. Then, we believe CoreOS is the best choice
regarding memory consumption and suitable for use in static
scenarios, i.e., network scenarios where VNF migration is
not needed. However, in cases where VNF migration is often
performed (e.g., for load balancing), we recommend the use of
ClickOS, which is more suitable for migration with memory
consumption results close to the values presented by CoreOS.

C. VM/container & VNF Monitoring

VNFs must be continuously monitored to keep the network
working properly. In this way, the network response time of
VMs and containers must be as fast as possible, to quickly
obtain information from their operation, such as the current
VNF location and its status. When the monitored VNF is a
part of a VNF-FG, delays in the VNF response may impact
the entire service provided by the VNF-FG. For this reason,
the network response time of VMs/containers is an important
metric to reflect the VNF monitoring requirement.

In our results, ClickOS appears as the best choice in
terms of response time and, consequently, covering the VNF
monitoring requirement better than the others solutions. More-
over, ClickOS is very suitable for VNF migration due to the
small size of ClickOS VMs (approximately 12 MB), avoiding
bottlenecks in the network paths during the migration and its
full virtualization approach, turning the memory dump easily.
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D. Physical and Virtual NFs Coexistence

Memory consumption is a key metric to reflect how good
a virtualization solution is regarding VNF coexistence. If the
amount of memory needed to instantiate and manage VMs or
containers is too high, probably a few number of VNFs may
coexist in the same VNF server. As well known by network
operators, the network elements management is easier when
they are close to each other. Another important metric is the
network response. In cases where VNFs should communicate
with each other, forming a VNF-FG, they need to fast reply to
others VNFs of the VNF-FG. Moreover, delays in the network
response from a VNF belonging to a VNF-FG may affect
communication among VNFs composing another VNF-FG.

In our evaluation, CoreOS presented the best results regard-
ing memory consumption while ClickOS is the best virtual-
ization solution regarding network response time. Considering
the similarity in the results of both ClickOS and CoreOS
concerning memory consumption, we believe that ClickOS
is the best choice regarding VNF coexistence, since that the
network response of ClickOS is better than CoreOS.

We can conclude that there is no definitive virtualization
solution for all evaluated performance metrics and, conse-
quently, for all management requirements considered in this
work. Despite the best performance presented by ClickOS,
the creation, access, and management of ClickOS VMs is a
hard task. CoreOS provides a simple way to create and access
containers when compared to ClickOS, but container-based
virtualization may impose some difficulties related to VNF
migration due to its shared memory approach. Finally, OSv

appears as an alternative, by given up performance to achieve
easy creation, access, and management of VMs. The choice of
one or another virtualization solution depends on the network
operator needs and the network scenario.

VI. CONCLUSION AND FUTURE WORK

In this paper, we provided a comparison among emerging
NFV enablers: ClickOS, CoreOS, and OSv. We refined and
classified management requirements from the literature in two
classes, selecting quantitative ones to be evaluated based on
three different performance metrics: boot time, response time,
and memory consumption. Our main objective is to help
network operators to choose a virtualization solution to for
their NFV deployment.

Our results show that ClickOS and CoreOS are superior
to OSv , with advantage for ClickOS in terms of boot time
(18, 61% faster than CoreOS in the best case) and response
time (approximately 10 times faster than CoreOS for packets
64 KB sized). Nevertheless, CoreOS required 42, 34% less
memory than ClickOS for 128 instances. However, MANO
solutions should also consider the drawbacks using one or
another solution in NFV environments. For example, in more
dynamic scenarios where VNFs are often updated or recon-
figured, solutions like OSv could be an promising alternative,
due its diversified images database.

Now, we plan to design a comprehensive management
system for NFV, selecting the best virtualization solution to
cover as many as possible the management requirements. We
also plan to investigate orchestration mechanisms for NFV,

working in a synergy among all the good practices proposed
by ETSI and the management requirements evaluated in this
work, proposing a unified design pattern for NFV MANO.
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Abstract—Cognitive radio devices are able to sense the spec-
trum of frequencies and share access to vacant channels. These
devices usually have a candidate channels list that must be sensed
to find a vacant channel. In this paper, we propose a novel
system called ChiMaS, which is able to manage the candidate
channels list implementing three tasks: Analysis, Creation, and
Sort. Analysis applies reinforcement learning algorithms to eval-
uate the channels quality based on their historical occupancy
and their conditions; Creation is responsible for creating the
Candidate Channels List; and Sort ranks the channels to obtain
an Ordered Channels List in terms of quality. Results show that
ChiMaS manages the candidate channels list following the IEEE
802.22 definition, while it finds the best channel in terms of
availability and quality faster than Q-Noise+ algorithm, which
was implemented for comparison purpose.

Keywords—cognitive radio, channel sensing order, channel list
management, reinforcement learning

I. INTRODUCTION

Cognitive Radio (CR) devices have been designed to
improve the efficiency of spectrum allocation [1]. Such im-
provement is obtained by enabling these devices to oppor-
tunistically access vacant radio frequency channels. However,
before accessing a channel, a CR device must decide whether
or not that channel is occupied. This decision is performed
by the Spectrum Sensing Function (SSF), to find vacant
channels and allow multiple devices to share the spectrum
without interfering with each other. While selecting a channel,
CR devices should also be able to take into account the
channel quality. In this sense, the historical occupancy and the
channel conditions, which can be measured by the Received
Signal Strength Indicator (RSSI) [2], are two of the main
characteristics used to determine the channel quality.

Finding the best channel is desirable to provide better
transmission conditions to CR devices. However, it is hard
to find high-quality vacant channels in short periods of time,
since the analysis of channel conditions demands more time
than just deciding whether or not the channel is vacant [3].
The amount of time spent to sense the spectrum is also
related to the number of channels previously defined to be
analyzed. Therefore, the IEEE 802.22 standard [4] defines that
CR devices must keep a Candidate Channels List (CCL), in
order to limit the duration of the spectrum sensing. Although
the IEEE 802.22 standard specified the existence of a list of
candidate channels, the classification of the channels in this
list was left open to encourage innovation.

In the recent literature, solutions have been presented to
sort available channels and quickly select one of them. We or-
ganized the solutions into two classes: statistical sorting [5] [6]
and reinforcement learning sorting [7] [8] [9]. Both classes
aim to dynamically decide in which order channels should be
sensed when a device needs to change its operating channel.
Towards this aim, the first class is composed of solutions that
demand prior knowledge about channel quality metrics, such
as the historical occupancy and RSSI of the channel [10].
Based on the defined metrics, statistics are applied to sort the
channels according to their quality. The second class, in turn, is
composed of solutions that demand no prior knowledge about
the channel quality. The knowledge is built over the time by
analyzing the transmissions performed by CR devices.

Although broadly applied by current solutions, the ap-
proach of analyzing the transmissions performed by CR de-
vices might cause some drawbacks. The first drawback is that
the current solutions assume that transmissions occur before
CR devices start learning about the channel quality. Since CR
devices do not have any prior knowledge about the channel
occupancy, this leads to a second drawback related to the
probability of a CR device to interfere with other transmissions
that may be already occupying the analyzed channel. Finally,
another drawback of this current approach is that the chosen
channel may not be the best one in terms of quality, especially
at the beginning of system operation, since no historical
information is available. Therefore, the selected channel may
have a high occupancy rate or bad channel conditions, what
leads to a low-quality transmission.

To deal with these drawbacks, in this paper we introduce
ChiMaS, a solution to classify channels in the CCL. The
classification of the channels in this list includes three tasks:
Analysis, Creation, and Sort, which are defined as follows:
(i) to analyze the radio frequency channels, ChiMaS uses a
reinforcement learning based solution, taking into account its
historical occupancy and conditions. (ii) To create the CCL,
only channels considered as vacant are selected. (iii) To sort
the CCL, scoring and ranking functions are applied to the
created list. By evaluating the channels with the spectrum
sensing, ChiMaS allows CR devices to learn, and consequently
find the best available channel, without the need to transmit.
The performance of ChiMaS is evaluated in a controlled radio
environment and the results obtained are compared with the
Q-Noise+ algorithm from the literature [8]. Results show that
ChiMaS is able to find the best available channel faster than
Q-Noise+ and to sort CCL in different scenarios.
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The remainder of this paper is organized as follows. In
Section II, we present related work on solutions to sort vacant
channels. ChiMaS is described in Section III. Performance
evaluations are presented and discussed in Section IV. Finally,
we present the conclusions and future work in Section V.

II. RELATED WORK

Solutions to sort channels have been investigated in the
scientific community in the recent past. Therefore, we organize
the main solutions in two classes: statistical sorting [5] [6] and
reinforcement learning sorting [7] [8] [9]. Statistical sorting
assumes that conditions and occupancy of the channel are
known. Jiang et al. [5] analyzed a scenario in which the
occupancy probability of each channel is known. The authors
considered a CR network with opportunistic transmissions
to find an optimal channel order to achieve the maximum
gain in terms of transmission rate. Rostami, Arshad, and
Moessner [6] proposed an ordered statistic SSF based on a non-
parametric method considering the presence of Additive White
Gaussian Noise (AWGN) and assuming that the information
about the Signal to Interference plus Noise Ratio (SINR) is
known. Although allowing the ordering of the channels, the
main limitation of statistic sorting class is the need of prior
knowledge about channel characteristics.

The second class of sorting solutions applies reinforcement
learning algorithms to dynamically define the channel order.
This learning dispenses any prior knowledge about the channel
occupancy, since knowledge is acquired during transmissions.
Mendes et al. [7] applied the reinforcement learning algorithm
called Q-Learning to obtain information about channel oc-
cupancy. Q-Learning algorithm calculates a reward for each
transmission in a channel. Based on this reward, the algorithm
defines the order in which channels must be analyzed. Fa-
ganello et al. [8] proposed an improvement of Q-Learning
algorithm for cognitive sensor networks, called Q-Noise+,
which considers historical analysis of channel occupancy and
channel conditions based on SINR. Q-Noise+ also calculates
the reward considering transmissions of CR devices. Finally,
Zhang et al. [9] modeled the sensing order selection as a Q-
Learning problem, defining the sensing order based on the
results of transmissions and historical sensing performed over
the channels.

Both classes described above are based on information
obtained during the transmissions performed by CR devices.
To obtain this information, a device faces the following
drawbacks: (i) the learning is performed only in the channel
in which the CR device transmits, (ii) a transmission can
cause interference with other transmitters, and (iii) the chosen
channel may have low availability and poor conditions in the
initial transmissions because there is no prior knowledge about
the channel characteristics. The main contribution of ChiMaS
is to deal with these drawbacks, by managing the channel list
in order to find the best vacant channel. Moreover, to the best
of our knowledge, ChiMaS is the first approach to order the
channel list using channels quality considering only the SSF
results, i.e. CR devices are not required to transmit.

III. ChiMaS COMPONENTS

ChiMaS is divided into three classification tasks, as can
be seen in Figure 1. The first one, called Analysis, receives

information from the SSF regarding the occupancy status of
a Global Channels List (GCL). This list comprises a group
of channels previously defined to be analyzed by ChiMaS.
Channels in the GCL can be defined based on some criteria,
like unlicensed channels for IEEE 802.22 operation [11], for
example. The GCL is processed by a reinforcement learning
algorithm to become aware about both the historical occu-
pancy and conditions of each channel. Based on the results
of such analysis, the second task, Creation, is responsible
for the generation of the CCL. Finally, the third task, Sort,
uses a scoring and a ranking function to obtain an Ordered
Channels List (OCL), which is the output of ChiMaS. The first
element of the OCL may be used as the Operation Channel
of a Base Station, as defined by the IEEE 802.22 standard
[4], while the second element may be considered a good
Backup Channel. The Analysis task of ChiMaS is presented in
Subsection III-A, while Creation and Sort tasks are described
in Subsection III-B.

ChiMaS

Spectrum Sensing (SSF)

Global Channel List (GCL)
Candidate Channel List (CCL)
Ordered Channel List (OCL)

Information Flow
Execution Loop

Weight
Learning Analysis
Score

RF
Environment

Analysis

Creation

Sort Output

Scoring Function Ranking Function

CCL Creation

Historical Occupancy 
Learning

Channel Conditions 
Learning

Fig. 1. ChiMaS components

A. Analysis Task

The Analysis task receives from the SSF, a GCL containing
the channels to be analyzed by ChiMaS along with information
regarding these channels. At each ChiMaS execution, all chan-
nels are sensed to prevent sudden changes in channels status
do not be perceived. The GCL information is composed of two
types of data structures for each channel as defined by the IEEE
802.22 standard and represented in Figure 2. The first data
structure is a tuple composed of Signal Vector and Confidence
Vector. The Signal Vector contains information regarding the
occupancy status of the channel, i.e, the result of the SSF.
In this case, SSF must indicate if the channel is occupied
(0x00), vacant (0xFF) or if it was unable to decide (0x7F).
The Confidence Vector carries information about the assurance
of the SSF in the current result. The confidence level received
by ChiMaS varies between 0 (0x00), indicating no confidence
and 1 (0xFF), representing full confidence. The second data
structure is a vector containing RSSI measurements. This
vector ranges from -104dBm (0x00) to +23.5dBm (0xFF).
Values outside this range shall be assigned to the closest
extreme.
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Fig. 2. GCL data structures

GCL contains information about the occupancy status
and conditions of each sensed channel. This information is
analyzed by two reinforcement learning algorithms to up-
date the historical knowledge about both channels occupancy
and conditions. We chose reinforcement learning because it
presents a good performance on structured networks solutions,
such as the IEEE 802.22 [12]. The results of this analysis
allow ChiMaS to evaluate the quality of the channels. The
reinforcement learning algorithms were implemented adapting
the specifications of Q-Noise+, proposed by Faganello et al.
[8]. The main adaptation we made was to eliminate the need
for transmission, which is a drawback of Q-Noise+. Instead,
we use information regarding the channel occupancy and
conditions collected by SSF to learn about channels quality
and compose the OCL. As proposed by Faganello et al. [8]
we defined weights for each epoch in order to add greater
importance to more recent analyzes.

The first learning algorithm of ChiMaS is called Historical
Occupancy Learning, which is responsible for analyzing the
usage profile of the channels. This analysis considers that SSF
executions are performed in epochs (t). The goal of this feature
is to use SSF information to assess the future occupancy of the
channel. Towards this goal, a reward-based approach is applied
considering two criteria to calculate Qh, which represents the
results of the Historic Occupancy Learning. The criteria used
to calculate Qh are: (i) the channel occupancy rate in the
current epoch (rt) and (ii) the weighted sum of this rate in a
defined amount of past epochs (l). The former rate is defined
by analyzing every partial analysis conducted by SSF to define
whether or not the channel is occupied. This information is
obtained in the Confidence Vector, which determines how
accurate was the SSF analysis. Let G be the set of channels
in the GCL, the Qh of a given channel c for the next epoch
is then defined according to Equation 1.

∀c ∈ G⇒ Qht(c) = (1− α)
l∑

i=1

[wt−irt−i](c) + αrt(c) (1)

where, 0 ≤ α ≤ 1 represents the weight of the reward (rt)
obtained in the last epoch. The higher the α value, the more

importance is given to the last epoch and consequently, less
importance to past epochs. The number of past epochs to be
considered for Qh calculation is defined by l. In this sense, w
is the weight of each one of the last l epochs. This value is
pondered by the weight of the past epochs, which is (1− α).

Channel Conditions Learning is the second algorithm pro-
posed in ChiMaS. This algorithm receives information about
the mean RSSI level of a radio frequency channel to obtain
knowledge about its conditions and calculate Qn, which repre-
sents the results of the algorithm. The criteria used to calculate
the Qn are (i) the rate of RSSI in the current epoch (ηt) and
(ii) the weighted sum of this rate in a defined amount of past
epochs (l). It is important to highlight that RSSI measurements
performed by SSF are considered by ChiMaS analysis task
only in epochs where the channel is considered vacant, since
only noise is present in this case. The Qn for a given channel
c is calculated according to Equation 2.

∀c ∈ G⇒ Qnt(c) = (1− β)
l∑

i=1

[wt−iηt−i](c) + βηt(c) (2)

where, 0 ≤ β ≤ 1 is the weight of the current channel
conditions, and its complement is the weight of the conditions
of past l epochs where the channel was considered vacant.
The β value works for the channels condition learning like
the α value works for historical occupation learning: higher
values implies in more importance to the last epoch and less
importance to past epochs. Finally, η is a factor regarding
the channel conditions. This factor represents the reward of
the Channel Conditions Learning. The better the channel, the
higher η is.

B. Creation and Sort Tasks

In the Creation task, the CCL Creation function receives
the GCL from the Historical Occupancy Learning and Channel
Conditions Learning and creates the CCL taking into account
the occupancy status of every channel in GCL. Only vacant
channels are used to create the CCL. The results of the analysis
of both historical occupancy and channel conditions of vacant
channels are also part of the created list. It is important to
emphasize that in the next execution all channels are sensed
and analyzed, even those considered occupied by SSF in the
current execution.

The Sort task is responsible for sorting the CCL using two
functions, called Scoring and Ranking. The former receives the
weight of both historical occupancy and channel conditions to
calculate a score associated with each channel. The latter sorts
the list according to the results of the Scoring function. The
obtained score is called Q-Value and indicates how suitable
a channel is for opportunistic transmissions, considering its
historical occupancy and conditions. In this sense, let C be the
set of channels in the CCL. The Q-Value of a given channel
c ∈ C is obtained using Equation 3.

∀c ∈ C ⇒ Q−V alue = γ∗Qht+1(c)+(1−γ)∗Qnt+1(c) (3)

where γ is the weight of historical occupancy, and (1 − γ)
represents the weight of channel conditions. The score of
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each channel is then processed by a Ranking function, which
is responsible for finishing the sort and creating the OCL.
Therefore, the most suitable channel for transmission (channel
with the highest Q-Value) will be placed at the beginning of
the OCL, while the worst channel (lowest Q-Value) will be at
the end of the list.

Once presented and explained each component of ChiMaS,
in Algorithm 1 we present the pseudo-code detailing the
execution sequence of ChiMaS, exploring the components
presented in this section in order to better understand the entire
ChiMaS execution. After defining the GCL, the SSF is invoked
to obtain information about current channels occupancy and
conditions (line 1). Then, during the Analysis Task, Qh and
Qn values of each channel are calculated for the current epoch
t (0, line 2). The Historical Occupancy Learning (Qh) and
the Channel Conditions Learning (Qn) for each channel are
calculated based on the past epochs (lines 8 and 10), resulting
in its respective reward value (lines 12 and 13). Next, the
Creation task analyses the availability of each channel (line
19), including in the CCL only channels available during the
last sensing (C in the algorithm, line 20). Finally, in the Sort
task the resulting Q-Value for each channel is calculated by the
Scoring function (line 27), attributing the predefined weights
for both Qh and Qn. The final values are used by the Ranking
function to create the OCL (O in the algorithm, line 29),
ordered from the best channel (highest Q-Value) to the worst
(lowest Q-Value).

IV. EVALUATION AND RESULTS

The methodology used for assessing the performance of
ChiMaS, the experimentation parameters, and their values are
presented in Subsection IV-A. Experimental results obtained
in a controlled radio frequency environment are presented and
discussed in Subsection IV-B.

A. Evaluation Methodology

ChiMaS was evaluated using GNU Radio framework1

and USRP2 radio front-end2. SSF was performed considering
eleven channels, using a combination of energy detection and
waveform detection algorithms proposed in a previous work

1http://www.gnuradio.org; 2http://www.ettus.com

Algorithm 1 ChiMaS Operation
1: G← SSF (GCL)
2: t = current epoch
3:
4: # ANALYSIS:
5: for each c ∈ G do
6: for i = 1 to l do
7: # OccupancyLearning:
8: c[Qh] = c[Qh] + c[w[t]] ∗ c[r[t− i]] + α ∗ c[r[t]]
9: # ConditionsLearning:

10: c[Qn] = c[Qn] + c[w[t]] ∗ c[η[t− i]] + β ∗ c[η[t]]
11: end for
12: c[Qh] = (1− α) ∗ c[Qh]
13: c[Qn] = (1− β) ∗ c[Qn]
14: t++
15: end for
16:
17: # CREATION:
18: for each c ∈ G do
19: if isFree(c) then
20: C ← append(c)
21: end if
22: end for
23:
24: # SORT:
25: for each c ∈ C do
26: # Scoring:
27: c[Q-V alue] = γ ∗ c[Qh[t+1]]+ (1− γ) ∗ c[Qn[t+1]]
28: end for
29: O ← Ranking(C)
30:
31: return O

[13]. The occupancy rate of each channel is modeled following
a Poisson distribution, as proposed by Gosh et al. [14]. The
mean and variance of this distribution, which give the channel
occupancy rate was varied from 0 to 1 in steps of 0.1. To
assess the channel conditions, RSSI is measured during SSF.
The resulting RSSI is fit into a range described by the η factor
to be used as a reward for the Channel Conditions Learning.
This factor assumes values according to Table I. RSSI value
of a channel may vary between +23.5dBm and -104dBm, as
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defined in the IEEE 802.22 standard [4].

TABLE I. RSSI LEVEL CORRESPONDENCE

RSSI value Corresponding η
+23.5dBm > RSSI ≥ -30dBm 0
-30dBm > RSSI ≥ -60dBm 0.2
-60dBm > RSSI ≥ -80dBm 0.5
-80dBm > RSSI ≥ -90dBm 0.75
-90dBm > RSSI > -104dBm 0.90
RSSI ≤ -104dBm 1

ChiMaS is configured to consider a history of 3 epochs
(l) for both Historical Occupancy Learning and Channel Con-
ditions Learning. The current epoch weight for both α and
β was set to 0.5 and the past epochs weights (w), defined
from the most recent to the oldest one, are 0.45, 0.35, and
0.2, respectively. These values were chosen to give a higher
importance to more recent epochs because it is important
to consider the current state of the channel in scenarios
with high RSSI variability. Moreover, it avoids the selection
of overloaded channels or intermittent use, like sensor TV
channels or sensor networks. γ was set to 0.8, 0.5, and 0.2,
while the Channel Conditions Learning weight is 1 − γ. It
implies in three different setups to compute the Q-Value used
for sorting the CCL. This values were selected to explore
both situations where one weight is higher than the other (e.g.
γ = 0.2 or γ = 0.8) and where the weights are balanced
(γ = 0.5). We performed 300 executions of ChiMaS for each
evaluation, guaranteeing a confidence interval of 95%.

TABLE II. TABLE OF PARAMETERS

Parameter Default Value
Number of channels (C) 11
Current epoch weight (α and β) 0.5
Past epochs (l) 3
Past epochs weights (w) [0.45, 0.35, 0.2]
Historical Occupancy Learning weight (γ) 0.8, 0.5, and 0.2
ChiMaS Executions 300
Confidence interval 95%

In the first scenario, we measured the average historical
occupancy of TV channels, as shown in Figure 3 (a). We also
analyzed the channel conditions, based on the RSSI observed
during SSF, as can be seen in Figure 3 (b). In this analysis,
channel 2 presented a low occupancy rate, of approximately
10%, and good conditions, since its RSSI is about -85dBm.
On the other hand, channel 10 had a high occupancy rate,
close to 90%, and a higher RSSI (-30dBm), resulting in a

worse channel compared to channel 2. Furthermore, channel 5
presented intermediate values for both the occupancy rate and
channel conditions, about 30% and -70dBm, respectively. This
scenario was used as input to evaluate the process implemented
by ChiMaS to manage the CCL.

B. Experimental Results

In the first analysis performed, we investigate the impact
on Q-Value of three different setups of weights for ChiMaS
operation, as can be seen in Figure 4. In the first setup, shown
in Figure 4 (a), we consider γ = 0.8, representing a weight of
80% for historical occupancy and 20% for channel conditions.
In the second setup, the weights are balanced, as can be seen
in Figure 4 (b), while, in the third setup, shown in Figure 4
(c), we consider γ = 0.2.

Analyzing the behavior of channels in different setups, it is
possible to observe that Q-Value decreases as γ decreases. It
occurs because the historical occupancy varies less than the
channel conditions, as shown in Figure 3. Therefore, as γ
reduces, the variations on RSSI tend to result in peaks in the
Q-Value of the observed channels. Another important analysis
regards the behavior of channel 2 in the same setups. As can
be seen in Figure 4 (c), the Q-Value of this channel presents a
higher variability when compared to the remaining setups. This
variation was caused due to two reasons. The first one is related
to the higher weight attributed to the channel conditions. The
second one is due to the frequent changes on the RSSI of the
analyzed channel, causing variations in the η factor, as defined
in Table I. Similar behaviors are observable in other channels
as well. However, in the remaining visualized channels, the
intensity of Q-Value changes is lower than in channel 2 be-
cause the historical occupancy and channel conditions change
smoothly, as shown in Figure 3. This evaluation allows us to
conclude γ must be defined according to the radio behavior.
For example, in a very noisy environment γ may be configured
to a small value, aggregating more importance to channels
conditions learning. In contrast, with good signal propagation
conditions, γ can be set with higher values, making the analysis
of channels historical occupancy more effective.

Once analyzed the impact of the Q-Value in the ChiMaS
operation, we defined a GCL composed by 11 channels to
be classified, showing the final result of ChiMaS classification
over an predefined GCL. The occupation and conditions of the
channels present in the GCL where configured to vary from
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the best channel (channel 1) to the worse (channel 11). As
described at the beginning of this section, the occupancy rate
of each channel is modeled following a Poisson distribution,
as proposed by Gosh et al. [14] and the channels conditions
where varied between +23.5dBm and -104dBm.

The first evaluation over the 11 channels was made to
analyze the impact of γ variation in the composition of
the OCL. In Figure 5, we show the results regarding the
OCL, where the x-axis represents OCL index and the y-axis
represents the Q-Value calculated for each channel. Analyzing
the best channel of the first setup, we can observe that the Q-
Value is around 0.7. As γ decreases, channel 1 remains as the
best channel. However, the Q-Value of all channels is reduced.
Another interesting result we can observe in Figure 5 is the
behavior of channels in the middle of the OCL, since their
positions tend to vary as the setup is changed. For example,
channel 5 is one of the most affected by the changes in weight
parameters. In setup (a), channel 5 is placed in the 5th position,
moving to 6th place when the weights are balanced (b), and
finally moving to the 4th position in (c). On the other hand,
the channels at the end of the OCL tend to keep a constant
position in the ranking, because the learning features of the
Analysis task are reward-based. Therefore, as the Q-Value of
these channels is low, a small reward is obtained.

Another analysis conducted in this paper is a comparison
between two different scenarios: (a) TV channels scenario and
(b) Wi-Fi channels scenario. We assume a setup where γ = 0.5

in both scenarios. The results regarding such comparison
are presented in Figure 6, where both the historical channel
occupancy (x-axis) and the channel conditions (y-axis) are
correlated with the final Q-Value (circles). The larger the size
of the circle, the greater the Q-Value of the channel.

In Figure 6 we can also analyze the outputs of the learning
algorithms in the Analysis task. As shown in Figure 6 (a), the
best channel is the one with higher Q-Value, i.e. channel 1.
This channel is the one with the lowest historical occupancy
rate and the best channel conditions. On the other hand, the
worst channel (i.e. channel 11) is highly used and presents
bad channel conditions, resulting in the lowest Q-Value. The
results regarding the second scenario are presented in Figure
6 (b). We can observe that despite the average RSSI is higher
in the second scenario, ChiMaS remains able to manage the
CCL. Another conclusion we can take from the plots is that
considering the analyzed scenarios, (a) is more suitable for
operation of CR devices. It is justified because the average
Q-Value is higher than in scenario (b).

Finally, we present a comparison between ChiMaS and Q-
Noise+ algorithms. Q-Noise+ parameters are set to the same
values used by Faganello et al. [8]. In this specific analysis,
both algorithms are compared considering a variable amount
of channels ranging from 1 to 48. We perform a comparison
between the time spent by ChiMaS and Q-Noise+ to analyze
these channels, considering a sensing time of 2 seconds for
both algorithms and a transmission time of 2 seconds for Q-
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Noise+. The results obtained are shown in the Figure 7.
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Fig. 7. Time analysis

Figure 7 shows that the time necessary to analyze the
channels linearly grows, for both algorithms, as the number
of channels to be analyzed increases. However, as the number
of channels increase, Q-Noise+ time grows considerably faster
than ChiMaS time. This behavior occurs because the time
demanded by ChiMaS depends only on the number of channels
to be analyzed and the sensing time, while Q-Noise+ also
needs to consider the transmission duration in the composition
of the total demanded time.

In Table III, we highlight the main differences between
ChiMaS and Q-Noise+. Each evaluation performed by ChiMaS
analyzes a set of channels, defined before starting its execution,
while Q-Noise+ is able to analyze only one channel per
execution. It could lead to a situation where some channels
are never analyzed by Q-Noise+, since when it is analyzing
a reasonable channel, it tends to keep transmitting in this
channel, without searching for better possibilities. To calculate
the reward of the learning process, ChiMaS evaluates the
Confidence Vector, while Q-Noise+ needs to transmit over the
channels to calculate its reward, which may cause interference
with transmissions performed by other devices.

TABLE III. COMPARISON OF ChiMaS AND Q-NOISE+

Characteristic ChiMaS Q-Noise+
Number of channels
analyzed per execution N Channels One channel

Time spent to find the best
channel

Depends on the number of
analyzed channels

The best channel may
never be found

Reward method Confidence Vector analysis Transmission Analysis
Interference with primary
user No interference May interfere with primary

users

V. CONCLUSIONS AND FUTURE WORK

In this paper we presented ChiMaS, a novel system able
to manage the CCL defined in the IEEE 802.22 standard.
Three classification tasks are proposed: Analysis, Creation, and
Sort. One of the main contributions of ChiMaS is to eliminate
the need for transmissions in order to learn about the quality
of the channels. Instead of transmitting, our proposed system
receives, from SSF, information regarding the channel occu-
pancy, the confidence in its result, and RSSI measurements.
Results were obtained using a controlled radio environment
and showed that ChiMaS is able to find the best available
channel and sort the CCL in different scenarios, according to
different setups.

As future work, we intend to consider a CR network
where a central node performs the channel classification and
disseminates the OCL to CR devices through a control channel.
Additionally, we plan to apply rules for channel dissemination
aiming to provide quality of service for applications in the
context of CR networks. One possible approach to apply rules
should be managing the channel dissemination by using pricing
related techniques.
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Abstract—Network Functions Virtualization (NFV) is a new
approach to design, deploy, and manage network functions. In a
recent past, such functions used to be implemented at hardware.
This approach, besides effective, presents many disadvantages
such as increased operational costs, difficulties to scale up
or down the network, and deploy new functions. The rise
of virtualization technologies, on the other side, provides new
ways to rethink about network functions. Instead of specialized
and expensive hardware, multiple network functions can share
the same commodity hardware, thus contributing to a better
utilization of resources. Besides its advantages, NFV is still on its
early stages of employment. Important aspects are not yet being
investigated by the research community. For example, to this date,
the management requirements of NFV remain unclear. Therefore,
the present paper addresses this subject, it presents a realistic
network function request, which is used to identify management
requirements in the context of a specific NFV enabler platform
called ClickOS.

Index Terms—Network Functions Virtualization, Network
Management, Function Requests

I. INTRODUCTION

Network Function Virtualization (NFV) [1] is a novel
network paradigm that separates data plane software from
the underlying hardware. Different than Software Defined
Networking (SDN) [2], which deals with control plane through
more mature technologies like OpenFlow [3], NFV is still in
its infancy, struggling to establish itself as viable way to reduce
costs of network deployment and maintenance, i.e., CAPEX
and OPEX [4].

Industry, academia, and standardization bodies have shown
increased interest in NFV. That can be observed, for example,
in important consortiums formed by network vendors, the
proliferation of papers and conferences about NFV, and on
the NFV-related work under development in the European
Telecommunications Standards Institute (ETSI) and on the
attempt to create a NFV research group (RG) in the Internet
Research Task Force (IRTF).

As in any new networking technology, network manage-
ment aspects are crucial for the success of NFV. However,
despite the increased interest, network management has been
neglected in current NFV efforts. Because we believe that
network management cannot be an afterthought, in this paper
we deal with the issue of identifying NFV management
requirements in the context of a specific NFV enabler platform,
i.e., ClickOS [5].

Because NFV is still in its infancy, as mentioned before,
there is no widely deployed NFV platform. In fact, several
platforms seem to be under development, but most of them is
unavailable or not based on open source software. ClickOS is
a fortunate exception in this landscape. Based on open source
software, ClickOS is frequently considered an NFV enabler.
Although far from being an NFV materialization as mature
and concrete as OpenFlow is for SDN, ClickOS allows us to
identify the challenges that network administrators wanting to
operate a network with NFV will face.

NFV allows several different networking scenarios, in-
cluding those with complex relationships between network
operators and service providers. Although we recognize that
complex scenarios would emerge to support relevant business
models, we concentrate our investigation in a simpler scenario
where the network administrator is interested in operating
its network using NFV by deploying virtualized functions
hosted inside the managed network itself. Our methodology to
identify management requirements is based on using ClickOS
over real virtualized servers and observing the challenges that
the operator faces to take advantage of NFV’s advertised
benefits.

Our investigation starts with a network setup request, which
describes the network functions and their relationships in a test
network scenario. Our network setup request is introduced in
Section II. In Section III, we present our ClickOS environment,
describing in details the network infrastructure and the set
of operations on top of ClickOS used in our investigation to
materialize the network setup request. The list of management
requirements is then extracted from the activities the network
operator carried out over ClickOS. In Section IV, we present
and discuss such a list of management requirements. Finally,
we present our conclusions and discuss opportunities of future
work in Section V.

II. NETWORK SETUP REQUEST

NFV uses virtualization technologies to deploy network
functions (NFs) (e.g., firewalls, IDSes, load balancers). In
comparison to traditional hardware-based networks, NFV has
the advantage of decreasing operational costs, since multiple
NFs can share the same commodity hardware. Another benefit
of NFV is that it provides a more dynamic environment where
NFs can be quickly scaled up or down to address changing
demands.
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In NFV, virtualized network functions (VNFs) act as build-
ing blocks that are connected and orchestrated from a Man-
agement System. Through this system, a network operator is
able to manage the functions’ life-cycle (e.g., instantiation,
scaling, termination), as well as to define the chain of VNFs
that creates more sophisticated network functionalities. This
chain of functions is defined through VNF Forwarding Graphs
(VNF-FG) [6].

In this work we use ClickOS as the platform for NFV provi-
sioning. Although other alternatives (e.g., using containers or
hypervisors) are available to achieve the same goal, ClickOS is
the most prominent of them. ClickOS is a minimalist operating
system based on the Click Modular Router [7], focused on
supporting typical network requirements such as high through-
put, low delay, and isolation. In its current version, ClickOS
supports a significant variety of network functions, including
traffic shaping, network monitoring, and DDoS prevention.

A. Perimeter Network Design

To identify management requirements in the context of
ClickOS-based NFV, we consider the scenario where a net-
work operator needs to deploy a perimeter network – also
know as Demilitarized Zone (DMZ) – to provide a protected
environment for the organizations’ services. A DMZ is used
to offer some of an organization’s services (e.g., Web server,
e-mail server, VoIP server) to an untrusted external network
such as the Internet. Hosts placed the DMZ have only limited
connectivity to services running inside the internal network.
This approach allows the internal network to be protected in
the case of an intruder compromising any DMZ’s host.

In order to deploy a DMZ, the network operator needs to
use multiple and disparate NFs. The most basic NF in such
an environment is firewalling, used to filter incoming and
outgoing traffic based on specific rules. In simple DMZs, a
single firewall is used to protect the internal network from
the public one. In this paper, we consider the case where a
more secure setup is requested, composed of two firewalls as
presented in Fig. 1.

Four NFs are highlighted in the gray boxes of the network
setup request of Fig. 1: firewall, load balancer, IDS sensor,
and NAT. From top to bottom, the first firewall filters traffic
to allow only HTTP/S communications. Any packet that does
not match this filtering rule is discarded. All traffic allowed
by the firewall is then captured by an IDS sensor, which is
used to monitor network traffic looking for malicious activities.
Also inside the DMZ, a load balancer distributes user requests
among Web servers, according to a probability distribution
function, thus ensuring that no Web server becomes over-
loaded.

A second firewall separates the DMZ from the internal
network. This firewall is a second barrier in case of an
intrusion in the DMZ, thus preventing important services
inside the organization (i.e., LDAP, Application Server, and
Database) of becoming compromised. Since Web servers at
the DMZ and Application Server (responsible for the business
logic) at the internal network communicate using multiple

protocols (e.g., SOAP, JMS, RMI), the second firewall must
allows traffic of these protocols. A good practice of network
security is to place a second IDS sensor inside the internal
network to detect attacks coming from insiders (e.g., hosts
within the internal network). In this way, the sensor is also less
prone to attacks directed to the IDS itself. Finally, a traditional
NAT is placed inside the internal network for translating public
IP addresses to the corresponding local ones.

DMZ 

Internal Network 

Load 
Balancer 

IDS Sensor 

Application 
Server LDAP Database 

IDS Sensor 

NAT 

Web Server Web Server Web Server 

Firewall 

Firewall 

Internet 

Fig. 1. DMZ Topology Request

In the next section, we describe in details all the steps
performed to deploy the network setup request presented in
this section, highlighting the main characteristics related to
the NFV concepts applied in our experimentation.

III. NETWORK INFRASTRUCTURE DEPLOYMENT

In order to deploy the network request presented in the pre-
vious section, we employed two VNF servers: one responsible
for hosting the DMZ functions, and a second VNF server
responsible for hosting the internal network functions. This
approach enabled us to isolate both networks, thus supporting
an increased security level for the organization’s services. This
setup is presented in Fig. 2.

Each VNF server consists of a XenServer hypervisor run-
ning on top of a Linux-based OS. A generic ClickOS image
is compiled for each hosting OS, and is initialized according
to a predefined configuration template. In this work, we used
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Fig. 2. Topology Request Deployment with ClickOS

a template consisting of one CPU, 12MB of memory, and
up to 2 virtual network interfaces depending on the function.
For example, firewall functions require two interfaces: one for
incoming traffic, and the other for outgoing.

In ClickOS, network functions are defined using the network
elements provided by the Click Modular Router. These defini-
tions are represented in description files, which are interpreted
and executed by ClickOS. Network operators manages func-
tion’s lifecycle through the Cosmos tool, which implements
the communication interface between the user domain and the
ClickOS domain.

Once the VNFs are defined and ready for execution, the
network operators needs to specify how to interconnect them
(i.e., define the VNF-FG). The connection between two or
more NFs can be either physical or virtual (e.g., through
bridges). Virtual interfaces (i.e., between the VNF server and
ClickOS VMs), can be created using XenServer. The VNF-
FG used in this work is presented in Fig. 3, with dark lines
representing real connections, and dashed lines representing
logical connections.

DMZ Internal Network

Firewall

IDS Sensor

NAT

LDAP Application
Server Database

Physical Interface

Firewall

IDS Sensor

Load 
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Server #1
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Fig. 3. VNF-FG of the Resulting Topology Deployment

In the evaluated scenario, the first VNF is a stateless firewall
located in the DMZ. This firewall is used to filter incoming
traffic, allowing only HTTP/S packets. We use a network
bridge to connect the physical network interface of the VNF
Server #1 to the virtual interface of the ClickOS VM hosting
the firewall function. A second network bridge is used to

connect the load balancer to the virtualized Web servers. In
this work, we deployed two Web servers on the DMZ to
process user requests. These servers are connected to the
physical interface using a third bridge. We decided to use
virtualized Web servers to facilitate the deployment of the
network setup request, otherwise it would be necessary to
employ additional physical interfaces and network devices.
This decision, however, doesn’t have any impact on the
management requirements presented in the next section.

Inside the internal network, a second firewall is used to
allow network traffic related to specific protocols. This firewall
is connected with the VNF Server #2 physical interface, and
performs the first packet processing in the internal network. A
network bridge is used to connect the firewall’s output with the
virtualized IDS sensor and NAT. Finally, the output interface
of the NAT function is also connected using a network bridge
with three virtualized services inside the internal network: a
LDAP, an Application Server, and a Database.

All the connections (physical or virtual) are part of VNF-
FG of the service provided by the network setup scenario.
When the service be required, it will be provided using the
VNF-FG corresponding to this service, i.e., , the request will
be processed following all the network elements that compose
the respecting VNF-FG. Thus, the creation of the VNF-FG is
a key factor in the deployment of a NFV scenario, allowing a
set of NFs be composed to provide a whole service.

In next section, we will discuss all the difficulties faced with
the deployment of the proposed network setup on the presented
NFV infrastructure. The main objective is to derive the man-
agement requirements based on these difficulties, composing
a first summary about NFV management requirements.

IV. MANAGEMENT REQUIREMENTS

The deployment of a DMZ using ClickOS revealed sig-
nificant difficulties in the adoption of current NFV tech-
nologies. Based on such difficulties we identified a list of
important management requirements for properly maintaining
NFV-based networks. These requirements are discussed in the
following. Our objective with this list is to provide starting
point for network administrators interested in using NFV.

A. VNF Server Configuration

The current landscape of NFV lacks a common platform for
NFs embedding. Network administrators are obligated to use
multiple solutions in order to configure and maintain a VNF
server. In the case of ClickOS, for example, the VNF server
should support specific libraries to build the virtual images as
well as an instance of the Citrix XenServer hypervisor to host
those images [5]. These solutions, however, are not created
with integration in mind, thus leading to an additional effort
for the network administrator.

B. VMs Instantiation

While there is a good support for virtualizing traditional
OSs (e.g., Linux, Windows, and OSX) using Xen technology,
its not the case for ClickOS. Changes on its compilation
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process to improve network performance prevent existing tool
(e.g., XenCenter and XenManager) to be used. The lack of
standardized communication methods between these tools and
ClickOS images, led the ClickOS maintainers to develop a
specific tool, called Cosmos, to provide user interaction. In this
context, VMs instantiation should be supported by appropriate
management solutions, able to provide feasible and effective
methods for the network operators to configure and instantiate
ClickOS VMs.

C. Infrastructure Deployment and VNF Location

The provision of NFV-based networks requires an infras-
tructure of VNF servers properly configured. VNFs connec-
tions (i.e., network bridges) are usually manually defined by
the network administrator using the XenServer CLI tool. This
tool, besides effective, doesn’t provide a complete view of the
network for the network administrators. Connections between
VNF servers are individually defined, using command line
instructions for that. Systems focused on the the network
administrator needs, like graphical network representation,
can be helpful in the infrastructure deployment process, and
consequently on its management.

D. Network Functions Design and Deployment

NFs are defined in ClickOS using a configuration language
based on the Click Modular Router elements. Each element
refers to a basic network operation, such as IP filtering, traffic
shaping, and address translation. The way such elements are
connected represents the processing flow applied to incom-
ing/outgoing network packets. Although NFs can be manually
defined, the usage of a high-level and visual design tool,
such as Clicky [8], improves the process of creating new
functions. Besides making it easier for network administators
to design NFs, Clicky doesn’t support VNF deployment. It
forces administrators to design a NF in one tool and manually
apply them using the Cosmos interface.

E. VNF Monitoring

Network monitoring is one of the main tasks performed by
network administrators. In the NFV context, ClickOS VMs
can be monitored using the Xen console, which displays
information regarding to network traffic and Click operation.
Although this approach may be enough for small networks,
as the number of VNFs increases, new methods becomes
necessary. Moreover, considering the scenario where a NFV
F. VNF Reconfiguration

In order to reach higher performance levels, network admin-
istrators are constantly reconfiguring network functions. Such
reconfigurations may be performed in ClickOS VM instances
by using the Cosmos tool. However, Cosmos only provides
access to individual VMs, while some scenarios might benefit
from a batch reconfiguration of the network. This approach

orchestrator is responsible for migrating VNFs, it becomes
easy for network administrators to lose control of VNFs
location [9].
can, for example, handle dynamic provisioning changes and
improve the overall management task by saving time from the
network administrators.

Once summarized and discussed the list of management
requirements derived from our experimentation, in the next
section we present some conclusions about this work. More-
over, we present our perspectives for future work based on the
results obtained with the experiments presented in this paper.

V. CONCLUSION AND FUTURE WORK

In this paper we presented an initial effort to identify NFV
management requirements. Our investigation is based on the
deployment of a NFV request in a ClickOS-based infras-
tructure. Besides using a specific technology (i.e., ClickOS),
we believe that the identified requirements are still valid
for other NFV platforms and more sophisticated network
scenarios. As future research, we will design an integrated
management system based on the identified requirements. The
objective of this system is to promote the adoption of NFV by
network operators. For example, we plan to provide the level
of functionalities supported by XenCenter, assist the design
of VNF-FG, and the development of new network functions
through visual interfaces.
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