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RESUMO 

 

Este estudo tem como objetivo analisar a influência da localização da fonte de calor (fogo) na 

temperatura da camada de gases quentes (HGL) em incêndios pré-flashover em 

compartimentos, e baseado nestes resultados desenvolver correlações melhoradas para 

predizer esta temperatura, considerando a localização (transversa, longitudinal e vertical) em 

que se encontra o fogo. Os dados para esta análise e desenvolvimento das correlações foram 

obtidos através de um código CFD chamado Fire Dynamics Simulator (FDS). Uma análise de 

malha foi realizada para assegurar a qualidade dos resultados, e o modelo numérico foi 

validado comparando os resultados obtidos aos dados experimentais descritos por Steckler et 

al., 1982a, 1982b, 1984a, 1984b, apresentando boa concordância. Este estudo foi baseado em 

294 simulações, reproduzindo a mesma geometria estudada no experimento de Steckler. 

Primeiramente, 15 posições de fogo no nível do piso foram testadas para determinar sua 

influência nos resultados de temperatura. Foi observado que as posições transversal e 

longitudinal (eixos x e y) não afetam consideravelmente os resultados, exceto quando o fogo 

encontra-se próximo a uma parede ou canto. Em uma segunda análise, a influência da 

elevação do fogo foi testada, e demonstrou um importante efeito sobre os resultados. À 

medida que a fonte de calor era elevada, a temperatura da camada de gases quentes e a 

máxima temperatura no interior da sala aumentavam, assim como a altura de interface da 

camada de gases quentes. Portanto, foi possível concluir que a posição do fogo, especialmente 

sua elevação, é um importante parâmetro a ser considerado na análise de incêndios pré-

flashover no interior de compartimentos. Uma breve análise da influência da proximidade do 

fogo junto às paredes e cantos também foi realizada. A partir dos dados gerados, e baseando-

se em um balanço de energia na HGL, seis novas correlações para prever a temperatura da 

camada de gases quentes em incêndios pré-flashover em compartimentos foram 

desenvolvidas. Três delas para incêndios no nível do piso (longe de paredes, próximo ás 

paredes e próximo aos cantos) e outras três semelhantes para incêndios em posições elevadas. 

Os resultados obtidos através de todas as correlações foram comparados aos dados numéricos 

e a diferentes conjuntos de dados experimentais disponíveis na literatura, apresentando uma 

boa concordância. Portanto, pode-se concluir que estas correlações melhoradas são capazes de 

predizer a temperatura da camada de gases quentes para diferentes cenários de incêndio pré-

flashover, considerando o local onde o fogo se inicia.  
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ABSTRACT 

 

This study aims to analyze the influence of the fire heat source location on the hot gas layer 

(HGL) temperature in pre-flashover compartment fires, and based on the findings develop 

improved correlations to predict the HGL temperature considering the fire source location 

(transversal, longitudinal and vertical). The data for the analysis and correlations were 

obtained through a CFD code called Fire Dynamic Simulator (FDS). A mesh resolution 

analysis was performed to ensure the quality of numerical results, and the numerical model 

was validated comparing the obtained results to experimental data described by Steckler et al., 

1982a, 1982b, 1984a, 1984b, showing a good agreement. The present study was based on 294 

simulations reproducing the room geometry applied on Steckler’s experiment. Firstly, 15 fire 

heat source positions at the ground level were tested to determine their influence on the 

temperature results. It was found that the transversal and longitudinal fire positions (x and y 

axes) do not affect considerably the results, except when the fire is placed near a wall or 

corner. In a second analysis the fire source elevation influence was tested, and showed an 

important effect on the results. As the fire source was elevated from the ground, the hot gas 

layer and the maximum temperatures augmented, as well as the interface layer height. So, it 

was concluded that the fire source location, primarily its elevation, is an important parameter 

to be considered during the pre-flashover compartment fire analysis. A brief wall and corner 

vicinity influence was also assessed. With all the numerical data generated, and based on an 

energy balance on the upper layer, six new correlations were developed to predict the HGL 

temperature in pre-flashover compartment fires. Three correlations were fit for fires at the 

ground level (away from walls, near a wall and near a corner), and other three for fires in 

elevated positions (for those same wall-vicinity positions). The results obtained for all 

correlations were compared to the numerical data and several sets of experimental data 

available on literature, showing a good agreement. So, we can conclude that these improved 

correlations are able to predict the HGL temperature for different pre-flashover fire scenarios, 

considering the place where the fire started.  

 

Keywords:  Pre-flashover fires; Compartment fires; Heat source location; Upper layer 

temperature; FDS.
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1 INTRODUCTION 

 

To adequately design and manage fire safety systems, it is necessary to properly 

understand fire dynamics and the conditions resulting from a compartment fire. 

Compartment fires are extremely complex phenomena. A compartment fire depends 

mainly on the compartment geometry (walls, ceiling and floor dimensions), the ventilation 

(doors and windows) and the fuel (type, amount, surface area and position).  

In a pre-flashover compartment fire, hazardous gases and heat are accumulated in the 

upper portion of the room, which is then denominated as hot gas layer (HGL), and its 

composition influences on visibility and hazards for occupants. Therefore, the HGL interface 

height and temperature are considered the most important parameters in pre-flashover fire 

safety [Johansson, 2016].  

The hot gas layer temperature in a pre-flashover compartment fire is related to the 

occurrence of hazardous conditions for people, to the fire spread to combustible items far 

from the fire source and to the occurrence of flashover (when the entire room is involved by 

the fire) [Dusso et al., 2016]. The HGL temperature is considered the main indicator to assess 

the hazardous conditions to people, property and structural damage [Karlsson and Quintiere, 

2000].  

 According to Karlsson and Quintiere, 2000, the rapid progress in the understanding of 

fire processes and their interaction with buildings has resulted in the development of a wide 

variety of models that are used to simulate fires in compartments, among them the 

computational fluid dynamics (CFD) models, also known as Field models, the zone models 

and the hand-calculation models.  

Computational Fluid Dynamics (CFD), particularly Large Eddy Simulation (LES) 

codes, provide an efficient tool to predict large-scale effects, such as plume characteristics, 

combustion product dispersion, and heat effects to adjacent objects [Ryder et al., 2004]. These 

CFD models solve the Navier–Stokes equations and the fundamental conservation equations.  

Although CFD methods are considered very efficient, the hand-calculation methods 

are still widely applied, since they are time-efficient compared to numerical simulations and 

in general can provide a rough, but useful first estimative of the result. 

Both, HGL temperature and interface height can be assessed through analytical 

equations (hand-calculation methods) or computational models (zone models or CFD).  

The McCaffrey, Quintiere and Harkleroad correlation (known as MQH correlation) is 

considered the most established hand-calculation method to predict hot gas layer temperatures 
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in pre-flashover compartment fires. However, this correlation was designed for fires 

positioned at the center of the room and on the ground level. Nowadays, several other hand-

calculation methods are available to predict fire safety parameters, but none of them takes into 

account the fire source location to determine the hot gas layer temperature. 

 

1.1 Research Justification 

 

The main justification for choosing this topic was the necessity of improvement on the 

hand-calculation methods applied to obtain pre-flashover compartment fire parameters, to 

allow the fire safety engineers to obtain rapidly, more reliable data to design fire safety 

systems.  

The pre-flashover stage was chosen once the concern of this work is the safety of the 

enclosure occupants. During the pre-flashover stage the fire can still be controlled, applying 

suppression methods, and it is during this stage that the enclosure must be evacuated. After 

the flashover the room is completely on fire and the concern changes for firefighters safety 

and structural safety, once the fire can no longer be easily controlled and the structure can 

collapse. 

Knowing the HGL temperature helps engineers to predict the onset of flashover and to 

design fire suppression and smoke detection/extraction systems, which give occupants more 

time to leave the fire compartment, saving lives. 

 

1.2 Objectives 

 

1.2.1 Main Objective 

 

This research has the main goal of developing easy-to-apply correlations to predict the 

average hot gas layer temperature in a pre-flashover compartment fire, taking into account the 

fire source location. 

 

1.2.2 Specific Objectives 

 

This work has the following specific goals:  
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a) Considering the experimental data reported by Steckler et al., 1982a, 1982b, and, 

Steckler et al., 1984a, 1984b, concerning compartment fires, implement on a CFD 

software (Fire Dynamics Simulator - FDS) 40 fire scenarios (see Table 5.6) in order to 

validate the numerical code towards a reliable/accurate prediction of upper layer 

temperature in a compartment fire; 

b) Run 195 compartment fire simulations, combining four different heat release rates, 10 

ventilation factor and 15 ground positions, to generate numerical data of the hot gas 

layer temperature in pre-flashover compartment fires; 

c) Analyse the obtained data to determine the influence of the fire source location on the 

ground level (longitudinal, transversal) on the hot gas layer temperature; 

d) Select some relevant  ground positions to run new simulations considering the fire 

source at different vertical locations, allowing to analyse the influence of the vertical 

fire source location on the upper layer temperature; 

e) Develop easy-to-apply correlations to predict the average hot gas layer temperature in 

a pre-flashover compartment fire taking into account the heat source location; 

f) Verify these new correlations comparing to different experimental data from literature. 

 

1.3 Work Contributions 

 

Six new and improved correlations were developed to predict hot gas layer 

temperatures in pre-flashover compartment fires, considering the fire source location. The fire 

source location has not being considered in the correlations available in the literature, but the 

study developed in this research showed its importance and great influence on temperature 

results. Most correlations are designed to predict the temperature for fires occurring in a 

central position, on the floor and away from obstructions, e.g. pieces of furniture, which 

results in the lowest possible temperatures. So, as a matter of safety, these new correlations 

can provide better results, allowing estimating the upper layer temperature considering the 

influence of the air entrainment restriction caused by the proximity of walls and furniture or 

elevation of the fire source. 

 

1.4 Work Structure 

 

This work has been divided in seven chapters. After introduction in the first chapter, 

the second chapter presents a literature review on fire dynamics and fire safety research. This 
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chapter brings the development of important concepts as plume theory and zone models and a 

review of the works which studied fire location influence and developed correlations to 

predict fire parameters. 

The third chapter describes the main concepts and theories that are important for a 

basic understanding of the fire phenomena and comprehension of this work. 

The forth chapter presents the mathematical model and main assumptions applied by 

the software Fire Dynamics Simulator (FDS). 

The fifth chapter explains the methodology applied in this research and describes the 

cases studied, as well as the mathematical model verification and mesh resolution analysis. 

The sixth chapter presents the results obtained for the fire source location influence 

analysis and the development process of the six new correlations, as well as the verification of 

its agreement to numerical and experimental results. 

The seventh chapter brings the conclusions of this research as well as suggestions for 

future researches.  
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2 LITERATURE REVIEW 

 

This chapter brings chronologically the development of important concepts in fire 

dynamics and a review of the works which studied fire location influence and developed 

correlations to predict fire parameters. 

Fire dynamics have been intensively studied for the past decades, and one of the 

pioneers on the study of compartment fires was Dr. Kunio Kawagoe from the Building 

Research Institute in Tokyo, Japan. Kawagoe, 1958, described a decade’s work in fully 

developed fires (post-flashover). The fuel applied was waste timber, allowed to burn until 

extinction. Temperature and pressure gradients were measured inside the room and thermal 

radiation flux, gas velocity and compositions were measured at the opening. The results 

confirmed that the temperature inside the room can be considered uniform and that the 

theoretical expression for air flow into small openings, known as the ventilation factor, was 

correct [Thomas, 2004]. Vent flow was computed based on stagnant hot and cold gas 

reservoirs on either sides of the vent, assuming a uniform temperature in the compartment for 

fully developed fires. This work by Kawagoe, 1958, seems to be the first time that the concept 

of a compartment fire presenting homogeneous properties appeared in the literature. 

At this same decade Morton et al., 1956, in their study about turbulent gravitation 

convection in maintained and instantaneous sources developed a theory using methods which 

are applied to stratified body fluids with any variation of density with height. Their analysis 

was applied to the atmosphere and predictions were made of the height to which smoke plume 

from typical sources of heat should rise in a still, stable stratified atmosphere under various 

conditions. Their findings are known today as the Classical Plume Theory. 

Professor Howard Wilson Emmons is known today as the “Father of the modern fire 

engineering science” for his contributions to the understanding of the fire dynamics, field 

where he started his researches in the mid-1950’s. Petersen and Emmons, 1961, published an 

article about the theory of laminar flame fronts, which has been a reference for fire 

engineering until today. Later that same year Lee and Emmons, 1961, published a theoretical 

and analytical study on the behaviour of natural convection plumes above a line fire. This was 

one of the first analytical treatments of the fire dynamics problem using viscous fluid 

dynamics theory. This work considered a turbulent plume above a steady two-dimensional 

finite source of heated fluid in a uniform ambient fluid, applying a lateral entrainment 

assumption. Experimental data was obtained and compared to analytical results showing an 

excellent agreement. 
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Gross and Robertson, 1965, presented results of experimental measurements for mass 

burning rates, temperatures, and gas compositions for fully developed fire compartments. The 

burning rate was found to be generally proportional to the ventilation factor. A characteristic 

change in the pattern and flaming in ventilation-limited model enclosures resulted in a 

pronounced shift in the mass burning rate. They concluded that burning rate data in 

geometrically similar enclosures may generally be correlated in terms of the ventilation 

parameter normalized by the square of the linear-scale ratio.  

The late 1950’s and the 1960’s seem to be the starting point of the fire engineering 

science, when qualitative descriptions of the phenomena and some basic concepts were 

carved. Later in the 1970’s the fire safety research started to grow, when several studies and 

fire models based on empirical data and theory were developed. 

Prahl and Emmons, 1975, gave an important step to comprehend pre-flashover 

compartment fires. The buoyantly driven flow of fire gases out through an opening of a 

burning room was calculated for a constant density hot gas layer. An experimental model was 

developed to test the validity of the theory. The results indicated that the theory, with flow 

coefficients determined from the experiment could adequately predict the behaviour, while 

the theory discussed failed to predict the room layer depth at low inflow rates. Flow formulas 

useful for practical calculations were presented. 

Rockett, 1976, extended the concept designed by Kawagoe, 1958, by considering the 

gas in the enclosure to be composed of a hot upper and a cold lower layer with homogeneous 

properties. In this work a small fire in a large room was considered. He developed 

generalizations of the Kawagoe’s expressions for the window air flow and the height of the 

neutral plane and applied them to rationalize previously unexplained features of Gross and 

Robertson’s enclosure fire data. This work is extremely important for fire dynamics, once it 

provided the well-established equation for mass flow rate out through an opening. 

McCaffrey and Rockett, 1977, measured some enclosure fire static pressure and 

compared with the present hydraulics-orifice flow model for fire induced flows into and out 

of enclosures. They found out that the vertical pressure differential (enclosure to ambient) 

followed the expected hydrostatic distribution quite well and accurately reflected the doorway 

inflow and outflow gas velocities. Measurements of ceiling and floor differential pressure 

using different quantities of gas burners illustrated how the neutral plane and layer inteface 

vary with upper gas temperature. They also observed the variation of pressure and 

temperature due to fire location within the room. Observing that, the upper gas temperature is 
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significantly hotter for corner burner than for center burner. They argued that this might be 

explained by the plume entrainment. 

Zukoski, 1978, developed a simple analytical model to determine the time required for 

a room to fill with products of combustion from a small fire. The room was a compartment 

with small openings at either the floor or ceiling level, and was assumed that the leak was 

large enough to allow the transient pressure term in the energy equation to be neglected. 

Products of combustion were assumed to occupy an upper layer and the developed model 

predicted the growth of the thickness and the mean density of this layer as a function of time. 

The analysis showed that times required to fill a typical room were small. The time required 

to fill a room and the mean density of ceiling layer were determined in terms of fire size, 

room geometry, leak position, fire elevation and geometry. 

Heskestad and Delichatsios, 1979, studied the physical modelling of the initial fire 

environment generated by fire in an enclosure. They investigated experimentally the validity 

of modelling relations, proposed by Alpert, 1975, for the convective flow generated by 

"power-law" fires. Temperatures and velocities were measured in the hot gas layer. The data 

showed a good correlation to dimensionless variables of the modelling theory. Analytical 

expressions for the dimensionless temperature and velocity fields were stablished. It was 

found that the local gas velocity in the hot gas layer can be related directly to the local 

temperature rise and ceiling clearance, regardless of fire growth rate and time from ignition. 

Later, Heskestad and Delichatsios, 1989, published a brief update of the previous work, they 

updated the correlations based on the actual heat of combustion of wood. In addition, the 

correlations were generalized to include combustibles with a significantly different convective 

fraction of total heat release rate than wood. 

Thomas et al., 1980, described how various factors affected the thermal instability 

caused by the energy generation rate of aggregated energy losses, which can result in 

flashover, and demonstrated a quasi-steady approach that can be used to explain fire growth in 

enclosures. They found out that there are three equilibria and two instabilities (ignition and 

extinction) and that the ignition leads to a “jump” increase in the mean equilibrium 

temperature, suggesting that this is the basis of the flashover. Based on that, a critical 

compartment gas temperature can be computed, provided approximations can be made for 

describing the thermal feedback.  

Zukoski et al., 1981, described a new technique for measurement of mass flow rate in 

buoyant fire plumes. A transition in the dependence of flame height on heat input and burner 

size was observed when the flame height was about four times the burner diameter. The mass 
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flow rate in the region of the plume was correlated by the use of a simple plume model 

(plume theory), which is widely applied until today. It was found that at the early stages of a 

fire in a building, the rate of production of hot gas by a fire and the temperature of this gas 

depends very strongly on the rate of entrainment in the fire plume and in the flame itself. In 

building fires the interesting region of the plume is located very close to the origin, in these 

regions it was expected that the size of the fire source, the effects of large density differences 

and the presence of heat release due to combustion would greatly influence the entrainment 

process. The results shown that the simple plume model can be used to make remarkably 

good estimates of entrainment rates, when the top of the visible flame lies below the interface 

between hot gas layer and cooler layer near the floor. 

McCaffrey et al., 1981, developed a well-stablished correlation (called MQH) to 

estimate room temperatures and the likelihood of flashover for pre-flashover compartment 

fires based on the heat release rate of the fire, the room ventilation, and the geometry and 

thermal properties of the enclosure. Their correlation was derived considering an energy 

balance on the well-stirred gas layer in the upper portion of the room and 112 experimental 

data were used to fit the correlation, with the fire source positioned at the center of the room. 

This correlation holds for compartment upper layer gas temperatures up to approximately 

600°C (onset of flashover), it is not applicable to rapidly developing fires in large enclosures, 

it requires a suitable estimation of the heat release rate, and the characteristic fire grow time 

and thermal penetration time must be determined to specify the effective heat transfer 

coefficient. The location of the fuel array must be factored into any judgment, once the 

correlation was designed for fires at the center of the room and on the floor. 

Steckler et al., 1982a, 1982b, reported 55 full-scale steady-state experiments 

conducted to study the flow induced by a pool fire in a pre-flashover compartment fire. The 

mass flow rate through the door or window opening and fire plume entrainment rate are 

presented as a function of opening geometry, fire strength, and fire location. The 

characteristics of the measured opening flow rates were explained by a simple hydrostatic 

model based on temperature distribution. A good correlation between the measured results 

and the idealized flows, taking into account the complete temperature distribution, was 

demonstrated. This experimental data is considered one of the most complete and reliable 

available in the literature, and has been extensively used to verify different mathematical 

models. The results of these experiments have been applied to verify the CFD solution in the 

present study. As a continuity of the previous work, Steckler et al., 1984a, 1984b, reported a 

theoretical study of steady-state fire-induced flows through openings. A static-pressure flow 
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model was used to establish ideal orifice flows. The opening and ideal flow results were 

combined to form room-opening flow coefficients as a function of fire energy release rate, 

opening geometry, and fire location. An irrotational jet model for the flow coefficients was 

developed and found to be in reasonable agreement with experimental data. 

Quintiere et al., 1984, examined fluid dynamic models and concepts without concern 

for the energy transport models. The energy transport information required by the fluid 

mechanic models was derived from experimental data. A line fire along a wall was 

considered, it was assumed that a theoretical entrainment rate, derived from a line-source 

turbulent wall plume solution would be sufficiently accurate for this analysis, so no specific 

entrainment rate checks were made. New experimental data was presented consisting of vent 

flow rates for various vent geometries and wall line fires. Theoretical computations based on 

the “simple” flow model, which in turn is based on the vent flow and fire plume air 

entrainment, assuming an ambient lower layer and no wall or vent mixing effects were 

compared to the experimental data. It was found that this “simple” model consisting of a hot 

upper layer and ambient cold layer predicts vent flow rates and layer positions to within 50% 

accuracy. The temperature profiles can be approximated, but the lower layer can be 

significantly hotter than the ambient temperature, due to the vent mixing. 

Hasemi and Tokunaga, 1984, measured the temperature distribution and visible flame 

height on the fire plumes from square burners in a semi-infinite space, against a wall and in a 

corner of walls. They concluded that the existence of walls near a fire source is thought to 

suppress the growth of eddy scale in the plume.  

 Mowrer and Williamson, 1987, noticed that fires in corners and along walls have a 

restricted air entrainment and it results in higher layer temperatures than those predicted by 

the MQH correlation. So, they developed modification factors to adjust that correlation and 

extend its applicability to wall and corner burning geometries. 

Tran and Janssens, 1991, reported the results of several full-scale wall and corner 

experiments performed in an ASTM room. Six wood materials having different flame spread 

indices were applied. Only heat release rates , smoke release, selected temperatures, and heat 

fluxes were reported. Later, Tran and Janssens, 1993, conducted steady-state experiments to 

characterize the corner ignition source used in the proposed ASTM room fire standard at two 

heat release rates (40 kW and 160 kW). Flame height, heat flux to wall, temperature, velocity, 

mass and enthalpy flux, and flame structure were measured primarily in the flaming region. 

Dembsey et al., 1995, conducted twenty experiments and compared their results with 

zone models (CFAST and FIRST). The compartment was a 2.5 m × 3.7 m × 2.5 m 
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compartment room with a single doorway of 0.76 m × 2.0 m. The gas burner was placed in 

two different locations (center of the room and sidewall), always elevated 0.61 m from the 

floor. The heat release rates tested were 330, 630 and 980 kW. CFAST predicted HGL 

temperatures 150-260°C hotter than the measurements, while FIRST predicted temperatures 

slightly cooler than the measured ones. 

Takahashi et al., 1997, studied experimentally the relationship between air entrainment 

and flame/plume behavior, when a fire source was placed in and near a corner of vertical 

walls. Observation of flame height and measurements of temperature and upward velocity 

around a corner were carried out. The heat release rate and the separation distance from the 

wall were varied as well as the burner size.  

Matsuyama et al., 1998, proposed simple predictive equations for the room fire 

behaviour in post-flashover fires. These equations were obtained applying the method for pre-

flashover compartment fires proposed by McCaffrey et al., 1981, to ventilation controlled fire. 

The results obtained applying these equations were compared with the results of a more 

detailed computer model, showing a good agreement. 

Poreh and Garrad, 2000, presented measurements of flame heights and mass fluxes in 

fires burning away from walls, close to a wall and in a corner. The measurements confirmed 

that adjacent walls decrease the mass flux of plumes (entrainment) and increase the mean and 

peak flame heights. Based on the experimental data, an approximate, simple model for 

describing the effect of walls on the mass flux above the flaming region was offered. This 

model provided a good agreement with measurements, when used with an assumption by 

Hansell, 1993, that the reduction of the air entrainment into the plume is equal to the ratio of 

the open to the total perimeters of the trays. Two similar models for predicting the effects of 

walls on the mean flame height were also presented. These models overestimated the 

measured values of the mean flame height above fuel trays close to a wall and in a corner by 

approximately 15-30%, respectively.  

Azhakesan et al., 2003, undertook an experimental study of liquid pool fires in corner 

and center fire geometries. They correlated the measured well-mixed ceiling gas temperature 

and energy release rate with two dimensionless groups, as used in the MQH correlation. In an 

initial interrogation they found out that the modifications to MQH correlation suggested by 

Mowrer and Williamson, 1987, are resonable. 

Xiaojun et al., 2005,  developed a multi-layer zone fire growth model to predict the 

fire behavior in a single room. The fire room volume was divided into an arbitrary number of 

horizontal layers, in which the temperature and other physical properties were assumed to be 
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uniform. The principal equations for each layer were derived from the conservation equations 

of mass and energy. The implemented fire sub-models for combustion, fluid flow and heat 

transfer models were introduced. The results obteined were compared with the experimental 

data and in general, a good agreement was found. 

Hamins et al., 2006, conducted experiments in a compartment with 7.04 m × 21.7 m × 

3.82 m, designed to represent a realistic-scale compartment in a nuclear power plant. The 

studied compartment had a door opening of 2.0 m × 2.0 m. The fire source was placed at the 

center of the room or near a wall at the ground level and the heat release rate was tested for 

350 kW, 1 MW and 2 MW. This study was carried out with the objective of producing 

experimental  data for validation of fire simulations. 

Wang and Quintiere, 2009, developed a mathematical study to compute the doorway 

flow behavior due to fire in a room. Two approaches were taken, first a model attempting to 

include the effect of fire entrainment and vent mixing; second was a model based on an ideal 

point source plume fire (both in the zone model concept). The results were compared to 

available flow data, and an approximate formula was developed to predict the doorway mass 

flow rate to within 20% for a wide range of fire conditions. As a continuity of this work, 

Quintiere and Wang, 2009,  developed a new correlation for fire-induced wall vent flow rate 

extended to include window flows. A theoretical model based on an ideal point source fire 

plume is used to guide the form of the empirical correlation. The results of the correlation 

were compared to available flow data and shown to be within 15% accuracy for a wide range 

of fire conditions. 

Delichatsios et al., 2009 presented a new correlation for predicting enclosure gas 

temperature based on the energy balance for adiabatic conditions, an estimate of the heat flux 

imposed on the enclosure boundary and the transient thermal response of the boundary. This 

correlation was verified, being able to predict enclosure gas temperature in both well- and 

under-ventilated fires. 

Wang et al., 2012, investigated the accuracy of predictions of fire-induced flow into a 

compartment by Fire Dynamics Simulator (FDS), a follow-up study was explored by 

comparing with the Steckler's experimental data.  

Zhang et al., 2012, presented an experimental study on smoke filling in closed 

compartments with elevated fire sources. The mass loss rate, the light extinction coefficient, 

the oxygen concentration and the gas temperature profile were measured. The results 

presented a distinctive smoke filling process and a distinct stratification phenomenon, being 

the interface of the stratification at the fuel surface level. As a continuity of the previous 
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work, Zhang et al., 2013, investigated experimentally the impact of the elevation on fires in a 

ceiling vented compartment. Similar parameters were measured. It was observed that for a 

higher elevated fire, the average fuel loss rate and the overall light extinction coefficient were 

smaller, the oxygen concentration was higher and the gas temperature was lower. In addition, 

the smoke descending was slower. These results point to less hazardous fire scenario when 

fire was elevated, which is totally different from what is observed in elevated fires in closed 

compartments. 

Gao et al., 2014, investigated experimentally the influence of sidewall restriction on 

the maximum ceiling gas temperature of buoyancy-driven thermal flow in a reduced scale 

tunnel model. Results shown that, until a certain distance from the sidewall the maximum 

temperature was basically independent of this parameter, but as this distance decreased the 

maximum temperature increased significantly. A correlation for the maximum ceiling gas 

temperature was proposed, taking the heat release rate, distance to the nearest sidewall, and 

effective ceiling height into account. The results obtained by the proposed formula were 

compared with experimental data and shown a good agreement. 

Ji et al., 2015, conducted a set of experiments on sidewall fires in a small-scale 

corridor-like structure. The mass loss rate, ceiling jet flame length and maximum ceiling jet 

temperature were investigated by correlating with the distance between fire source and 

ceiling. The results showed that as the effective ceiling height decreases, the mass loss rate 

increases due to the enhanced radiation heat feedbacks from the ceiling and ceiling jet flame 

to the fuel surface. The mass loss rates are higher for the pans with long edge attaching 

sidewall compared to those with short edge attaching sidewall, due to the enhanced sidewall 

confinement effect. A simplified equation for predicting the mass loss rate per unit area was 

developed involving the dimensionless effective ceiling height and the length ratio of pan 

edges attached and perpendicular to the sidewall. A modified correlation for the maximum 

ceiling jet temperature by taking into account the effect of the pan layout and the aspect ratio 

of the pan edges was also proposed. 

Johansson et al., 2015, compared predictions of the hot gas layer temperature obtained 

through two hand-calculation methods, to experimental data from a multi-room reduced-scale 

compartment fire. Two different room configurations were tested and the openings between 

the rooms and to the outside were also varied. The fire source was placed at the center of the 

inner room at the ground level and different heat release rates were tested. The first method 

compared was an empirical method (being the MQH method applied to the fire room and a 

similar method applied to the adjacent room), and the second method consisted of several 
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calculation steps in order to solve a simple energy balance. Generally the temperature 

predictions with the two hand-calculations methods were within the bounds of the 

experimental uncertainty, for both fire and adjacent room.  

Li and Hertzberg, 2015, conducted two series of tests in three different scaling rooms 

(full, medium and small) to investigate the scaling of internal wall temperatures. The fire 

source was placed both at the center of the room and near a corner. The measured time-

dependent internal wall temperatures, incident heat fluxes, and gas temperatures in different 

scales were presented. They concluded that the proposed scaling method was able to scale the 

internal wall temperatures (temperatures inside the walls) and incident heat fluxes well, 

especially in medium scale. 

Tlili et al., 2015 analyzed the impact of the roof shape on the hot gases evacuation 

process for three heat source ground locations (center of the room, at the corner and near the 

doorway) inside the room. Two typical roof shapes were tested, a pyramidal roof and a domed 

one. The obtained results were compared with those obtained with the basic model (flat roof). 

They concluded that for all roof shapes the lowest exhaust gas temperature is recorded for a 

source placed in the room center, in addition, regardless of the heat source position, the dome-

shaped roof allows to have a lower temperature within the fire room and for a source placed at 

the center, the temperature inside the room is higher for a flat roof compared with the other 

forms. 

Tlili et al., 2016 conducted a series of numerical investigations of fire induced by flow 

in a compartment, in order to examine the effect of the source location on the thermal flow 

field and the mass flow rate at the exit doorway. The results shown that, the height of the heat 

source has a significant influence on the temperature field and the stratification interface of 

the buoyant layer, comparing to transversal and longitudinal positions. With these results they 

developed a mathematical correlation linking the ventilation mass flow rate and the three 

dimensional coordinates. 

Gao et al., 2016, presented an experimental investigation to explore the effect of 

tunnel sidewall on flame characteristics and air entrainment factor of methanol pool fires with 

decreasing distance to the sidewall. The results showed that due to the confinement effect of 

sidewall, the flame height increases with the decrease of fire-sidewall distance. Especially for 

fire immediately against sidewall, the air entrainment process is confined to the largest extent 

and the flame height increases significantly. Correlations of the flame height with difference 

distances to the sidewall are obtained based on dimensionless analysis and experimental data. 

The Entrainment Factor (EF) was also estimated for different fire locations.  
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Zeinali et al., 2018, investigated the fire growth in a corner configuration MDF panels 

(combustible walls) to provide a set of experimental data, but first, test results with inert 

calcium silicate panels (non-combustible wall) were discussed for three values of HRR, 

allowing to address the main physics involved. A new correlation for mean flame height was 

introduced, using the hypotenuse of the triangle as characteristic length for entrainment of air 

into the fire plume, and expressing that the flame height increases proportional to the square 

root of the fire heat release rate.  

Wȩgrzyński and Konecki, 2018, presented results of CFD simulations and scale 

modelling of the flow of heat and smoke in a compartment fire. Both, location of the fire and 

the compartment size were analysed to verify its influence on the mass flow and the 

temperature of smoke that leaves the room. The results showed small influence of both 

parameters on the mass flow of smoke exiting the room. However, both of these parameters 

influenced the temperature of the smoke. In larger compartments lower average temperatures 

of the smoke layer, but higher maximum values were observed. 

For the past 60 year, several researchers have been dedicating their efforts to 

understand fire dynamics and to predict the fire behaviour and its parameters, but none of 

them have developed correlations able to predict the hot gas layer temperature considering the 

fire source location, especially the vertical position of the fire. 
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3 THEORETICAL BACKGROUND 

 

This chapter presents the main concepts and theories that are important for a basic 

understanding of the fire phenomena and comprehension of this work. 

 

3.1 Natural Turbulent Diffusion Flames 

 

A fire is usually described as a natural turbulent diffusion flame. The main 

characteristic of a diffusion flame is that the fuel and oxidizer (air) are initially separated, and 

the combustion process occurs in the region where the gases mix [Drysdale, 2011].   

Flames associated with the burning of condensed fuels (i.e., solids and liquids) are 

dominated by buoyancy. If the fuel bed is less than 0.05 m in diameter, the flame will be 

laminar, with the degree of turbulence increasing with the increase of the fuel bed diameter, 

until achieving 0.3 m diameter, when buoyant diffusion flames with fully developed 

turbulence are observed [Drysdale, 2011]. 

Although fire is basically a natural buoyant flame, in pre-flashover compartment fire 

experiments is very usual to employ jet flames to represent the fire source, once these flames 

are easier to control and permit a constant HRR. According to Drysdale, 2011, in jet flames, 

turbulence first appears at the tip of the flame, extending further down towards the burner 

nozzle as the jet velocity is increased, although never reaching it (see Figure 3.1). The 

decrease observed in flame height from the maximum inside the laminar region to a constant 

value in the fully turbulent regime can be explained by the increased entrainment of air by 

eddy mixing, which results in more efficient combustion [Drysdale, 2011]. 

 

 

Figure 3.1 - Height of jet flames as a function of nozzle velocity, showing transition to 

turbulence [Hottel and Hawthorne, 1949] 
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The relative importance of momentum and buoyancy in a flame will determine the 

type of fire, and the Froude number (Fr) may be used as a mean of classification: 

 

 
𝐹𝑟 =

𝑈2

𝑔𝐷
 (3.1) 

 

where U is the velocity of the gases, D is a characteristic dimension (usually the diameter of 

the burner) and g is the gravity acceleration.  

In natural fires or pool fires, the initial velocity of the gases cannot be measured, but it 

can be derived from the heat release rate (�̇�). 

 

 𝑈 =
�̇�

∆ℎ𝑐𝜌𝑓 (
𝜋𝐷2

4 )
 (3.2) 

 

where ∆ℎ𝑐 is the heat of combustion of the fuel vapor, 𝜌𝑓 is the fuel density and 𝐷 is the 

diameter of the fuel bed. For jet flames, the velocity is simply the fuel jet velocity. 

Turbulent jet flames are associated to high Froude numbers, indicating that the 

momentum of the fuel stream is dominating the flame behaviour [Heskestad, 2002]. However, 

in natural fires or pool fires, buoyancy is the predominant driving force (low Froude 

numbers), so, these flames have a much less ordered structure and are more susceptible to 

external influences (such as air movement) than jet flames [Drysdale, 2011]. 

 

3.2 Compartment Fires and Hot Gas Layer Formation 

 

Fire is a strongly interactive phenomenon, being its interactions non-linear and 

extremely complex to quantitatively estimate. The processes of interest in enclosure fires 

mainly involve mass and heat fluxes to and from the surroundings. When a fuel package is 

burned within a compartment, the environment conditions generated by the fire and the 

enclosure boundaries (walls, floor, ceiling) interact with the fuel, making predictions of fire 

growth extremely difficult [Karlsson and Quintiere, 2000]. 

The compartment can be described as any confined space that controls the ultimate air 

supply and thermal environment of the fire [Quintiere, 2006]. 
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After fire ignition, the fire grows producing increasing amounts of energy, mostly due 

the flame spread. Besides the energy release, this process produces a great variety of toxic and 

nontoxic gases and particulate (smoke). In the early stages the fire has little or no influence 

from the compartment, being described as fuel-controlled [Cooper, 2002; Karlsson and 

Quintiere, 2000; Walton and Thomas, 2002]. 

As the fuel burns, heat, light and combustion products (hot gases) are produced. These 

hot gases surrounded by colder gases (with a temperature close to ambient temperature), rise 

upward due to buoyancy. This buoyancy driven flux (including the flame itself) is called fire 

plume [Cooper, 2002; Karlsson and Quintiere, 2000].  

For the full height of the plume and its periphery, relatively quiescent and cold gases 

are entrained laterally and mixed to the plume as it keeps rising. This mixture of combustion 

products and entrained cold air impinge on the ceiling of the fire compartment and cause a 

layer of hot gases to be formed. It is important to highlight that only a small portion of the 

mass that reaches the ceiling originates from the combustion products, being the greatest 

portion originated from the cold air entrained [Cooper, 2002; Karlsson and Quintiere, 2000]. 

When the hot gases impinge the ceiling, they spread across it as a momentum-driven 

circular jet. As the hot jet moves outward under the ceiling surface, it entrains ambient air 

from below and transfers energy by conduction to the relatively cool adjacent ceiling surface 

and by convection to the entrained air. This ceiling jet is retarded by frictional forces from the 

ceiling surface above, and by turbulent momentum transfer to the entrained air from below. 

As a result of all this flow and heat transfer activity, the ceiling jet continuously decreases in 

temperature, smoke concentration and velocity, and increases in thickness with increasing 

radius (Figure 3.2a) [Cooper, 2002; Karlsson and Quintiere, 2000].  

This ceiling jet eventually reaches the walls of the enclosure and is forced to move 

downward along the wall. The downward wall jet is of higher temperature and lower density 

than the ambient air into which it is being driven. This wall jet is retarded in its downward 

descent by buoyancy and frictional forces at the wall surface, and at some point its movement 

downward is halted. The wall jet is cooled by conductive/convective heat transfer to relatively 

cool wall surfaces. The now upward-moving flow entrains ambient air in a manner which is 

reminiscent of entrainment into the original fire plume. Eventually, a relatively quiescent 

upper gas layer is formed below the ceiling. (Figure 3.2b) [Cooper, 2002; Karlsson and 

Quintiere, 2000]. 

The gases in the ceiling and wall jets redistribute themselves across the upper volume 

of the room. Eventually, a relatively quiescent, high temperature upper layer of uniform 
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thickness is formed below the ceiling. As the thickness of this layer grows, it eventually 

submerges the flows generated by the ceiling jet-wall interactions. The bottom of this layer is 

defined by a distinctive interface, which separates the lower ambient air from the upper hot 

gases. With increasing time the level of the smoke layer interface continues to drop, and the 

temperature and smoke concentration of the upper layer continue to rise (Figure 3.2c) 

[Cooper, 2002; Karlsson and Quintiere, 2000; Walton and Thomas, 2002].  

 

 
Figure 3.2 - (a) Plume-ceiling interaction, (b) Ceiling jet-wall interaction and (c) Hot gas layer 

formation and growth [adapted from Cooper, 2002] 

 

If there is an opening (door or window) that allows the gases to flow out/into the 

compartment, smoke flows out through it, as soon as the hot layer reaches the top of the 

opening. Often, the increasing heat in the enclosure causes the breakage of windows and 

thereby create an opening [Karlsson and Quintiere, 2000]. 

As the HGL grows in volume and temperature, heat is transferred by radiation and 

convection from the hot gas layer to the ceiling and walls that are in contact with the hot 
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gases. Heat from the hot layer is also radiated towards the floor and the lower walls, and some 

of the heat is absorbed by the air in the lower layer (participant medium). Heat is also 

transferred by radiation from the hot gases and the hot enclosure boundaries to the fuel bed, 

which leads to an increase in the burning rate of the fuel and the heating up of other fuel 

packages in the enclosure. As a result, the hot gas layer keeps growing in temperature and 

may become extremely hot. Consequently, there may be a stage where all the combustible 

material in the enclosure is ignited, with a very rapid increase in energy release rates. This 

very rapid and sudden transition from a growing fire to a fully developed fire is called 

flashover [Karlsson and Quintiere, 2000]. 

 

3.3 Compartment Fire Stages 

 

A fire analysed by the temperature point of view can be divided in five stages [Walton 

and Thomas, 2002]: 

 

a) Ignition; 

b) Growth (pre-flashover); 

c) Flashover; 

d) Fully developed fire (post-flashover); 

e) Decay. 

 

Ignition is the period during which the fire begins. This stage is followed by the 

growth stage, when the fire growth is initially a function of the fuel (fuel-controlled), with 

little or no influence from the compartment. If sufficient fuel and oxidant are available, the 

fire keeps growing, causing a temperature rising inside the compartment. High temperatures 

inside the compartment may lead to a stage when all the combustible material in the enclosure 

is ignited, which is called flashover [Drysdale, 2011; Karlsson and Quintiere, 2000; Walton 

and Thomas, 2002]. 

Flashover is usually defined as the transition from a growing fire to a fully developed 

fire. During the fully developed fire, the heat release rate (HRR) and temperatures are the 

highest. During this stage more fuel is pyrolyzed than can be burned with the available 

oxygen, so this stage is called ventilation-controlled. If there are openings the unburned fuel 

will leave the compartment with the hot gas flow and may burn outside the compartment. 

That is why the appearance of flames through the openings is usually an indicator that the fire 



20 

  

 

is fully developed and flashover has occurred. As the fuel becomes consumed and the heat 

release rate declines the fire reached its last stage, the decay. During this stage the fire may 

change from ventilation-controlled to fuel-controlled [Drysdale, 2011; Karlsson and 

Quintiere, 2000; Walton and Thomas, 2002]. 

Figure 3.3 presents the temperature as a function of the time and indicates the five 

stages of a ventilated (with openings) compartment fire. It is important to note that not all 

fires reach the flashover stage, either by fuel or oxidant shortages. These cases are represented 

as the dashed line in Figure 3.3. 

In this particular study, only fires in stage pre-flashover (growth stage) and with 

constant heat release rate (HRR) will be dealt with. 

 

 

Figure 3.3 - Compartment fire stages [adapted from Drysdale, 2011] 

 

When the fire is on pre-flashover stage the emphasis in fire safety engineering design 

is on the safety of humans, through parameters like visibility, gas toxicity and hot gas layer 

temperature. When the fire reaches the post-flashover stage the objective changes for 

structural stability and safety of fire fighter [Johansson, 2016; Karlsson and Quintiere, 2000].   

Ideally providences should be taken to prevent fires from reaching large proportions, 

characteristic from post-flashover stage, such as the use of non-combustible lining materials 

and fire suppression systems. 

 

3.4 Compartment Fire Model (Two-zone Model) 
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In order to predict temperatures in a compartment fire a model of the fire phenomena 

must be applied.  

According to Quintiere, 2002, an approach to predict several aspects of fire 

phenomena in compartments is known as the zone modelling, being it based on a conceptual 

representation of the compartment fire process, and it is an approximation to reality. 

The two-zone model consists in assuming two distinct zones (regions) inside the 

compartment formed by the thermal stratification (hot gas upper layer and cold gas lower 

layer). The temperature and composition are assumed as uniform spatially in each zone. 

Kawagoe, 1958, was the first researcher to prove that the temperature has a uniform 

behaviour in each zone within a compartment. 

 It is important to note that this assumption may be less valid for large enclosures, such 

as shopping malls and supermarkets or long narrow spaces, such as corridors and shafts 

[Walton and Thomas, 2002]. 

In the two-zone model conservation equations are applied to each zone and serve to 

embrace various transport and combustion processes. The fire is represented as a source of 

mass and energy, manifesting itself as a fire plume which acts as a pump for the mass from 

the lower zone to the upper zone through a process called entrainment [Quintiere, 2002]. The 

zone model concept can be applied for both computer models, such as CFAST, and hand-

calculation.  

According to Quintiere, 2002, a control volume, CV1 in Figure 3.4, is defined to 

enclose the gas in the upper layer and the fire plume. The interface between layers moves with 

the control volume such that no mass is transferred across this thermally stratified region. The 

velocity of the control volume along this interface, �̅�, is equal to the fluid velocity, �̅�. The 

lower layer (zone) which includes all the remaining gas in the room is delineated by a second 

control volume, CV2. It has been assumed in zone modelling that the volume of the fire 

plume is small relative to the gas layer or zone volumes, and therefore its effect can be 

ignored. The properties of the upper and lower zones are assumed to be spatially uniform, but 

can vary with time. Thus, temperature, T, and species mass concentration, Yi , are properties 

associated with ideal upper and lower homogeneous gas layers. Other assumptions in the 

application of the conservation laws to the zones are listed below: 

 

1) The gas is treated as ideal; 

2) Exchange of mass at free boundaries is due to pressure differences or shear mixing 

effects; 
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3) Combustion is treated as a source of mass and energy; 

4) The plume instantly arrives at the ceiling, once transport times are not explicitly 

accounted for in zone modelling; 

5) The mass or heat capacity of room contents is ignored compared to the enclosure wall, 

ceiling, and floor elements; 

6) The horizontal cross section of the enclosure is a constant area, A; 

7) The pressure in the enclosure is considered uniform in the energy equation, since the 

enclosure pressure, p, is much greater than the variations due to hydrostatics; 

8) Mass flow into the fire plume is due to turbulent entrainment. Entrainment is the 

process by which the surrounding gas flows into the fire plume as a result of 

buoyancy; 

9) Fluid frictional effects at solid boundaries are ignored. 

 

  

Figure 3.4 - Two layer zone modelling (adapted from Quintiere, 2002) 

 

The description of the two-zone modelling is important for the present work, once its 

concepts will be applied to the analysis of the FDS results to obtain the hot gas layer 

temperature and to the development of the correlations to predict the hot gas layer 

temperature. 
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3.5 Conservation Equations in Compartment Fires 

 

According to Walton and Thomas, 2002, the basic principle used to calculate the 

temperature in a compartment fire is the conservation of energy. The conservation of energy 

applied to the hot upper layer can be simply stated as follows: the energy added to the hot 

upper layer by the fire equals the energy lost from the hot layer plus the time rate of change of 

energy within the hot upper layer. From the time rate of change of energy within the hot layer, 

the temperature of the layer can be computed. Since the volume of the upper layer changes 

with time, and mass flows in and out of the upper layer, conservation of mass must be used 

along with the conservation of energy.  

It is important to note that the fire process is transient but for this analysis the steady-

state equations are applied. 

The energy generated by the fire has probably the most important influence on the 

temperature in a compartment. The rate of energy release is equal to the mass loss rate of the 

fuel times the heat of combustion of the fuel [Walton and Thomas, 2002]: 

 

 �̇� = �̇�𝑓∆ℎ𝑐 (3.3) 

 

where �̇� is the energy release rate (kW), �̇�𝑓 is mass burning rate of the fuel (kg/s) and ∆ℎ𝑐 is 

the efective heat of combustion of the fuel (kJ/kg). The effective heat of combustion considers 

an incomplete combustion, once fires usually have this characteristic. 

The amount of energy released by the fire which enters the hot upper layer is a 

function of the fire, layer conditions, and geometry [Walton and Thomas, 2002]. Only about 

35% of the energy released by the fire leaves the fire plume as radiation [De Ris, 1979]. The 

majority of the remaining energy released by the fire is convected into the upper layer by the 

plume. As a first approximation, it can be assumed that all of the energy generated by the fire 

is transported to the upper layer [Walton and Thomas, 2002]. 

The mass conservation can be described by the equation: 

 

 �̇�𝑔 = �̇�𝑎 + �̇�𝑓 (3.4) 

 

where �̇�𝑓 is the mass burning rate of the fuel (kg/s), �̇�𝑔 is the mass flow rate of hot gases out 

of the opening (kg/s) and �̇�𝑎 is the mass flow rate of air into the opening (kg/s). 
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The mass flow rate out through an opening (�̇�𝑔)  is given by Rockett, 1976: 

 

 

�̇�𝑔 =
2

3
𝐶𝑑𝑊0𝜌∞ [2𝑔

𝑇∞

𝑇𝑈
(1 −

𝑇∞

𝑇𝑈
)]

1
2

(𝐻0 − 𝑍𝑁)
3
2 

(3.5) 

 

where, 𝐶𝑑 is the orifice constriction coefficient (typically ≈ 0.7), 𝑊0 is the opening width (m), 

𝜌∞ is the ambient air density (kg/m³), g is the gravity (m/s²), 𝑇∞ is the ambient temperature 

(K), 𝑇𝑈 is the hot gas layer temperature (K), 𝐻0 is the opening height (m) and 𝑍𝑁 is the height 

of the neutral plane (m), which is the height where the pressure difference across the opening 

is zero. 

The mass flow rate in through an opening (�̇�𝑎)  is given by: 

 

 

�̇�𝑎 =
2

3
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2
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(3.6) 

 

where, 𝑍𝑖𝑛𝑡 is the interface layer height (m). 

The expressions for mass flow in (�̇�𝑎) and mass flow out (�̇�𝑔) cannot be solved 

directly to solve the hot gas layer temperature (𝑇𝑈), since both the height of the neutral plane 

(𝑍𝑁) and the interface layer height (𝑍𝑖𝑛𝑡) are unknown. 

However, if the mass burning rate of the fuel (�̇�𝑓) is small compared with the mass 

flow rate of air into the compartment (�̇�𝑎), we can neglect �̇�𝑓 and assume: 

 

 �̇�𝑎 = �̇�𝑔 (3.7) 

 

The conservation of energy applied at the upper layer is described by: 

 

 

 �̇� = �̇�𝑊 + �̇�𝐿 (3.8) 

 

 

where �̇�𝑊 is the heat loss due to conduction through the boundaries and �̇�𝐿 is the heat loss 

due to convection through the openings, so the expressions can be rewritten as: 
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 �̇� = ℎ𝑘𝐴𝑇(𝑇𝑈 − 𝑇∞) + �̇�𝑔𝐶𝑝(𝑇𝑈 − 𝑇∞) (3.9) 

 

where ℎ𝑘 is the effective heat transfer coefficient (kW/(m²∙K)), 𝐴𝑇 is the total area of the 

compartment enclosing surface (m²) and 𝐶𝑝 is the specific heat of gas (kJ/(kg∙K)). 

The effective heat transfer coefficient can be determined using a steady-state 

approximation, when the time of exposure, 𝑡, is greater than the thermal penetration time, 𝑡𝑃: 

 

 
ℎ𝑘 =

𝑘

𝛿
       𝑡 > 𝑡𝑃 

(3.10) 

 

Or using an approximation based on conduction in a semi-infinite solid, when the time 

of exposure, 𝑡, is smaller or equal to the thermal penetration time, 𝑡𝑃: 

 

 

ℎ𝑘 = (
𝑘𝜌𝑤𝑐

𝑡
)

1
2

     𝑡 ≤ 𝑡𝑃 

(3.11) 

 

where 𝑘 is the thermal conductivity of the wall material (kW/mK), 𝜌𝑤 is the density of the 

wall material (kg/m³), 𝑐 is the specific heat of the wall (kJ/kgK) and 𝑡 is the exposure time (s). 

The thermal penetration time is defined as: 

 

 
𝑡𝑃 = (

𝜌𝑤𝑐

𝑘
) (

𝛿

2
)

2

 
(3.12) 

 

where 𝛿 is the thickness of the compartment wall (m). 

 

3.6 The MQH Method 

 

This conservation energy expression, Equation 3.9, and a correlation to data have been 

applied by McCaffrey et al., 1981, to obtain an approximation of the upper layer temperature 

in a compartment. Their method is known as the MQH method. 

Rearranging Equation 3.9, the dimensionless temperature rise is obtained in terms of 

two dimensionless groups: 
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 ∆𝑇

𝑇∞
=

�̇� (𝐶𝑃𝑇∞�̇�𝑔)⁄

1 + ℎ𝑘𝐴𝑇 (𝐶𝑃�̇�𝑔)⁄
 

(3.13) 

 

where ∆𝑇 is the upper layer temperature rise above ambient (𝑇𝑈 − 𝑇∞) (K).  

The mass flow rate of hot gases through an opening can be rewritten from Equation 

3.5: 
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(3.14) 

 

According to McCaffrey et al., 1981, since 𝑍𝑁 depends basically on 𝑇𝑈, �̇�, and the 

ventilation factor, �̇�𝑔 may be replaced by √𝑔𝜌∞𝐴0√𝐻0, without losing generality, once the 

effects of 𝑇𝑈 and �̇� were incorporated into the correlation via other terms. 

Based on the correlation of the data from eight sets of experiments (112 experiments), 

the Equation 3.13 can be written as a power relationship [McCaffrey et al., 1981]: 
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(3.15) 

 

This correlation was obtained from data including both steady-state and transient fires 

in cellulosic and synthetic materials, and gaseous hydrocarbon fuels and its limitations are: 

 

1. It holds for compartment upper layer temperatures up to approximately 600 °C; 

2. It can be applied for both, steady-state or transient fires; 

3. It cannot be applied to rapidly developing fires in large enclosures, in which 

significant fire growth has occurred before the hot gases have exited the enclosure; 

4. This correlation does not include data from extensive ventilation-controlled fires nor 

combustible walls or ceilings; 

5. The data corresponds to fire sources at the center of the room. 

 

Several other hand-calculation methods can be applied to approximate upper layer 

temperature (see Walton and Thomas, 2002), but these methods do not take into account the 

fire source position. However, Mowrer and Williamson, 1987, developed modification factors 
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to adjust the MQH correlation and extend its applicability to wall and corner burning 

geometries, obtaining a reasonable agreement.  
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4 FIRE DYNAMICS SIMULATOR MATHEMATICAL MODEL 

 

Fire Dynamics Simulator (FDS), is a computational fluid dynamics (CFD) model of 

fire-driven fluid flow.It is a free and open source code in Fortran, developed by the National 

Institute of Standards and Technology (NIST) and VTT Technical Research Centre of 

Finland. It solves numerically the Navier-Stokes equations adapted for low-speed (Ma < 0.3), 

thermally-driven flow with an emphasis on smoke and heat transport from fires. 

Some of the major features of the model are according McGrattan et al., 2017a: 

 

 Low Mach, large-eddy simulation (LES); 

 Explicit, second-order, kinetic-energy-conserving numerics; 

 Structured, uniform, staggered grid; 

 Simple immersed boundary method for treatment of flow obstructions; 

 Generalized “lumped species” method (simplified chemistry using a reaction progress 

variable); 

 Deardorff eddy viscosity subgrid closure; 

 Constant turbulent Schmidt and Prandtl numbers; 

 Eddy dissipation concept (fast chemistry) for single-step reaction between fuel and 

oxidizer; 

 Gray gas radiation with finite volume solution to the radiation transport equation; 

 

FDS is described as a “fire model” because it incorporates source terms and boundary 

conditions that describe the turbulent combustion of gaseous fuel and oxygen, the transport of 

thermal radiation through hot, soot-laden gases, the thermal decomposition of real materials, 

the activation of sprinklers and smoke detectors, the transport of water and liquid fuel 

droplets, and a variety of other features that describe fires inside and outside of buildings 

[McGrattan et al., 2017a]. 

This chapter presents the governing equations of Fire Dynamic Simulator (FDS), the 

applied models and assumptions, and its solution procedures: 

 

 

 



29 

  

 

4.1 Numerical Grid 

 

FDS was designed to simulate buoyant-driven flows within buildings (compartment 

fires), so its numerical grid is rectilinear by simplicity. In addition, for LES models uniform 

meshing is always preferred and a staggered grid is employed to avoid “checker-boarding” in 

pressure-velocity coupling by naturally representing the pressure cell velocity divergence. 

The governing equations are approximated using second-order accurate finite 

differences on a collection of uniformly spaced three-dimensional grids.  

 

4.2 Fundamental Equations 

 

The set of equations which describe the fire phenomenon is composed by the Mass 

conservation equation (Equation 4.1), the Energy conservation equation (Equation 4.2), the 

Momentum conservation equation (Equation 4.3) and the equation of state (Equation 4.4).  

 

 𝜕𝜌

𝜕𝑡
+ ∇. (𝜌𝒖) = �̇�𝑏

′′′ (4.1) 

 

 𝜕

𝜕𝑡
(𝜌ℎ𝑠) + ∇. (𝜌ℎ𝑠𝒖) =

𝐷�̅�

𝐷𝑡
+ �̇�′′′ + �̇�𝑏

′′′ − ∇. �̇�′′ (4.2) 

 

 𝜕(𝜌𝒖)

𝜕𝑡
+ 𝜌(𝒖. ∇)𝒖 = −∇𝑝 + 𝜌𝒈 + 𝒇𝒃 + ∇. 𝜏̿ (4.3) 

 

 
�̅� =

𝜌𝑅𝑇

�̅�
 (4.4) 

 

where 𝜌 is the density, 𝑡 is the time, 𝒖 is the velocity vector, �̇�𝑏
′′′ is the source term of mass, 

ℎ𝑠 is the sensible enthalpy, �̅� is the background pressure, �̇�′′′ is the heat release rate per unit 

volume from a chemical reaction, �̇�𝑏
′′′ is the energy transferred to subgrid-scale droplets and 

particles and �̇�′′ represents the conductive, diffusive, and radiative heat fluxes, 𝑝 is the 

pressure, 𝒈 is the gravity, 𝒇𝒃 represents the drag force exerted by the subgrid-scale particles 

and droplets, 𝜏̿ is the viscous stress tensor, 𝑇 is the temperature, 𝑅 is the universal gas 

constant, and W̅ is the molecular weight of the gas mixture. 
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4.3 Simplifying Assumptions 

 

a) Lumped Species Approach 

 

The lumped species approach reduces the computational burden of the full chemical 

system by combining species into groups that transport and react together, so the number of 

transport equations to be solved is reduced, which significantly increases the speed of the 

code [McGrattan et al., 2017a].  

FDS assumes a single-step reaction, so only two transport equations must be solved 

explicitly (one for the fuel and one for the products) [McGrattan et al., 2017a]. In fire 

problems the primitive species are lumped into reacting groups and a simple reaction is 

expressed by: 

 

 𝐹𝑢𝑒𝑙 + 𝐴𝑖𝑟 = 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠 (4.5) 

 

So, in terms of primitive species, for methane, the fuel applied to this research, a one-

step reaction may be written as: 

 

 𝐶𝐻4 + 2𝑂2 + 7.52𝑁2 → 𝐶𝑂2 + 2𝐻2𝑂 + 7.52𝑁2 (4.6) 

 

The transport equation for each of the lumped species is expressed by Equation 4.7: 

 

 𝜕

𝜕𝑡
(𝜌𝑍𝛼) + ∇. (𝜌𝑍𝛼𝒖) = ∇. (𝜌𝐷𝛼∇𝑍𝛼) + �̇�𝛼

′′′ + �̇�𝑏,𝛼
′′′  (4.7) 

 

where 𝑍𝛼 is the species mixture, 𝒖 is the velocity vector, 𝐷𝛼 is the diffusion coefficient, �̇�𝛼
′′′ 

is the mass production rate per unit volume of species 𝛼 by chemical reactions and �̇�𝑏,𝛼
′′′  

represents the addition of mass from evaporating droplets or other subgrid-scale particles.  

According to McGrattan et al., 2017a, the diffusivity (𝐷𝛼) is taken from the molecular 

and turbulent viscosities divided by the turbulent Schmidt number ((𝜇 + 𝜇𝑡) 𝑆𝑐𝑡⁄ ). The 

turbulent Schmidt number is constant with default value 𝑆𝑐𝑡 = 0.5. 

The mass density is obtained from 𝜌 = ∑(𝜌𝑍)𝛼 and the summation of Equation 4.7 

over all n species gives by the continuity equation (Equation 4.1). 

 



31 

  

 

b) Low Mach Number Approximation 

 

According to the methodology described by Rehm and Baum, 1978, the spatially and 

temporally resolved pressure, 𝑝, can be decomposed into a “background” pressure, �̅�(𝑧, 𝑡), 

plus a perturbation, 𝑝(𝑥, 𝑦, 𝑧, 𝑡). 

The background pressure is a function of the spatial coordinate in the direction of 

gravity (𝑧), so the stratification of the atmosphere is included in the background pressure, 

while the perturbation, 𝑝, drives the fluid motion. 

According to McGrattan et al., 2017a, the purpose of decomposing the pressure is that 

for low Mach number flows (Ma < 0.3), it can be assumed that the temperature and density 

are inversely proportional, and thus the equation of state can be approximated as: 

  

 
�̅� = 𝜌𝑇𝑅 ∑

𝑍𝛼

𝑊𝛼
𝛼

≡
𝜌𝑅𝑇

�̅�
 (4.8) 

 

where 𝑇 is the temperature, 𝑅 is the universal gas constant, 𝑊𝛼 is the molecular weight of gas 

species α and W̅ is the molecular weight of the gas mixture. 

A consequence of the low Mach number approximation is that the internal energy, 𝑒, 

and enthalpy, ℎ, may be related in terms of the thermodynamic (background) pressure: 

ℎ = 𝑒 + �̅� 𝜌⁄ , so, the energy conservation equation may then be written in terms of the 

sensible enthalpy, ℎ𝑠, according to Equation 4.2. 

It is important to note that the Equation 4.2 is not solved explicitly by the FDS, but 

through the velocity divergence, instead: 

 

 
∇. 𝒖 =

1

𝜌ℎ𝑠
[

𝐷

𝐷𝑡
(�̅� − 𝜌ℎ𝑠) + �̇�′′′ + �̇�𝑟

′′′ + �̇�𝑏
′′′ − ∇. �̇�′′] (4.9) 

 

According to McGrattan et al., 2017a, once a low Mach number is assumed, the 

velocity divergence plays an important role in the overall solution scheme. This assumption 

has two purposes: filtering of acoustic waves, so the time step in the numerical algorithm is 

bound only by the flow speed as opposed to the speed of sound, and the reduction in the 

number of dependent variables in the system of equations by one.  
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4.4 Combustion Model 

 

FDS addresses combustion reactions through the “mixed is burnt” assumption, which 

considers the mixing-limited, infinitely fast reaction of lumped species, so, the mean chemical 

source term for fuel is modelled using the Eddy Dissipation Concept (EDC) of Magnussen 

and Hjertager, 1977: 

 

 
�̇�𝐹

′′′ = −𝜌
min (𝑍𝐹, 𝑍𝐴 𝑠)⁄

𝜏𝑚𝑖𝑛
 (4.10) 

 

where 𝑍𝐹  and 𝑍𝐴 are the mass fractions of the lumped species Fuel and Air, respectively, and 𝑠 

is the mass stoichiometric coefficient for Air. The quantity 𝜏𝑚𝑖𝑛 is a time scale for mixing 

which must be modelled. 

 

4.5 Radiation Model 

 

The radiative heat flux is calculated through the Radiative Transport Equation (RTE) 

for non-scattering gases. As the spectral dependence of the RTE cannot be resolved easily, the 

radiation spectrum is divided into bands and a separate RTE is derived for each band. The 

band specific RTE for a non-scattering gas is: 

 

 𝑆. ∇𝐼𝑛(𝑥, 𝑠) = 𝐵𝑛(𝑥) − 𝜅𝑛(𝑥)𝐼𝑛(𝑥, 𝑠) , 𝑛 = 1 … 𝑁 (4.11) 

 

where 𝐼𝑛 is the intensity integrated over the band 𝑛, 𝑠 is the direction vector of the intensity, 

𝜅𝑛 is the appropriate mean absorption coefficient for the band and 𝐵𝑛(𝑥) is the emission 

source term for band 𝑛. When the intensities corresponding to the bands are known, the total 

intensity is calculated by summing over all the bands: 

 

 

𝐼(𝑥, 𝑠) = ∑ 𝐼𝑛(𝑥, 𝑠)

𝑁

𝑛=1

 (4.12) 

 

The emission source term for radiation band 𝑛 is given by: 
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 𝐵𝑛(𝑥) = 𝜅𝑛(𝑥)𝐼𝑏,𝑛(𝑥) 

 
(4.13) 

where 𝐼𝑏,𝑛 is the fraction of the blackbody radiation at temperature 𝑇(𝑥): 

 

 𝐼𝑏,𝑛(𝑥) = 𝐹𝑛(𝜆𝑚𝑖𝑛, 𝜆𝑚𝑎𝑥)𝜎 [𝑇(𝑥)]4 𝜋⁄  (4.14) 

 

and 𝜎 is the Stefan-Boltzmann constant and 𝐹𝑛 is the view factor.  

Even when a small number of bands are considered, solving multiple RTEs is very 

time consuming, so, for simplification, the Gray Gas assumption can be made. That is the 

approach employed in the current dissertation.  

McGrattan et al., 2017a, state that, in most large-scale fire scenarios soot is the most 

important combustion product controlling the thermal radiation from the fire and hot smoke 

and as the radiation spectrum of soot is continuous, it is possible to assume that the gas 

behaves as a gray medium. The spectral dependence is then lumped into one absorption 

coefficient (𝑁 = 1) and the source term is given by the blackbody radiation intensity [Ludwig 

et al., 1973]: 

 

 
𝐼𝑏(𝑥) =

𝜎[𝑇(𝑥)]4

𝜋
 (4.15) 

 

The gas phase contribution to the radiative loss term in the energy equation is 

(considering the gray gas assumption): 

 

 
�̇�𝑟

′′′ ≡ −∇. �̇�𝑟
′′(𝑥) = 𝜅(𝑥)[𝑈(𝑥) − 4𝜋𝐼𝑏(𝑥)]     ;   𝑈(𝑥) = ∫ 𝐼(𝑥, 𝑠′)𝑑𝑠′

4𝜋

 (4.16) 

 

or, for N bands: 

 

 

−∇. �̇�𝑟
′′(𝑥) = ∑ 𝜅(𝑥)𝑈𝑛(𝑥) − 4𝜋𝐵𝑛(𝑥)

𝑁

𝑛=1

     ;   𝑈𝑛(𝑥) = ∫ 𝐼𝑛(𝑥, 𝑠′)𝑑𝑠′

4𝜋

 (4.17) 
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The mean absorption coefficient, 𝜅, is obtained from a narrow-band model called 

RadCal and the radiation equation is solved using a Finite Volume Method (FVM), 

considering approximately 100 discrete angles which are updated over multiple time steps. 

 

4.6 Large Eddy Simulation Model (LES) 

    

 

The equations for large eddy simulation (LES) are derived by applying a low-pass 

filter, parameterized by a width (∆), to the transport equations for mass, momentum and 

energy [McGrattan et al., 2017a]. In FDS, the filter width is taken to be the cube root of the 

cell volume, ∆= Vc

1

3, Vc = δxδyδz and is a key parameter in the submodels for the turbulent 

viscosity and the reaction time scale.  

The main goal of the LES is to evolve the cell mean values of mass, momentum and 

energy explicitly, while accounting for the subgrid transport and chemistry effects.  

So, the LES momentum equation becomes: 

 

 𝜕�̅�𝑢�̃�

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
(�̅�𝑢�̃�𝑢�̃�) = −

𝜕�̅�

𝜕𝑥𝑖
−

𝜕𝜏�̅�𝑗

𝜕𝑥𝑗
−

𝜕𝜏𝑖𝑗
𝑠𝑔𝑠

𝜕𝑥𝑗
+ �̅�𝑔𝑖 + 𝑓�̅�,𝑖 + �̇�𝑏

′′′̅̅ ̅̅ ̅�̃�𝑏,𝑖 (4.18) 

 

where the subgrid scale stress, 𝜏𝑖𝑗
𝑠𝑔𝑠

, is given by: 

 

 𝜏𝑖𝑗
𝑠𝑔𝑠

≡ �̅�(𝑢𝑖𝑢𝑗̃ − 𝑢�̃�𝑢�̃�) (4.19) 

 

According to McGrattan et al., 2017a, the “turbulence model” refers to the closure for 

SGS flux term and in FDS, gradient diffusion is the turbulence model used to close both the 

SGS momentum and scalar flux terms. Constant Schmidt number (for mass diffusivity) or 

Prandtl number (for thermal diffusivity) are applied to obtain the turbulent diffusivity. 

In the present work, the turbulent viscosity (𝜇𝑡) is obtained through Deardorff model.  

 

4.6.1 Deardorff Model 

 

For this study the default FDS model was employed to obtain the turbulent viscosity, 

the Deardorff model [Deardorff, 1980]: 
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𝜇𝑡 = 𝜌𝐶𝑉∆√𝑘𝑠𝑔𝑠 ;  𝑘𝑠𝑔𝑠 =

1

2
((�̅� − �̂̅�)2 + (�̅� − �̅̂�)2 + (�̅� − �̂̅�)2) (4.20) 

 

where �̅� is the average value of 𝑢 at the grid cell center and �̂̅� is a weighted average of 𝑢 over 

the adjacent cells: 

 

 
�̅�𝑖𝑗𝑘 =

�̅�𝑖𝑗𝑘 + �̅�𝑖−1,𝑗𝑘

2
  ;   �̂̅�𝑖𝑗𝑘 =

�̅�𝑖𝑗𝑘

2
+

�̅�𝑖−1,𝑗𝑘 + �̅�𝑖+1,𝑗𝑘

4
 (4.21) 

 

The terms �̅̂� v and �̂̅� are defined similarly and the model constant is set to the value 

𝐶𝑉 = 0.1, in accordance to Pope, 2000.  

 

4.7 Time Step and Solution Procedure 

 

Once FDS applies the explicit schemes, stability criteria may often be understood in 

terms of using the time step (𝛿𝑡) to maintain conditions physically realizable [McGrattan et 

al., 2017a].  

The time step is usually set automatically by dividing the size of a mesh cell by the 

characteristic velocity of the flow and during the calculation, it is adjusted to satisfy the CFL 

(Courant, Friedrichs, Lewy) condition. The default value of 𝛿𝑡 is 5(𝛿𝑥𝛿𝑦𝛿𝑧)
1

3 √𝑔𝐻⁄ , where 

𝛿𝑥, 𝛿𝑦, and 𝛿𝑧 are the dimensions of the smallest mesh cell, 𝐻 is the height of the 

computational domain, and 𝑔 is the acceleration of gravity (McGrattan et al., 2017b).  

The Courant, Friedrichs, Lewy (CFL) constraint is given by: 

 

 
𝐶𝐹𝐿 = 𝛿𝑡

‖𝑢‖

𝛿𝑥
≈ 1 (4.22) 

 

At the end of the first part of the explicit predictor-corrector time update, the time step 

is checked to ensure that it is within the appropriate stability bounds. If it is not, it is adjusted 

up or down by 10% (or until it is within limits) and the predictor part of the time step is re-run 

(McGrattan et al., 2017b). 

The solution procedure advances the variables in time using an explicit second-order 

predictor/corrector scheme. 
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5 METHODOLOGY 

 

This chapter describes the Steckler’s Experiment (which was employed in the 

validation step of this work), the cases simulated in FDS, the mesh resolution analysis, the 

comparison between numerical and experimental data and the procedure employed to the data 

correlation. 

 

5.1 Steckler’s Experiment 

 

Steckler et al. (1982a, 1982b, 1984a, 1984b) described the results of 55 full-scale 

steady-state experiments conducted to study the flow induced by a pool fire in a compartment 

under conditions characteristic of the developing fire period (pre-flashover). The room is a 

2.8 m × 2.8 m × 2.13 m compartment and its geometry can be seen in Figure 5.1. 

 

 

Figure 5.1 - Room geometry and thermocouple tree position 
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The compartment was built of light weighted walls and ceiling, which were covered 

with a 12.7 mm ceramic fiber insulation board to establish near-steady conditions within 30 

minutes following ignition of the 30 cm diameter porous plate diffusion burner. That burner 

was supplied with methane at a fixed rate. Four constant heat release rates (HRR) were tested 

(31.6, 62.9, 105.3 and 158 kW). The compartment floor was composed of 19 mm calcium 

silicate board on top of 12.7 mm plywood on wood joists. The ceramic fiber insulation board 

properties can be found in Table 5.1.  

 

Table 5.1 - Compartment wall and ceiling properties 

Material Density [kg/m³] 
Heat capacity 

[J/(kg∙K)] 

Thermal conductivity 

[W/(m∙K)] 

Ceramic fiber insulation board 260 1000 0.08 

 

Ten door and window opening configurations (i.e., ten ventilation factors) were tested 

in these experiments. The configurations used in Steckler’s experiments and reproduced in the 

present study can be observed in Figure 5.2. 

 

 

Figure 5.2 - Room opening configurations 

 

Three heat source locations were analysed during the validation step: the center of the 

room (position A), the back wall (position C) and back left corner (position B) (positions 

shown in Figure 5.3). Therefore, 40 Steckler’s cases have been considered for the validation 

step. 
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5.2 FDS Simulations 

 

The CFD model called FDS was applied to generate data for pre-flashover 

compartment fires with different fire positions. These data were employed to fit the 

correlations developed to predict hot gas layer temperature. The version employed was the 

FDS 6.6.0. 

The simulations have been run at the Cluster GAUSS located at the National Center 

for Supercomputing (CESUP) of the Federal University of Rio Grande do Sul (UFRGS). This 

Cluster consists of 64 processing units, with 64 GB of RAM and 2 dodecacore AMD Opteron 

processors each, resulting in 1536 processing cores and a theoretical performance of 24 

TFlops (simple precision). The simulation domain was divided into nine meshes, so, the 

Cluster was set to work with nine nodes (one for each mesh) and two processors (cores) per 

node. This configuration was chosen through an efficiency study and presented the best 

results, which resulted in computational times of the order of fifty hours for each simulation. 

Thirteen cases were simulated in each of the 15 ground positions shown in Figure 5.3. 

The studied cases are summarized in Table 5.2. 

 

 

Figure 5.3 - Fifteen studied fire source ground positions 
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Table 5.2 - List of openings and HRRs employed in the simulations 

# Opening HRR (kW) 𝑇∞ (°C) 

1 2/6 (0.24 × 1.83 m) 62.9 24 

2 3/6 (0.36 × 1.83 m) 62.9 24 

3 4/6 (0.49 × 1.83 m) 62.9 24 

4 5/6 (0.62 × 1.83 m) 62.9 24 

5 6/6 (0.74 × 1.83 m) 62.9 24 

6 7/6 (0.86 × 1.83 m) 62.9 24 

7 8/6 (0.99 × 1.83 m) 62.9 24 

8 Full window (0.74 × 1.38 m) 62.9 24 

9 2/3 window (0.74 × 0.92 m) 62.9 24 

10 1/3 window (0.74 × 0.46 m) 62.9 24 

11 6/6 (0.74 × 1.83 m) 31.6 24 

12 6/6 (0.74 × 1.83 m) 105.3 24 

13 6/6 (0.74 × 1.83 m) 158 24 

 

Basing on the findings of the 15 fire positions on ground level, 19 different elevations 

on the positions A, B and C were simulated (Figure 5.4). A total of 195 fire scenarios were 

simulated for the ground fire analysis, and 57 fire scenarios were simulated for the elevated 

fire source analysis. 

 

 

Figure 5.4 - Fire source elevations 

 

A thermocouple tree of aspirated thermocouples in the front corner of the room 

measured the gas temperature profile. The hot gas layer temperature (𝑇𝑈) was obtained 

through the average value of the temperature in the upper portion of the room, above the 

profile curve inflection (see Figures 5.7 to 5.9). The same method is applied to the lower layer 
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temperature (𝑇𝐿). Then for the interface height (𝑍𝑖𝑛𝑡) the data reduction described by Janssens 

and Tran, 1992, was applied: 

 

 
𝑍𝑖𝑛𝑡 =

𝑇𝐿(𝐼1𝐼2 − 𝐻2)

𝐼1 + 𝐼2𝑇𝐿
2 − 2𝑇𝐿𝐻

 (5.1) 

 

where 

 

 
𝐼1 = (𝐻 − 𝑍𝑖𝑛𝑡)𝑇𝑈 + 𝑍𝑖𝑛𝑡𝑇𝐿 = ∫ 𝑇(𝑧)𝑑𝑧

𝐻

0

 (5.2) 

 

and 

 

 
𝐼2 = (𝐻 − 𝑍𝑖𝑛𝑡)

1

𝑇𝑈
+ 𝑍𝑖𝑛𝑡

1

𝑇𝐿
= ∫

1

𝑇(𝑧)
𝑑𝑧

𝐻

0

 (5.3) 

 

The thermocouples were modelled to represent the characteristics of the physical ones 

in the experiments. The thermocouple tree can be seen in Figure 5.1. 

All cases were simulated for 900 s, and reached steady state. The temperature results 

were obtained through an average calculation from 800s to 900s, to compensate the 

oscillatory results caused by the LES turbulence model. 

 

5.2.1 Initial and Boundary Conditions 

 

For the validation step the initial ambient temperature (𝑇∞) was considered the same of 

the experiments, varying for each case, these values can be found in Table 5.6. However, for 

the cases run to generate data the initial ambient temperature was specified as 24 °C for all the 

cases, so the upper layer temperature could be analysed properly, once it depends on this 

initial condition. The initial and ambient pressure (𝑝∞) was specified as 101,325 kPa for all 

the cases. 

The floor was considered as adiabatic, while walls and ceiling were modelled as 0.1 m 

thickness surfaces with the properties described in Table 5.1. These surfaces (walls and 

ceiling) have insulation characteristics of ceramic fiber boards, but still allow some 

conductive heat transfer. 
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The fuel applied to all cases was methane with a constant HRR, according to Table 

5.2.  

 

5.3 Mesh Resolution 

 

As stated by Zhiyin, 2015, in LES simulations the computational mesh must be fine 

enough to resolve the smallest dynamically significant length-scale (the Kolmogorov micro-

scale). 

According to Gaitonde, 2008, generally, LES results are in better agreement with 

experimental evidence compared to RANS if a sufficiently fine grid is employed. However, 

without a prior knowledge of flow characteristics, it is difficult to verify the ‘sufficient’ 

resolution. 

Three different methods were applied to ensure the mesh resolution. The first was the 

analysis of the non-dimensional parameter D∗/δx, the second was the comparison between 

results for different mesh sizes and the third was the Measurement of the Turbulence 

Resolution (MTR). 

As suggested by McGrattan et al., 2017b, 2017c, for simulations involving buoyant 

plumes, the non-dimensional parameter D∗/δx is a good way to determine how well the flow 

field is resolved. D∗ is the characteristic fire diameter expressed by Equation 5.4 and δx is the 

nominal size of a mesh cell. 

 

 

𝐷∗ = (
�̇�

𝜌∞𝐶𝑝𝑇∞√𝑔

)

2
5

 (5.4) 

 

where �̇� is the HRR, 𝜌∞ is the ambient air density, 𝐶𝑝 is the specific heat of the air , 𝑇∞ is the 

ambiente temperature and g is the gravity aceleration. 

According to McDermott et al., 2010, D∗/δx ≈ 10 has historically been considered an 

adequate grid resolution. The validation study sponsored by the U.S. Nuclear Regulatory 

Commission [Stroup and Lindeman, 2013], suggested D∗/δx values ranging from 4 to 16. 

Table 5.3 presents the values of  D∗ and D∗/δx for four mesh sizes (δx = 6 cm, 5 cm, 4 

cm and 3 cm). These meshes are equally spaced in all directions x-y-z, and they are uniform 

all over the computational domain. As can be observed in Table 5.3, all meshes present D∗/δx 
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contained inside the recommended range. Figure 5.5 shows a representation of the tested 

meshes. 

 

Table 5.3 - Values of D∗ and D∗/δx for meshes 6 cm, 5 cm, 4 cm and 3 cm 

HRR (kW) D* 
D*/δx 

δx = 6 cm δx = 5 cm δx = 4 cm δx = 3 cm 

31.60 0.24 4.02 4.83 6.03 8.04 

62.90 0.32 5.29 6.35 7.94 10.58 

105.30 0.39 6.51 7.81 9.76 13.01 

158.00 0.46 7.65 9.19 11.48 15.31 

 

 

Figure 5.5 - Comparison of the mesh sizes (δx = 6 cm, 5 cm, 4 cm and 3 cm) tested during 

the mesh resolution analysis 

 

Additionally, a mesh sensitivity analysis was performed. The temperature profiles, and 

the average hot gas layer temperature, average lower layer temperature and the computational 

time obtained for the four different meshes applied to Steckler’s case 14 (see Table 5.6) are 

shown in Figure 5.6 and Table 5.4, respectively. 
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Figure 5.6 - Mesh sensitivity analysis (Steckler’s case 14) 

 

Table 5.4 - Mesh sensitivity analysis and computational time 

Mesh size 𝑇𝑈 (°C) 𝑇𝐿 (°C) Time (h) 

δx = 6 cm  115.6 50.49 30.29 

δx = 5 cm  124.82 (7.4%) 52.72 

(4.3%) 
54.97 

δx = 4 cm  126.29 (1.2%) 52.59 

(0.2%)  
138.12 

δx = 3 cm  128.55 (1.8%) 51.94 

(1.3%) 
227.02 

 

As can be observed, meshes δx = 5 cm, 4 cm and 3 cm present similar results, all of 

them agreeing well with the experimental data. So, the mesh δx = 5 cm has been chosen to be 

applied, as a matter of computational time and results stability. 

To ensure the right selection of the mesh, the Measure of Turbulence Resolution 

(MTR) for the 5 cm mesh has been calculated, according to Equation 5.5: 

 

 
𝑀𝑇𝑅(𝑥) =

〈𝑘𝑠𝑔𝑠〉

〈𝑇𝐾𝐸〉 + 〈𝑘𝑠𝑔𝑠〉
 

 

(5.5) 

where the resolved turbulent kinetic energy per unit mass (𝑇𝐾𝐸) is given by: 

 

 
𝑇𝐾𝐸 =

1

2
(�̃�𝑖 − 〈�̃�𝑖〉)(�̃�𝑖 − 〈�̃�𝑖〉) (5.6) 

 

�̃�𝑖  is the resolved LES velocity and can be obtained directly from FDS for each velocity 

component. 
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The subgrid kinetic energy (𝑘𝑠𝑔𝑠) is estimated from Deardorff’s eddy viscosity model 

previously presented in Equation 4.20, and its results are obtained from FDS. 

The MTR value was calculated based on 15 points measured inside the flame. The 

results presented on Table 5.5 are the mean MTR values. 

 

Table 5.5 - MTR for mesh δx = 5 cm 

HRR (kW) MTR (5 cm) 

31.60 0.173 

62.90 0.159 

105.30 0.140 

158.00 0.137 

 

According to Pope, 2004, the MTR value has to be less or equal to 0.2, which 

corresponds to the resolution of 80% of the turbulent kinetic energy. So, as can be seen the 

selected mesh is capable to resolve more than 80% of the kinetic energy in the flow field. 

Additionally, as showed by McDermott et al., 2010, a MTR mean value near 0.2 provides 

satisfactory results for mean velocities and species concentrations in non-reacting, buoyant 

plumes. 

More information about Measure of Turbulent Resolution can be found in McGrattan  

et al., 2017c. 

 

5.4 Comparison with Experimental Data 

 

To validate the numerical model, the results of hot gas layer temperature (𝑇𝑈) and 

interface height (Zint) are compared to experimental data presented by Steckler et al., 1982a, 

1982b, and Steckler et al., 1984a, 1984b. The 40 fire scenarios described have been 

investigated. The description of the investigated scenarios and its results can be seen in Table 

5.6. On experiments 160, 163 and 164 the fire sources are raised 0.3 m from the floor, while it 

is on the ground for the other experiments. 

As can be observed in Table 5.6, the numerical model was validated, since for the 

upper layer temperature the maximum relative error found was 13.98% and the absolute 

average relative error was 3.17%, while the layer interface heights were predicted within the 

experimental uncertainty range.  

The comparison between experimental temperature profiles and the ones obtained by 

FDS for fire source positions A, B and C can be seen in Figures 5.7, 5.8 and 5.9, respectively.  
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Table 5.6 - Comparison between numerical (FDS, present study) and experimental 

(Steckler’s) results 

 

Test
2
 Opening

3
 

HRR 

(kW) 

Fire 

position 
𝑇∞ 

[°C] 

𝑇𝑈 
(Exp) 

[°C] 

𝑻𝑼 

(FDS) 

[°C] 

Relative 

Dif. [%] 

𝑍𝑖𝑛𝑡  (Exp) 

[m] 

𝒁𝒊𝒏𝒕 

(FDS) 

[m] 

∆𝒁𝒊𝒏𝒕 

(𝑬𝒙𝒑 − 𝑭𝑫𝑺) 

[m] 

10 2/6 62.9 A 26 190 203.61 -7.16 0.57 ±0.28 0.32 0.25 

11 3/6 62.9 A 28 164 154.29 5.92 0.74 ±0.23 0.56 0.18 

12 4/6 62.9 A 22 141 134.98 4.27 0.86 ±0.23 0.81 0.05 

13 5/6 62.9 A 23 129 126.72 1.77 0.91 ±0.17 0.79 0.12 

14 6/6 62.9 A 29 129 126.85 1.67 0.97 ±0.23 0.92 0.05 

16 7/6 62.9 A 26 120 113.72 5.23 1.03 ±0.17 0.90 0.13 

17 8/6 62.9 A 22 109 102.54 5.93 1.09±0.23 0.91 0.18 

22 Full Win. 62.9 A 30 143 145.69 -1.88 0.74±0.34 0.47 0.27 

23 2/3 Win. 62.9 A 26 177 181.43 -2.50 0.74±0.34 0.41 0.33 

41 1/3 Win. 62.9 A 16 270 259.62 3.84 0.80±0.17 0.64 0.16 

19 6/6 31.6 A 29 86 86.13 -0.15 0.97±0.11 0.88 0.09 

20 6/6 105.3 A 35 183 187.78 -2.61 0.97±0.11 0.93 0.04 

21 6/6 158 A 36 243 244.83 -0.75 0.91±0.17 0.80 0.11 

160 6/6 62.9 Ar
1 

6 136 126.66 6.87 1.26±0.17 1.13 0.13 

114 2/6 62.9 B 32 248 253.54 -2.23 1.14±0.17 0.99 0.15 

144 3/6 62.9 B 30 216 215.36 0.30 1.14±0.17 1.12 0.02 

212 4/6 62.9 B 24 194 193.87 0.07 1.31±0.12 1.21 0.10 

242 5/6 62.9 B 29 197 192.48 2.29 1.31±0.23 1.21 0.10 

410 6/6 62.9 B 21 181 177.71 1.82 1.37±0.17 1.23 0.14 

240 7/6 62.9 B 29 179 173.51 3.07 1.43±0.23 1.30 0.13 

116 8/6 62.9 B 29 172 167.29 2.74 1.49±0.17 1.30 0.19 

122 Full Win. 62.9 B 28 194 199.64 -2.91 1.37±0.17 1.24 0.13 

224 2/3 Win. 62.9 B 26 216 222.05 -2.80 1.37±0.17 1.31 0.06 

220 6/6 31.6 B 26 118 120.94 -2.49 1.37±0.17 1.29 0.08 

221 6/6 105.3 B 27 234 251.18 -7.34 1.31±0.23 1.23 0.08 

163 6/6 62.9 Br
1 

6 190 183.35 3.50 1.49±0.17 1.48 0.01 

514 2/6 62.9 C 9 209 204.73 2.04 1.03±0.17 0.87 0.16 

544 3/6 62.9 C 7 173 163.15 5.69 1.09±0.23 1.18 -0.09 

512 4/6 62.9 C 21 173 169.25 2.17 1.14±0.17 1.13 0.01 

542 5/6 62.9 C 20 160 157.42 1.61 1.20±0.23 1.13 0.07 

610 6/6 62.9 C 18 152 153.6 -1.05 1.26±0.17 1.23 0.03 

540 7/6 62.9 C 14 140 135.28 3.37 1.26±0.17 1.23 0.03 

517 8/6 62.9 C 15 134 131.76 1.67 1.31±0.11 1.36 -0.05 

622 Full Win. 62.9 C 10 153 156.29 -2.15 1.26±0.17 1.26 0.00 

524 2/3 Win. 62.9 C 9 178 175.88 1.19 1.14±0.17 1.14 0.00 

541 1/3 Win. 62.9 C 8 288 265.58 7.78 1.09±0.23 1.13 -0.04 

520 6/6 31.6 C 18 94 95.08 -1.15 1.26±0.17 1.22 0.04 

521 6/6 105.3 C 14 207 207.79 -0.38 1.20±0.23 1.15 0.05 

513 6/6 158 C 16 289 288.1 0.31 1.20±0.23 1.16 0.04 

164 6/6 62.9 Cr
1 

7 161 138.5 13.98 1.37±0.17 1.25 0.12 

¹ r represents the fire source locations raised 0.3 m from the floor level. 

² Test numeration is in accordance with Steckler’s reports. 

³ Opening codes (e.g. 2/6, 3/6, 1/3, etc.) can be seen in Table 5.2 
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Figure 5.7 - Temperature profiles for fire source at the center of the room (position A) 
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Figure 5.8 - Temperature profiles for fire source at the corner of the room (position B) 
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Figure 5.9 - Temperature profiles for fire source at the back wall of the room (position C) 
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Figures 5.7-5.9 also show a good agreement between experimental data and numerical 

results. So, it can be concluded that the mathematical model employed on FDS was verified 

and can be applied to generate reliable data for compartment fire scenarios. 

 

5.5 Data Correlation 

 

As well as the MQH correlation, the present correlations were derived from an energy 

balance on the well-stirred gas layer in the upper portion of the room.  

Equation 3.13 can be represented in two dimensionless groups and since the height of 

the neutral plane, 𝑍𝑛, depends mostly on �̇�, 𝑇𝑈 and geometric factors  (𝐻0 and 𝑊0), �̇�𝑔 may 

be replaced by √𝑔𝜌∞𝐴0√𝐻0. So the dependence is given by: 

 

 ∆𝑇

𝑇∞
= 𝑓 (

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

,
ℎ𝑘𝐴𝑇

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

) (5.7) 

 

The first variable represents the ratio of the energy released to the energy convected, 

and the second, the energy lost divided by the energy convected.  

A power law relationship can be observed, so: 

  

 ∆𝑇

𝑇∞
= 𝐶 (

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

)

𝐴

. (
ℎ𝑘𝐴𝑇

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

)

𝐵

 (5.8) 

 

where the constant C and the exponents A and B will be determined from a best fit of the data 

from each group of fire positions (center, wall and corner) at the ground level, once we 

observed a great influence of these fire positions. This means that 3 different correlations will 

be obtained for the upper layer temperature, one for each position of the fire. 

As it will be shown later in this work, the elevations influence did not show a power 

law relation, but a linear tendency instead, so it was decided to include this information as a 

correction term in the correlations. 

These are the same dimensionless variables employed in the MQH correlation, 

however the MQH correlation was correlated only considering fires at the center of the room, 

and do not include a term for correction of the temperature as a function of the fire source 

height. 
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The fitting of the data was obtained through the software SPSS applying a multiple 

linear regression. To do that, first the data had to be linearized, through its logarithm.  
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6 RESULTS AND DISCUSSIONS 

 

This chapter presents the results of the fire source position influence on the ground 

level (transversal and longitudinal positions) and in different vertical positions, the influence 

of important parameters, such as HRR and ventilation factor, the influence of the distance 

between the fire source and walls and corners, the correlations obtained to predict the hot gas 

layer temperature for center, wall and corner positions, with a correction term for the vertical 

position and the validation of these correlations, comparing the correlation results to 

experimental and numerical data.  

  

6.1 Fire Source Position Influence (ground level) 

 

Firstly, it is analyzed the influence of the fire source location at the ground level 

(transversal and longitudinal positions), varying the fire position along the axis x and y. The 

13 studied cases have been simulated in 15 different positions, as can be seen in Figure 5.3, 

given 195 different scenarios.  

Figures 6.1a-6.1m show the upper layer temperature (𝑇𝑈) obtained through FDS 

simulations for each one of the studied ground level positions (Figure 5.3) for all the 13 cases 

(Table 5.2). This figure condenses the results of all the 195 simulations, each square represent 

the room geometry for each studied case and the upper layer temperature (𝑇𝑈) results were 

placed on the position inside the room where the fire occurred (these temperatures must be 

assumed as homogeneous over all the HGL), so each square (plots a to m) presents the results 

of the 15 tested fire positions (Figure 5.3) for each case (Table 5.2).  

As can be observed, the highest upper layer temperature was found on the corner fire 

location (positions B and N) followed by the near wall fire location (positions C, D, E, H, K 

and P). The positions away from the wall (positions A, F, G, J, L, M and Q) are the ones 

which produced the lowest upper layer temperatures, especially those near the opening 

doorway. This behaviour is expected, once in corner and wall fires the air entrainment is 

reduced.  

Zukoski et al.,1981, observed that the rate of air entrainment in the plume can be 

related to the heat release rate, in accordance to Equation 6.1: 

 

 
�̇�𝑝 ∝ �̇�

1
3 (6.1) 
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Figure 6.1 - Average upper layer temperature in each fire source position on the ground level 
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According to Zukoski et al., 1981, in the early stages of a fire (pre-flashover) in a 

building, the rate of production of hot gas by a fire and the temperature of this gas will depend 

very strongly on the rate of entrainment in the fire plume and in the flame itself. 

The plume theory proposed by Zukoski et al., 1981, suggests that a pseudo-HRR four 

times the real HRR can be used to represent the effect in the reduction of the air entrainment 

when the fire source is located in a corner, and two times the real HRR for fires located along 

walls. However, the entrainment only occurs around one quarter of the perimeter of this 

pseudo-Fire for fires in corner and around one half for fires along walls. So, the actual air 

entrainment can be calculated according to Equations 6.2 and 6.3 for corners and wall, 

respectively [Mowrer and Williamson, 1987]: 

 

 

�̇�𝑝𝑐𝑜𝑟𝑛𝑒𝑟~
(4�̇�)

1
3

4
≈ 0.4�̇�

1
3 

(6.2) 

 

 

�̇�𝑝𝑤𝑎𝑙𝑙~
(2�̇�)

1
3

2
≈ 0.63�̇�

1
3 

(6.3) 

 

The plume theory also indicates that the excess temperature over ambient in the plume 

is inversely proportional to the air entrainment rate, for a given HRR. This dependence is 

expressed by Equation 6.4. 

 

 
∆𝑇𝑝 ∝

�̇�

𝑚𝑝
 (6.4) 

 

where ∆𝑇𝑝 represents the excess temperature over ambient in the plume, �̇� is the HRR and 

𝑚𝑝 is the rate of air entrainment in the plume. 

According to Mowrer and Williamson, 1987, the fire plume temperature will 

significantly increase for corner and near wall fire plumes. It is important to highlight the 

direct proportionality between the upper layer temperature and the plume temperature, so the 

upper layer temperature is also inversely proportional to the air entrainment rate. As a 

conclusion of this dependence, Mowrer and Williamson, 1987, stated that the convective 

energy flux through the openings would not depend on the fire source location in the room. 

This statement was confirmed by the results shown on Figures 6.1a-6.1m, once fire source 
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position in the same group of interest (away from walls, along walls or near corners) showed 

small variations. 

Based on the theory, the expected temperatures would be, respectively, for corners and 

walls [Mowrer and Williamson, 1987]: 

 

 

∆𝑇𝑝𝑐𝑜𝑟𝑛𝑒𝑟~
�̇�

1
3∆𝑇𝑝𝑐𝑒𝑛𝑡𝑒𝑟

0.4�̇�
1
3

≈ 2.5∆𝑇𝑝𝑐𝑒𝑛𝑡𝑒𝑟 (6.5) 

 

 

∆𝑇𝑝𝑤𝑎𝑙𝑙~
�̇�

1
3∆𝑇𝑝𝑐𝑒𝑛𝑡𝑒𝑟

0.63�̇�
1
3

≈ 1.6∆𝑇𝑝𝑐𝑒𝑛𝑡𝑒𝑟 

 

(6.6) 

However, Mowrer and Williamson (1987) noticed that the reduced entrainment rates 

that occur for corner and wall fires cause the layer height to move upward in the room, and 

this in turn results in entrainment over a greater height. Thus, the excess temperature of the 

plume as it enters the layer would be less than the factors calculated before.  

These theoretical results agreed qualitatively with the analysis of the fire source 

influence in the ground level (Figure 6.1a-6.1m), which showed that fires in corners would 

provide the highest temperatures, followed by fires along walls and then in center positions. 

An interesting observation can be made through Figures 6.1h, 6.1i and 6.1j. These 

Figures represent cases 8, 9 and 10, which have window openings, so when the fire source is 

right below the opening (position Q – see Figure 5.3), the upper layer temperature becomes 

higher then when the opening is a doorway. This again is explained by the reduction of air 

entrainment, once a lower airflow rate is reaching the flame. 

Another pattern can be easily observed, once the ventilation factor (opening size) is 

augmented, lower become the upper layer temperature. 

This previous analysis confirmed the weak influence of the fire source location when 

the same level (floor level) is considered, except when the fire source is placed near a wall or 

corner (or even a piece of furniture), which reduces the air entrainment into the flame.  

 

6.2 The Heat Release Rate Influence 

 

The influence of the HRR on the average hot gas layer temperature has been analyzed 

based on 60 simulations. Four HRR values were tested (31.6, 62.9, 105.3 and 158 kW), 
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represented by the cases 5, 11, 12 and 13. All the simulations had the same geometry and 

ventilation factor. All the four cases have been simulated considering the 15 different ground 

positions (z = 0 m) studied. 

Figure 6.2 presents the average HGL temperature as a function of the HRR, being the 

results divided into the three groups of interest (regarding fire positions: away from wall, near 

corner and near wall). 

As can be observed, as the HRR is augmented, higher becomes the HGL temperature. 

A power dependence between the HRR and the temperature can be observed. This 

dependence is well-known in compartment fires, being the HRR one of the most important 

parameters considered on the hand-calculation methods to predict HGL temperatures. 

As expected the results away from wall (center) showed the lowest results, while the 

ones near a corner presented the higher ones. An exception can be observed for the near wall 

position, which presented results similar to the ones away from the wall. These results 

represent cases 5, 11, 12 and 13 (Table 5.2) simulated at position P (Figure 5.3), and might be 

explained by the proximity to the doorway opening, so even being near a wall, the air 

entrainment rate is still high and consequently the temperatures are lower. 

 

 

Figure 6.2 - Heat Release Rate influence on the upper layer temperature 

 

6.3 Ventilation Factor Influence 

 

The ventilation factor is another important parameter applied to correlations. Figure 

6.3 shows the influence of the ventilation factor, considering a fixed geometry and HRR (62.9 

kW) and only door openings, which is represented by the cases 1 to 7 (Table 5.2), tested for 

all 15 positions on ground level (Figure 5.3), with a total of 105 numerical experiments. 
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Figure 6.3 presents the average HGL temperature as a function of the ventilation 

factor, being the results divided into the three groups of interest (regarding fire positions: 

away from wall, near corner and near wall). 

This parameter showed a less important influence over the HGL temperature, when 

comparing with the HRR. As the ventilation factor is augmented, the hot gas layer 

temperature decreases, which indicates an inversely proportional relation between these 

parameters. It can be explained again by the rate of air entrainment. Once a larger ventilation 

factor allows a greater quantity of air to enter the room and reach the plume, the plume 

temperature becomes lower, as well as the hot gas layer temperature. 

Once again the exception presented on position P (close to the doorway) can be 

observed. 

 

 

Figure 6.3 - Ventilation factor influence on the upper layer temperature 

 

6.4 Fire Source Position Influence (vertical position) 

 

For analysing the influence of the vertical position of the fire source on the upper layer 

temperature, it was simulated 19 elevations (ranging from z = 0 m to z = 1.8 m) for positions 

A (center), B (corner) and C (wall), as can be seen in Figure 5.3. These simulations were 

conducted only for case 5 (fixed opening and HRR, cf. Table 5.2), generating data for 57 

numerical experiments. 

Tables 6.1, 6.2 and 6.3 show the results of the upper layer temperature for each 

elevation and the difference on HGL temperature between elevations for positions A (center), 

B (corner) and C (wall), respectively. Figures 6.4, 6.5 and 6.6 present the relation between the 

upper layer temperature and the fire source elevation (z) for the same positions. 
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Table 6.1 - Upper layer temperature as a function of the vertical position (ground position A) 

Elevation 

(z) (m) 

Opening HRR Position Upper layer 

temperature 

(𝑇𝑈) (°C) 

Difference from 

the previous 

level (°C) 

Difference from 

the ground level 

(°C) 

0.00 6/6 62.9 A 116.58 - 0.00 

0.10 6/6 62.9 A 122.63 6.05 6.05 

0.20 6/6 62.9 A 136.00 13.37 19.42 

0.30 6/6 62.9 A 149.16 13.16 32.58 

0.40 6/6 62.9 A 162.99 13.83 46.41 

0.50 6/6 62.9 A 176.81 13.82 60.23 

0.60 6/6 62.9 A 185.18 8.37 68.60 

0.70 6/6 62.9 A 196.74 11.56 80.16 

0.80 6/6 62.9 A 205.96 9.22 89.38 

0.90 6/6 62.9 A 223.94 17.98 107.36 

1.00 6/6 62.9 A 237.57 13.63 120.99 

1.10 6/6 62.9 A 254.39 16.82 137.81 

1.20 6/6 62.9 A 270.60 16.21 154.02 

1.30 6/6 62.9 A 295.96 25.36 179.38 

1.40 6/6 62.9 A 309.03 13.07 192.45 

1.50 6/6 62.9 A 317.63 8.60 201.05 

1.60 6/6 62.9 A 325.13 7.50 208.55 

1.70 6/6 62.9 A 339.50 14.37 222.92 

1.80 6/6 62.9 A 359.53 20.03 242.95 

 

 

Figure 6.4 - Relation between fire source elevation and upper layer temperature for fires away 

from walls (ground position A) 
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Table 6.2 - Upper layer temperature as a function of the vertical position (ground position B) 

Elevation 

(z) (m) 

Opening HRR Position Upper layer 

temperature 

(𝑇𝑈) (°C) 

Difference from 

the previous 

level (°C) 

Difference from 

the ground level 

(°C) 

0.00 6/6 62.9 B 178.82 - 0.00 

0.10 6/6 62.9 B 185.73 6.91 6.91 

0.20 6/6 62.9 B 196.81 11.08 17.99 

0.30 6/6 62.9 B 201.09 4.28 22.27 

0.40 6/6 62.9 B 210.51 9.42 31.69 

0.50 6/6 62.9 B 219.69 9.18 40.87 

0.60 6/6 62.9 B 223.82 4.13 45.00 

0.70 6/6 62.9 B 232.55 8.73 53.73 

0.80 6/6 62.9 B 237.22 4.67 58.40 

0.90 6/6 62.9 B 244.89 7.67 66.07 

1.00 6/6 62.9 B 258.15 13.26 79.33 

1.10 6/6 62.9 B 265.15 7.00 86.33 

1.20 6/6 62.9 B 269.42 4.27 90.60 

1.30 6/6 62.9 B 277.24 7.82 98.42 

1.40 6/6 62.9 B 280.5 3.26 101.68 

1.50 6/6 62.9 B 282.12 1.62 103.30 

1.60 6/6 62.9 B 288.02 5.90 109.20 

1.70 6/6 62.9 B 285.6 -2.42 106.78 

1.80 6/6 62.9 B 288.75 3.15 109.93 

 

 

 

Figure 6.5 - Relation between fire source elevation and upper layer temperature for fires near 

corner (ground position B) 

 

 

 

 

 



59 

  

 

Table 6.3 - Upper layer temperature as a function of the vertical position (ground position C) 

Elevation 

(z) (m) 

Opening HRR Position Upper layer 

temperature 

(𝑇𝑈) (°C) 

Difference from 

the previous 

level (°C) 

Difference from 

the ground level 

(°C) 

0.00 6/6 62.9 C 149.26 - 0.00 
0.10 6/6 62.9 C 152.14 2.88 2.88 
0.20 6/6 62.9 C 153.6 1.46 4.34 
0.30 6/6 62.9 C 155.23 1.63 5.97 
0.40 6/6 62.9 C 161.15 5.92 11.89 
0.50 6/6 62.9 C 167.65 6.50 18.39 
0.60 6/6 62.9 C 179.04 11.39 29.78 
0.70 6/6 62.9 C 197.07 18.03 47.81 
0.80 6/6 62.9 C 205.8 8.73 56.54 
0.90 6/6 62.9 C 220.03 14.23 70.77 
1.00 6/6 62.9 C 236.3 16.27 87.04 
1.10 6/6 62.9 C 250.26 13.96 101.00 
1.20 6/6 62.9 C 271.01 20.75 121.75 
1.30 6/6 62.9 C 280.96 9.95 131.70 
1.40 6/6 62.9 C 296.11 15.15 146.85 
1.50 6/6 62.9 C 310.33 14.22 161.07 
1.60 6/6 62.9 C 319.04 8.71 169.78 
1.70 6/6 62.9 C 324.81 5.77 175.55 
1.80 6/6 62.9 C 329.71 4.90 180.45 

 

 

Figure 6.6 - Relation between fire source elevation and upper layer temperature for fires along 

walls (ground position C) 

 

As can be observed, as the height of the fire source location was augmented, so was 

the upper layer temperature. This behaviour was observed for all positions (center, wall and 

corner). However, the influence of the elevation was greater for fires in the center of the 

room, followed by fires along walls, and finally fire near corners. This can be explained by 

the reduction of the air entrainment rate. When the fire source is elevated it becomes closer to 

the hot gas layer interface and its plume and flame have a smaller region to entrain fresh air 
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(Figures 6.7a-6.7c). With the reduction of air entrainment the upper layer temperature rises. 

However, fires in corners and along wall already have an air entrainment of approximately 

one quarter and one half (as a consequence of the walls restriction in the perimeter of the 

flame/plume), respectively. For this reason, when elevated they suffer less influence then the 

ones away from walls.  

 

 

Figure 6.7 - Reduction on the air entrainment area when the fire source is elevated (a) z=0m 

(b) z=0.6m (c) z=1.2m 

 

Significant differences in the upper layer temperature between subsequent levels can 

be seen, being most of them of the order of 10-20 °C (considering the steps of 0.1 m between 

elevations), while when comparing 𝑇𝑈 for the fire source at the floor level and at the highest 

level, the difference in 𝑇𝑈 was of more than 100 ºC in all cases, reaching 242 °C in some 

cases.  

Although the influence of the elevation on the upper layer temperature is not perfectly 

linear, a linear dependence can be considered to correlate the upper layer temperature and the 

elevation of the fire source. 

To have a better understanding of the temperature behaviour, Figure 6.8, 6.9 and 6.10 

present the temperature profiles for each elevation in positions A, B and C, respectively. As 

can be noticed, as the fire source was elevated, the hot gas layer depth was reduced, which 

means the layer interface height becomes higher. The maximum temperature (near the ceiling) 

also increased. This increase in upper layer temperature and maximum temperature is also 

explained by the air entrainment. Once the fire source is elevated, the top of the flame and 

plume enter the HGL (see Figures 6.7a-6.7c), so less air reaches the flame/plume and the 

entrainment rate is reduced increasing the plume temperature.  

Therefore, it can be concluded that the z position of the fire source (elevation) has an 

extremely important influence on the upper layer temperature. It also importantly influences 

the temperature profile and interface layer height. 
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Figure 6.8 - Temperature profiles for different fire source elevation in ground position A 

(center) 

 

 

Figure 6.9 - Temperature profiles for different fire source elevation in ground position B 

(corner) 
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Figure 6.10 - Temperature profiles for different fire source elevation in ground position C 

(wall) 

 

6.5 Wall and Corner Vicinity Influence 

 

To better understand how the vicinity of a wall affects the upper layer temperature 

results, a study has been carried out. We started analysing the influence of the back wall, with 

the pool fire tangent to this wall (x = 2.8 m, Δx = 0 m) and it was increased the distance from 

the wall in steps of Δx = 0.05 m, see Figure 6.11. This method was applied to determine when 

the fire stops to behave as a wall fire and starts to behave as a center fire. 

 

 

Figure 6.11 - Wall vicinity influence on HGL temperature analysis scheme. 

 

A similar analysis was employed to verify the influence of two perpendicular walls 

(corner). At first the fire source was placed at the corner with its tangents touching the 
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sidewall (y = 0 m, Δy = 0 m) and back wall (x = 2.8 m, Δx = 0 m) simultaneously, and it was 

moved along the back wall in steps of Δy = 0.05 m. See Figure 6.12. This method was applied 

to determine when the fire stops to behave as a corner fire and starts to behave as a wall fire. 

 

 

Figure 6.12 - Corner vicinity influence on HGL temperature moving along the backwall 

analysis scheme. 

 

 A posterior analysis was made, starting at the corner, and moving the fire source in 

both directions, x and y, with the same steps of Δx = Δy = 0.05 m. See Figure 6.13. This 

analysis was used to determine when the fire losses the corner fire characteristics and starts to 

behave as a center fire source. 

 

 

Figure 6.13 - Corner vicinity influence on HGL temperature moving away from both walls 

analysis scheme. 

 

Two dimensionless parameters are presented to help these analyses: 

 

 
𝑥∗ =

∆𝑥

𝐿
 (6.7) 
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𝑦∗ =

∆𝑦

𝑊
 (6.8) 

 

where ∆𝑥 is the distance between the pool fire tangent and the back wall (m), L is the length 

of the room (m), ∆𝑦 is the distance from the sidewall (m), and W is the width of the room (m), 

as can be seen in Figures 6.11 to 6.13. 

As it can be observed in Figure 6.14, the upper layer temperature stops to suffer the 

influence of the wall when the pool fire tangent is approximately 0.45 m from the wall, which 

corresponds to approximately 16% of the room length. It can be concluded through Figures 

6.15a-6.15d, that the upper layer temperature stops suffering the influence of the wall when 

the flame do not touch it anymore, so the fire source can be considered as a center fire source. 

 

 

Figure 6.14 - Influence of the wall vicinity in the upper layer temperature. 

 

 

Figure 6.15 - Lateral view of flame and backwall interaction (a) ∆𝑥 = 0𝑐𝑚 (b) ∆𝑥 = 20𝑐𝑚 

(c) ∆𝑥 = 40𝑐𝑚 and (d) ∆𝑥 = 60𝑐𝑚 
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A similar behaviour is observed when the fire source is initially at the corner and then 

it is moved away from the corner, but touching the back wall. The influence of the corner 

stopped approximately 0.50 m from the sidewall, which corresponds to approximately 18% of 

the room width, at this point the fire started to present upper layer temperatures of a wall fire 

(see Figure 6.16). Figures 6.17a-6.17d show that the upper layer temperature stops suffering 

the influence of the corner when the flame does not touch or interact with the sidewall 

anymore, so the fire source can be considered as a wall fire source. 

 

 

Figure 6.16 - Influence of the corner vicinity moving the fire source along the back wall 

 

 

Figure 6.17 - Front view of flame and sidewall interaction (a) ∆𝑦 = 0𝑐𝑚 (b) ∆𝑦 = 20𝑐𝑚 (c) 

∆𝑦 = 40𝑐𝑚 and (d) ∆𝑦 = 60𝑐𝑚 

 

When the source fire was moved simultaneously the same distance in directions x and 

y the influence of the corner stopped approximately 0.70 m from the walls, which corresponds 
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to approximately 25% of the room width and length (once they have the same value), at this 

point the fire started to present upper layer temperatures of a center fire (Figure 6.18). As can 

be seen in Figures 6.19a-6.19h, that is the distance where the flame does not touch or interact 

with none of the walls. As it can be observed in Figures 6.19e and 6.19f, when the flame is at 

0.40 m from both walls it does not touch the sidewall anymore, but it still interacts with the 

backwall, so at this point it still cannot be considered a center fire source. 

By this way, it can be concluded that the flame-wall (or flame-obstruction) interaction 

is the responsible by the reduction on the air entrainment and consequently the rise on the 

temperature. Even when the pool fire is not tangent to the wall, the wall may interact with the 

flame, once the air flux into the room causes a flame inclination towards back and side walls. 

 

 

Figure 6.18 - Influence of the corner vicinity moving the fire source diagonally to the center 

of the room 
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Figure 6.19 - Flame and walls interaction (a) front view   ∆𝑥 = ∆𝑦 = 0𝑐𝑚 (b) (a) lateral view   

∆𝑥 = ∆𝑦 = 0𝑐𝑚 (c) front view   ∆𝑥 = ∆𝑦 = 20𝑐𝑚 (d) lateral view   ∆𝑥 = ∆𝑦 = 20𝑐𝑚 (e) 

front view   ∆𝑥 = ∆𝑦 = 40𝑐𝑚 (f) lateral view   ∆𝑥 = ∆𝑦 = 40𝑐𝑚 (g) front view   ∆𝑥 = ∆𝑦 =
70𝑐𝑚 and (h) lateral view   ∆𝑥 = ∆𝑦 = 70𝑐𝑚 
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6.6 Correlations to Predict Upper Layer Temperature at the Ground Level 

 

As it can be observed in the previous analysis, the fire source location has an 

extremely important influence on the upper layer temperature. It is noticed that walls and 

other objects that can restrict the air entrainment rate in the fire plume/flame will cause an 

augmentation on the plume temperature, and consequently in the upper layer temperature. 

It is also noticed the great influence that the vertical fire source position has on the 

HGL temperature in a quite linear relation.  

As the available correlations do not take into account properly the fire source location, 

it was developed three improved correlations to predict the upper layer temperature in pre-

flashover compartment fires, depending on the fire position at the ground level (center, wall 

or corner), or in other words, according to the air entrainment restriction imposed by walls or 

furniture. 

Starting from the two dimensionless groups (𝑋1 and 𝑋2) obtained through the energy 

balance (Equations 5.7 and 5.8), it can be plotted the results obtained by FDS and verify a 

power relationship (see Figure 6.20) : 

 

 ∆𝑇

𝑇∞
= 𝑓(𝑋1, 𝑋2) (6.9) 

 

where 

 

 
𝑋1 =

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

 (6.10) 

 

and 

 

 
𝑋2 =

ℎ𝑘𝐴𝑤

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

 (6.11) 
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Figure 6.20 - Dimensionless temperatures as a function of the dimensionless groups (X1 and 

X2) showing a power relation 

 

Therefore, the following power relation can be applied: 

 

 ∆𝑇

𝑇∞
= 𝐶(𝑋1)𝐴. (𝑋2)𝐵 (6.12) 

 

The fitting of the data for Equation 6.12 was obtained through the software SPSS 

applying a multiple linear regression. To do that, first the data had to be linearized, through its 

logarithm. Figure 6.21 show the linearized data for each term (X1 and X2). 

 

 

Figure 6.21 - Dimensionless temperature logarithm as a function of the dimensionless groups 

logarithm showing a linear behaviour (linearized data applied to the multiple linear 

regression) 
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Three different correlations were designed, one for each interest group position (away 

from walls, near wall and near corner). 

For fire sources away from walls (center fires) or obstructions at the ground level, 

Equation 6.13 was obtained: 

 

 ∆𝑇

𝑇∞
= 1.55 (

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

)

0.80

. (
ℎ𝑘𝐴𝑤

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

)

−0.33

 (6.13) 

 

Figure 6.22, presents the comparison between the predicted values of the upper layer 

temperature applying Equation 6.13 and the numerical data for fire sources away from walls 

or obstructions. The dashed lines represent a 10% tolerance. As can be observed in Figure 

6.22 a good fitting was obtained with Equation 6.13. 

 

 

Figure 6.22 - Comparison between predicted upper layer temperature and numerical data for 

fire sources away from walls. 

 

For fire sources near a wall or obstruction at the ground level, Equation 6.14 must be 

applied: 

 

 ∆𝑇

𝑇∞
= 1.26 (

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

)

0.79

. (
ℎ𝑘𝐴𝑤

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

)

−0.47

 (6.14) 

 

Figure 6.23 presents the comparison between the predicted values of the upper layer 

temperature applying Equation 6.14 and the numerical data for fire sources positioned near 
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walls or obstructions. The dashed lines represent a 10% tolerance. As can be observed in 

Figure 6.23 an excellent fitting was obtained with Equation 6.14. 

 

 

Figure 6.23 - Comparison between predicted upper layer temperature and numerical data for 

fire sources along walls 

 

For fire sources near a corner at the ground level, it is recommended the appliance of 

Equation 6.15: 

 

 ∆𝑇

𝑇∞
= 1.26 (

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

)

0.76

. (
ℎ𝑘𝐴𝑤

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

)

−0.48

 (6.15) 

 

Figure 6.24 presents the comparison between the predicted values of the upper layer 

temperature applying Equation 6.15 and the numerical data for fire sources positioned near 

corners. The dashed lines represent a 10% tolerance. As can be observed in Figure 6.24 an 

excellent fitting was obtained with Equation 6.15. 
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Figure 6.24 - Comparison between predicted upper layer temperature and numerical data for 

fire sources near corners 

 

The correlations presented in Equations 6.13, 6.14 and 6.15 must be applied only for 

fires at the ground level. Once it was noticed an important influence of the fire source vertical 

position on the upper layer temperature, when the fire location is elevated from the ground, 

these correlations must be corrected. That is the subject of the next section. 

 

6.7 Correction Term for Elevated Fire Sources 

 

As the elevation does not present a power relation, but a quite linear one (as shown in 

Figures 6.4 to 6.6), it was decided to deal with it as a correction term,  that should be summed 

to de correlation when the elevation is different from zero. 

This correction term is defined by the dimensionless parameter 𝑧∗: 

 

 𝑧∗ =
𝑧

𝐻
 (6.16) 

 

where z is the vertical fire position (m) and H is the height of the room (m). 

 The correlation for Equation 6.16 was obtained through a simple linear regression of 

the difference between the dimensionless temperature of each level (∆𝑇/𝑇∞)𝑙𝑒𝑣𝑒𝑙 and of the 

ground level (∆𝑇/𝑇∞)𝑔𝑟𝑜𝑢𝑛𝑑. As can be observed in Figures 6.25, 6.26 and 6.27 for the fire 

source away from walls, near a wall and near a corner, respectively, the squares represent the 

value of the difference of the dimensionless temperature of each level and of the ground level 
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as a function of the dimensionless height of the fire source obtained through numerical 

simulations, while the continuous line represent the correlation obtained. 

 

 

Figure 6.25 - Fitting of the correction term for elevated fire sources away from walls (center). 

  

 

Figure 6.26 - Fitting of the correction term for elevated fire sources near a wall. 

 

 

Figure 6.27 - Fitting of the correction term for elevated fire sources near a corner. 
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So, for elevated fire sources (𝑧 > 0) away from walls or obstructions, Equation 6.18 

contains the correction term for the elevation: 

 

 ∆𝑇

𝑇∞
= 1.55 (

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

)

0.80

. (
ℎ𝑘𝐴𝑤

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

)

−0.33

+ 0.99. (
𝑧

𝐻
 ) − 0.03 (6.18) 

 

Figure 6.28 presents the comparison between the predicted values of the upper layer 

temperature applying Equation 6.18 and the numerical data for elevated fire sources away 

from walls or obstructions. The continuous line represents the correlation and the dashed lines 

represent a 10% tolerance. As can be seen, an excellent fitting was found with Equation 6.18. 

 

 

Figure 6.28 - Comparison between predicted upper layer temperature and numerical data for 

elevated fire sources away from walls. 

 

For elevated fire sources (𝑧 > 0) near a wall or obstruction, Equation 6.19 is 

recommended: 

 

 ∆𝑇

𝑇∞
= 1.26 (

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

)

0.79

. (
ℎ𝑘𝐴𝑤

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

)

−0.47

+ 0.83. (
𝑧

𝐻
 ) − 0.08 (6.19) 

 

Figure 6.29 presents the comparison between the predicted values of the upper layer 

temperature applying Equation 6.19 and the numerical data for elevated fire sources along 

walls. The continuous line represents the correlation and the dashed lines represent a 10% 

tolerance. As can be seen, a good fitting was found with Equation 6.19. 
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Figure 6.29 - Comparison between predicted upper layer temperature and numerical data for 

elevated fire sources near a wall. 

 

For elevated fire sources (𝑧 > 0) near a corner, Equation 6.20 is here recommended: 

 

 ∆𝑇

𝑇∞
= 1.26 (

�̇�

√𝑔𝐶𝑝𝜌∞𝑇∞𝐴0√𝐻0

)

0.76

. (
ℎ𝑘𝐴𝑤

√𝑔𝐶𝑝𝜌∞𝐴0√𝐻0

)

−0.48

+ 0.47. (
𝑧

𝐻
 ) + 0.02 (6.20) 

 

Figure 6.30, presents the comparison between the predicted values of the upper layer 

temperature applying Equation 6.20 and the numerical data for elevated fire sources near 

corners. The continuous line represents the correlation and the dashed lines represent a 10% 

tolerance. As can be seen, an excellent fitting was found. 

 

 

Figure 6.30 - Comparison between predicted upper layer temperature and numerical data for 

elevated fire sources near a corner. 
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6.8 Comparison Between Experimental Data and Correlation Predictions 

 

To ensure the quality and applicability of the obtained correlations, the predictions 

obtained through each correlation were compared to different sets of experimental data, to 

represent several fire scenarios. 

Table 6.4 describe the characteristics of each data set employed in the comparisons, 

for more information the references must be consulted. 

 

Table 6.4 - Experimental data sets compared to correlation results 

Experimental 

Data Set 
Multi-room 

Fire room size 

(W x L x H) [m] 

Openings 

(Wo x Ho) [m] 
HRR Fire location 

Hamins et al. 

(2006)¹ 
No 7.04 × 21.7 × 3.82 Door (2.0 × 2.0) 1 MW Center at ground 

Johansson et al. 

(2015) 
Yes 

Conf. 1 - 1.2 × 1.2 × 0.8 

Conf. 2 - 0.6 × 0.9 × 0.6 

Door (0.2 × 0.5)  

Door (0.3 × 0.5) 

10 kW 

20 kW 
Center at ground 

Quintiere et al. 

(1984) 
No 2.8 × 2.8 × 2.13 

Door (0.23 × 1.83) 

Door (0.49 × 1.83) 

Door (0.74 × 1.83) 

Door (0.99 × 1.83) 

Window (0.74 × 1.37) 

Window (0.74 × 0.91) 

Window (0.74 × 0.46) 

From 30 to 120 kW Wall at ground 

Dembsey et al. 

(1995) 
No 2.5 × 3.7 × 2.5 Door (0.76 × 2.0) From 330 to 980 kW 

Center elevated 0.61 m 

Wall elevated 0.61 m 

Li and 

Hertzberg 

(2015) 

No 2.4 × 2.4 × 3.6 Door (0.8 × 2.0) 
100 kW 

300 kW 

Center elevated 0.3 m 

Corner elevated 0.3 m  

McCaffrey and 

Rockett (1977) 
No 3.0 × 3.0 × 2.3 Door (0.73 × 1.93) 

62 kW 

140 kW 

340 kW 

459 kW 

Center elevated 0.3 m 

Corner elevated 0.3 m 

Wall elevated 0.3 m 

Mowrer and 

Williamson 

(1987) 

No 2.44 × 3.66 × 2.44 Door (0.76 × 2.03) 

40 kW 

80 kW 

160 kW 

Center elevated 0.3 m 

Corner elevated 0.3 m 

Wall elevated 0.3 m 

Steckler's 

experiment 
No 2.8 × 2.8 × 2.13 See Figure 5.2 

31.6 kW 

62.9 kW 

105.3 kW 

158 kW 

Center at ground 

Corner at ground 

Wall at ground 

Center elevated 0.3 m 

Corner elevated 0.3 m 

Wall elevated 0.3 m 

 

6.8.1 Comparison of the Results 

 

Figure 6.31 shows the comparison of the predicted upper layer temperatures for fire 

away from walls at the ground level obtained through Equation 6.13. The continuous line 
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represents the correlation, the dashed lines represent a 10% tolerance and the dotted lines a 

20% tolerance, this is also valid for Figures 6.31-6.36. 

As can be observed an excellent agreement was obtained for experimental data from 

Hamins et al., 2006, and Steckler’s experiments. A good agreement was also found to 

Johansson et al., 2015, however the experimental results were found to be a bit higher than 

those predicted. This may be explained by the fact that this data results were obtained from a 

multi-room experiment, where the fire room opening was connected to another room instead 

of being connected to the exterior. This usually reduces the flow of air into and out the room, 

which in turns, increases the upper layer temperature.  

 

 

Figure 6.31 - Comparison between upper layer temperature for fire away from walls at the 

ground level predicted by Equation 6.13 and experimental data 

 

Figure 6.32 shows the comparison of the predicted upper layer temperatures for fire 

along walls or near obstructions at the ground level obtained through Equation 6.14.  

As can be observed an excellent agreement was obtained for experimental data from 

Quintiere et al., 1984, and Steckler’s experiments. Most of the results have differences smaller 

than 10%. The highest differences were found for very wide line fire source, which may be 

expected, once the correlation was designed with data from circular burners. 
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Figure 6.32 - Comparison between upper layer temperature for fire along walls or near 

obstructions at the ground level predicted by Equation 6.14 and experimental data 

 

Figure 6.33 show the comparison of the predicted upper layer temperatures for fire 

near corners at the ground level obtained through Equation 6.15.  

As can be observed an excellent agreement was obtained for experimental data from 

Steckler’s experiment, being all differences less than 10%.  

 

 

Figure 6.33 - Comparison between upper layer temperature for fire near corners at the ground 

level predicted by Equation 6.15 and experimental data 

 

Figure 6.34 show the comparison of the predicted upper layer temperatures for fires 

away from walls or obstructions and above the ground level (𝑧 > 0), obtained through 

Equation 6.18 
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As can be observed, even with a great variety of fire scenarios, an excellent agreement 

was obtained for all experimental data, being all differences close to 10% or less. 

 

 

Figure 6.34 - Comparison between upper layer temperature for fires away from walls or 

obstructions and above the ground level (𝑧 > 0) predicted by Equation 6.18 and experimental 

data  

 

Figure 6.35 shows the comparison of the predicted upper layer temperatures for fires 

along walls or obstructions and above the ground level (𝑧 > 0), obtained through Equation 

6.19. 

As can be observed a very good agreement was obtained for experimental data from 

McCaffrey and Rockett,1977, Dembsey et al., 1995, and Steckler’s experiments. The data 

from Mowrer and Williamson, 1987, again shown a variation of the order of 20%, which can 

be result of the experiment uncertainty or of the lack of information about the ambient 

temperature during experiments and precise wall and linen material properties to apply in the 

correlation. 

Figure 6.36 shows the comparison of the predicted upper layer temperatures for fires 

near corners and above the ground level (𝑧 > 0), obtained through Equation 6.20.  

As can be observed a very good agreement was obtained for experimental data from 

McCaffrey and Rockett,1977, Li and Hertzberg, 2015, and Steckler’s experiments. The data 

from Mowrer and Williamson, 1987, showed a slight higher variation, but still of the order of 

20%, which is still a very reasonable agreement, considering that experimental data always 

present some uncertainty. 

 



80 

  

 

 

Figure 6.35 - Comparison between upper layer temperature for fires along walls or 

obstructions and above the ground level (𝑧 > 0) predicted by Equation 6.19 and experimental 

data 

 

 

Figure 6.36 - Comparison between upper layer temperature for fires near corners and above 

the ground level (𝑧 > 0) predicted by Equation 6.20 and experimental data 

 

Although the numerical results applied to develop the correlations presented small 

heat release rates, which would represent the maximum heat release rate of a small pool fire 

(31.6 and 62.9 kW) or small wood furniture (105.3 and 158 kW) (eg. a wood framed chair 

with Polyurethane foam and cover), the comparison to other sets of experiments showed that 

these correlations stand for higher heat release hates. 
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7 CONCLUSIONS 

 

This work studied the influence of the fire source position (transversal, longitudinal 

and vertical positions) on the upper layer temperature of a pre-flashover compartment fire. 

Based on the findings six improved correlations have been designed to predict the HGL 

temperature considering the fire source position. 

Nowadays the correlations designed to determine the upper layer temperature in pre-

flashover compartment fire do not take into account the fire source location. For example, the 

well-established correlation MQH concerns only centered fire sources at the floor level. 

Although, Mowrer and Williamson, 1987, concerned by this limitation, developed 

modification factors to adapt the MQH correlation to wall and corner fire positions at the 

ground level with a reasonable agreement.  

This study confirmed that the HGL temperature does not depend on the fire source 

position when the fire occurs away from walls or obstructions (i.e. pieces of furniture), and 

that the air entrainment reduction is the responsible for the augmentation on those 

temperatures when the fire occurs at corners or walls (at the ground level). Ground fires near 

corners presented the highest temperatures, followed by fires near wall and the lowest 

temperatures were observed for fire sources away from walls. 

This work also showed a great influence of the fire source elevation on the HGL 

temperature, temperature profile and interface layer height. An increase in the upper layer 

temperature mostly on the range of 10-20 °C was observed between subsequent vertical levels 

(0.1 m), while when comparing the HGL temperature for the fire source at the floor level (z = 

0 m) and at the highest level (z = 1.8 m) the difference in 𝑇𝑈 was of more than 100 ºC in all 

cases, reaching 242 °C for the fire in the center of the room. It was also observed that fires 

away from obstructions or walls suffered more influence from the elevation of the fire source, 

followed by fires near wall and the lowest influence was presented by fires near corners. It 

was noted that for fires occurring near the ceiling (above 50-55% the room high) the 

behaviour was the opposite than for fires on the floor, presenting the highest temperatures for 

fires at the center and the lowest for fires near corners. 

A wall and corner vicinity analysis was also conducted, and it was concluded that the 

fire stops to behave as a wall or corner fire when the flame stops to interact with the walls or 

obstructions. This interaction may occur even when the fire pool is not tangent to the wall, 

once the air flux into the room deflects the flame towards the walls. It was observed that, for 
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the studied fire scenario, the fire stopped to be influenced by the wall when the pool fire rim 

was placed in a distance of 15-25% the length of the room from the walls (0.45-0.70 m).  

Based on the previous findings six improved correlations were designed to assess the 

upper layer temperature for pre-flashover compartment fires taken into account the fire source 

position. Three for fires at the ground level (away from walls, near walls and near corners) 

and another three for fires above the ground level. 

The correlations were developed based on numerical data generated by the CFD code 

called FDS and a good agreement between the predicted upper layer temperatures and the 

numerical data have been found. 

The predictions of the designed correlations were also compared to experimental data 

from different sets of experiments showing a good agreement. So, the designed correlations 

can be considered as validated for pre-flashover compartment fires and are capable to predict 

the upper layer temperature considering the fire source location. This is an important 

achievement once it was observed that fires near corner or at higher levels produce higher 

upper layer temperatures than those at the ground and away from walls, which are the ones 

predicted by the conventional correlations. 

 

7.1 Future Works 

 

Some suggestions for future works are: 

 

1. Conduct a more extensive study on the wall vicinity is suggested to identify how the 

shape, size and power of the fire source, the ventilation factor and the room geometry 

can affect these results; 

2. Produce a similar study applied to post-flashover compartment fires; 

3. Develop similar correlation to be applied to adjacent rooms in multi-room 

compartment fires; 
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