
J
H
E
P
0
1
(
2
0
1
9
)
1
2
2

Published for SISSA by Springer

Received: June 28, 2018

Revised: November 26, 2018

Accepted: December 27, 2018

Published: January 15, 2019

Search for heavy Majorana neutrinos in same-sign

dilepton channels in proton-proton collisions at√
s = 13TeV

The CMS collaboration

E-mail: cms-publication-committee-chair@cern.ch

Abstract: A search is performed for a heavy Majorana neutrino (N), produced in leptonic

decay of a W boson propagator and decaying into a W boson and a lepton, with the CMS

detector at the LHC. The signature used in this search consists of two same-sign leptons, in

any flavor combination of electrons and muons, and at least one jet. The data were collected

during 2016 in proton-proton collisions at a center-of-mass energy of 13 TeV, corresponding

to an integrated luminosity of 35.9 fb−1. The results are found to be consistent with the

expected standard model background. Upper limits are set in the mass range between

20 and 1600 GeV in the context of a Type-I seesaw mechanism, on |VeN|2, |VµN|2, and

|VeNV ∗µN |2/(|VeN|2 + |VµN|2), where V`N is the matrix element describing the mixing of

N with the standard model neutrino of flavor ` = e, µ. For N masses between 20 and

1600 GeV, the upper limits on |V`N|2 range between 2.3 × 10−5 and unity. These are the

most restrictive direct limits for heavy Majorana neutrino masses above 430 GeV.

Keywords: Beyond Standard Model, Hadron-Hadron scattering (experiments)

ArXiv ePrint: 1806.10905

Open Access, Copyright CERN,

for the benefit of the CMS Collaboration.

Article funded by SCOAP3.

https://doi.org/10.1007/JHEP01(2019)122

mailto:cms-publication-committee-chair@cern.ch
https://arxiv.org/abs/1806.10905
https://doi.org/10.1007/JHEP01(2019)122


J
H
E
P
0
1
(
2
0
1
9
)
1
2
2

Contents

1 Introduction 1

2 The CMS detector 4

3 Simulated samples 4

4 Event reconstruction and object identification 5

4.1 Lepton selection 6

4.2 Identification of jets and missing transverse momentum 7

5 Event selection 9

5.1 Preselection criteria 9

5.2 Selection criteria for signal regions 9

5.2.1 Optimization of signal selection 10

6 Background estimate 11

6.1 Background from prompt SS leptons 12

6.2 Background from misidentified leptons 13

6.3 Background from opposite-sign leptons 14

6.4 Validation of background estimates 15

7 Systematic uncertainties 16

7.1 Background uncertainties 16

7.2 Simulation uncertainties 18

8 Results and discussion 19

9 Summary 23

The CMS collaboration 36

1 Introduction

The observation of neutrino oscillations [1], a mixing between several neutrino flavors,

established that at least two of the standard model (SM) neutrinos have nonzero masses

and that individual lepton number is violated. The nonzero masses of the neutrinos are

arguably the first evidence for physics beyond the SM. Upper limits on the neutrino masses

have been established from cosmological observations [1], as well as direct measurements,

including those of tritium decays [2, 3]. The extremely small values of these masses are

difficult to explain in models that assume neutrinos to be Dirac particles [4, 5].
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The leading theoretical candidate to explain neutrino masses is the so-called “seesaw”

mechanism [6–19], in which a new heavy Majorana neutrino N is postulated. In the seesaw

mechanism, the observed small neutrino masses, mν , result from the large mass of N, with

mν ∼ y2νv2/mN. Here yν is a Yukawa coupling, v is the Higgs vacuum expectation value in

the SM, and mN is the mass of the heavy-neutrino state. One model that incorporates the

seesaw mechanism, and can be probed at the LHC, is the neutrino minimal standard model

(νMSM) [20–23]. In this model, the existence of new heavy neutrinos could not only explain

the very small masses of the SM neutrinos, but also provide solutions to other problems in

cosmology, such as the origin of dark matter or the matter-antimatter asymmetry of the

early universe [22, 23].

In this paper, we present the results of a search for a heavy Majorana neutrino in the

νMSM, which incorporates new heavy-neutrino states without additional vector bosons.

Searches for heavy Majorana neutrinos at hadron colliders have been proposed by many the-

oretical models [24–28]. Numerous experiments have looked for heavy neutrinos in the mass

range from several keV to some hundred GeV, with no evidence seen, and a summary of the

limits on |V`N|2 versus mN for these experiments is given in ref. [29], where V`N is a matrix

element describing the mixing between the heavy neutrino and the SM neutrino of flavor

` = e, µ, or τ . Direct searches for heavy neutrinos have been performed at the CERN LEP

collider [30–32] and, more recently, at the CERN LHC [33–37]. These searches use a model-

independent phenomenological approach, assuming that mN and V`N are free parameters.

The searches performed by the DELPHI [30] and L3 [31, 32] Collaborations at LEP

looked for the e+e− → Nν` process, where ν` is any SM neutrino. For ` = µ, τ the limits

on |V`N|2 were set for mN < 90 GeV, while for ` = e the limits extend to mN < 200 GeV.

Several experiments obtained limits for low neutrino masses (mN < 5 GeV), including the

LHCb Collaboration [33] at the LHC, which set limits on the mixing of a heavy neutrino

with an SM muon neutrino. The searches by L3, DELPHI, and LHCb include the possibility

of a finite heavy-neutrino lifetime, such that N decays with a vertex displaced from the

interaction point. In the search reported here, however, it is assumed that N decays close

to the point of production, since in the mass range of this search (mN > 20 GeV) the decay

length is expected to be less than 10−10 m [38].

This search probes the decay of a W boson, in which an SM neutrino oscillates into a

new state N. In this analysis, only ` = e or µ processes are considered. In the previous CMS

analyses [34, 35], only the Drell-Yan (DY) production of N (qq′ →W∗ → N`± → `±`
′±q′q),

shown in figure 1 (left) was considered, while in this study the photon-initiated production

of N (qγ → Wq′′ → N`±q′′ → `±`±q′′q′q), as shown in figure 1 (right), is also taken into

account. The diagram in figure 1 (right) shows a possible production of N via Wγ fusion,

which we refer to by the generic term vector boson fusion (VBF). The inclusion of the

VBF channel enhances the sensitivity of this analysis for N masses above several hundred

GeV [39], where the t-channel photon-initiated processes become the dominant production

mechanism for W∗ → N` [39, 40].

Since N is a Majorana particle and can decay to a lepton of equal or opposite charge

to that of its parent W boson, both opposite- and same-sign (SS) lepton pairs can be

produced. This search targets same-sign dilepton (SS2`) signatures since these final states
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Figure 1. Feynman diagram representing a resonant production of a Majorana neutrino (N), via

the s-channel Drell-Yan process (left) and its decay into a lepton and two quarks, resulting in a

final state with two same-sign leptons and two quarks from a W boson decay. Feynman diagram

for the photon-initiated process (right).

have very low SM background. We search for events where the N decays to a lepton and

a W boson, and the W boson decays hadronically, as this allows the reconstruction of the

mass of the N without the ambiguity associated with the longitudinal momentum of an SM

neutrino. For the DY channel production, the final state is `+`
′+q′q. The charge-conjugate

decay chain also contributes and results in an `−`
′−q′q final state. In the VBF channel, an

additional forward jet is produced in the event.

An observation of the `±`
′±q′q(q′′) process would constitute direct evidence of lepton

number violation. The study of this process in different dilepton channels improves the

likelihood for the discovery of N, and constrains the mixing matrix elements. The dielectron

(ee), dimuon (µµ), and electron-muon (eµ) channels are searched for and allow constraints

to be set on |VeN|2, |VµN|2, and |VeNV ∗µN|2/(|VeN|2 + |VµN|2), respectively [38]. In the eµ

channel, the leptons from the W boson and the N decay can be either e and µ, or µ and e,

respectively, so the branching fraction for this channel is twice as large as that for the ee

or µµ channels.

The most recent CMS search for heavy Majorana neutrinos in events with two leptons

and jets was performed for the mass range mN = 40–500 GeV in the ee, µµ, and eµ

channels at
√
s = 8 TeV [34, 35]. A similar search was also performed by the ATLAS

Collaboration in the ee and µµ channels [36]. The CMS Collaboration performed a search

for heavy Majorana neutrinos in final states with three leptons using the 2016 data set [37],

setting limits on |VeN|2 and |VµN|2, for the mass range mN = 1–1200 GeV. In the case of

trilepton channels, events that contain both an electron and a muon (eeµ, µµe) present an

ambiguity about which of the leptons mixes with N, and it is thus impossible to probe

|VeNV ∗µN|2/(|VeN|2 + |VµN|2). This ambiguity is not present in the current analysis with

dilepton channels, allowing limits to be set on |VeNV ∗µN|2/(|VeN|2 + |VµN|2).
The CMS analysis at

√
s = 8 TeV showed that the efficiency for signal events drops

for masses above 400 GeV, as a consequence of the Lorentz-boosted topology of the decay

products of N, which causes the signal jets to overlap and be reconstructed as a single

jet. The signal acceptance, which includes the geometrical acceptance and efficiencies

of all selection criteria, can be recovered by including events containing a wide jet that is

consistent with the process W → qq′, where the decay products of the W boson are merged

into a single jet [41]. It was also observed that the signal acceptance dropped significantly
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when the mass of N was below the W boson mass (mW). For the µµ channel, the signal

acceptance was 0.65 (10.9)% for mN = 60 (125) GeV.

FormN < mW the final-state leptons and jets are very soft and fail both the trigger- and

the analysis-level momentum requirements applied in the 8 TeV analysis. In the present

analysis, cases where one of the signal jets fails the selection criteria are recovered by

including events with only one jet.

In this paper, a new search for N in the ee, µµ, and eµ channels is presented using CMS

data collected in 2016 at
√
s = 13 TeV. The enhancement of the signal cross section for√

s = 13 TeV compared to
√
s = 8 TeV is dependent on mN. For the cases when mN is small,

i.e., less than 100 GeV, the enhancement of the cross section for signal is similar to that for

the background, while at mN above 1 TeV the increase is nearly an order of magnitude larger

than for the background. The improvement in sensitivity of this analysis, when compared

to the 8 TeV analysis, is therefore expected to depend on mN. We search for events with

two isolated leptons with the same electric charge, with the presence of either a) two or

more jets, with no wide jet, b) exactly one jet, with no wide jet, or c) at least one wide jet.

We look for an excess of events above the expected SM background prediction by applying

selection criteria to the data to optimize the signal significance for each mass hypothesis.

Heavy Majorana neutrinos with a mass in the range of 20 to 1700 GeV are considered.

There are three potential sources of SS2` background: SM sources in which two prompt SS

leptons are produced (a prompt lepton is defined as an electron or muon originating from

a W/Z/γ∗ boson, N, or τ lepton decay), events resulting from misidentified leptons, and

opposite-sign dilepton events (e.g., from Z→ `+`−, W±W∓ → `+ν`−ν) in which the sign of

one of the leptons is mismeasured. The last source is negligible for the µµ and eµ channels.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal

diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel

and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass

and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sec-

tions. The ECAL provides a coverage in pseudorapidity |η| < 1.48 in the barrel region and

1.48 < |η| < 3.00 in the two endcap regions. Muons are detected in gas-ionization detectors,

providing a coverage of |η| < 2.4, and are embedded in the steel flux-return yoke outside the

solenoid. The first level of the CMS trigger system [42], composed of custom hardware pro-

cessors, uses information from the calorimeters and muon detectors to select up to 100 kHz

of the most interesting events. The high-level trigger (HLT) processor farm uses informa-

tion from all CMS subdetectors to further decrease the event rate to roughly 1 kHz before

data storage. A more detailed description of the CMS detector can be found in ref. [43].

3 Simulated samples

Samples of simulated events are used to estimate the background from SM processes con-

taining prompt SS leptons originating from hard-scattering processes and to determine the
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heavy Majorana neutrino signal acceptance and selection efficiency. The background from

SM sources are produced using the MadGraph5 amc@nlo 2.2.2 or 2.3.3 Monte Carlo

(MC) generator [44] at leading order (LO) or next-to-leading order (NLO) in perturbative

quantum chromodynamics (QCD), with the exception of gg → ZZ which is simulated at LO

with mcfm 7.0 [45], and the diboson production processes (WZ and ZZ) that are generated

at NLO with the powheg v2 [46–49] generator.

The NNPDF3.0 [50] LO (NLO) parton distribution function (PDF) sets are used for

the simulated samples generated at LO (NLO). For all signal and background samples,

showering and hadronization are described using the pythia 8.212 [51] generator, with the

CUETP8M1 [52] underlying event tune. The response of the CMS detector is modeled using

Geant4 [53]. Double counting of the partons generated with MadGraph5 amc@nlo and

pythia is removed using the MLM [54] and FxFx [55] matching schemes in the LO and

NLO samples, respectively.

The N signals are generated using MadGraph5 amc@nlo 2.6.0 at NLO precision,

where the decay of N is simulated with MadSpin [56], following the implementation

of refs. [57, 58]. This includes the production of N via the charged-current DY and

VBF processes. For the charged-current DY production mechanism, we employ the

NNPDF31 nnlo hessian pdfas PDF set [50], while to include the photon PDF in the

VBF (Wγ fusion) mechanism we use the LUXqed17 plus PDF4LHC15 nnlo 100 PDF

set [59]. The NLO cross section, obtained using the generator at
√
s = 13 TeV, for the

DY (VBF) process has a value of 58.3 (0.050) pb for mN = 40 GeV, dropping to 0.155

(9.65×10−4) pb for mN = 100 GeV, and to 9.92×10−6 (1.69×10−5) pb for mN = 1000 GeV,

assuming |V`N|2 = 0.01. The 13 TeV cross section increases by a factor of 1.4 (10) for

mN = 40 (1000) GeV, when compared to the 8 TeV cross section. The VBF process be-

comes the dominant production mode for scenarios where the mass of N is greater than

≈700 GeV. Only the final states with two leptons (electrons or muons) and jets are gener-

ated.

Additional pp collisions in the same or adjacent bunch crossings (pileup) are taken into

account by superimposing minimum bias interactions simulated with pythia on the hard-

scattering process. The simulated events are weighted such that the distribution of the

number of additional pileup interactions, estimated from the measured instantaneous lu-

minosity for each bunch crossing, matches that in data. The simulated events are processed

with the same reconstruction software as used for the data.

4 Event reconstruction and object identification

The reconstructed vertex with the largest value of summed physics-object p2T is taken to

be the primary pp interaction vertex, where pT is the transverse momentum of the physics-

objects. Here the physics objects are the jets, clustered using the jet finding algorithm [60,

61] with the tracks assigned to the vertex as inputs, and the associated missing transverse

momentum, pmiss
T , which is defined as the magnitude of the vector sum of the momenta of

all reconstructed particles in an event.
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The global event reconstruction, based on the particle-flow algorithm [62], aims to

reconstruct and identify each individual particle in an event, with an optimized combi-

nation of all subdetector information. In this process, the identification of the particle

type (photon, electron, muon, charged hadron, neutral hadron) plays an important role in

the determination of the particle direction and energy. Photons are identified as ECAL

energy clusters not linked to the extrapolation of any charged-particle trajectory to the

ECAL. Electrons are identified as primary charged-particle tracks and potentially several

ECAL energy clusters corresponding to this track extrapolation to the ECAL and to pos-

sible bremsstrahlung photons emitted along the way through the tracker material. Muons

are identified as tracks in the central tracker consistent with either a track or several hits

in the muon system, with no significant associated energy deposits in the calorimeters.

Charged hadrons are identified as charged-particle tracks neither identified as electrons,

nor as muons. Finally, neutral hadrons are identified as HCAL energy clusters not linked

to any charged-hadron trajectory, or as ECAL and HCAL energy excesses with respect to

the expected charged-hadron energy deposit.

The energy of photons is directly obtained from the ECAL measurement, corrected for

zero-suppression effects. The energy of electrons is determined from a combination of the

track momentum at the primary interaction vertex, the corresponding ECAL cluster energy,

and the energy sum of all bremsstrahlung photons attached to the track. The energy of

muons is obtained from the corresponding track momentum. The energy of charged hadrons

is determined from a combination of the track momentum and the corresponding ECAL

and HCAL energy, corrected for zero-suppression effects and for the response function of

the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained

from the corresponding corrected ECAL and HCAL energies.

4.1 Lepton selection

Electron candidates are selected in the region |η| < 2.5, excluding 1.44 < |η| < 1.57. Their

identification is based on a multivariate discriminant built from variables that characterize

the shower shape and track quality. To reject electrons originating from photon conversions

in the detector material, electrons must have no measurements missing in the innermost

layers of the tracking system and must not be matched to any secondary vertex containing

another electron [63]. To reduce the rate of the electron sign mismeasurement, charges

measured from independent techniques are required to be the same, using the “selective

method” for the charge definition as explained in ref. [63], which we refer to as “tight

charge”. Requiring the electrons to have tight charge reduces the signal efficiency by 1–

20%, depending on mN, while the background from mismeasured sign is reduced by a factor

of 10. To ensure that electron candidates are consistent with originating from the primary

vertex, the transverse (longitudinal) impact parameter of the leptons with respect to this

vertex must not exceed 0.1 (0.4) mm. These electrons must also satisfy |dxy|/σ(dxy) < 4,

where dxy is the transverse impact parameter relative to the primary vertex, estimated

from the track fit, and σ(dxy) is its uncertainty.

Muons are selected in the range |η| < 2.4. The muon trajectory is required to be

compatible with the primary vertex, and to have a sufficient number of hits in the tracker
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and muon systems. The transverse (longitudinal) impact parameter of the muons with

respect to this vertex must not exceed 0.05 (0.40) mm. These muons must also satisfy

|dxy|/σ(dxy) < 3.

To distinguish between prompt leptons and leptons produced in hadron decays or

hadrons misidentified as leptons, a relative isolation variable (I`rel) is used. It is defined

for electrons (muons) as the pileup-corrected [63, 64] scalar pT sum of the reconstructed

charged hadrons originating from the primary vertex, the neutral hadrons, and the photons,

within a cone of ∆R =
√

(∆η)2 + (∆φ)2 = 0.3 (0.4) around the lepton candidate’s direction

at the vertex, divided by the lepton candidate’s pT.

Electrons that pass all the aforementioned requirements and satisfy Ierel < 0.08 are

referred to as “tight electrons”. Electrons that satisfy Ierel < 0.4, and pass less stringent

requirements on the multivariate discriminant and impact parameter are referred to as

“loose electrons”. Muons that pass all the aforementioned requirements and satisfy Iµrel <

0.07 are referred to as “tight muons”. Muons that satisfy Iµrel < 0.6, and pass a less

stringent requirement on the impact parameter and track quality requirements are referred

to as “loose muons”. Electrons within ∆R < 0.05 of a muon are removed, as these particles

are likely a photon radiated from the muon.

4.2 Identification of jets and missing transverse momentum

For each event, hadronic jets are clustered from the reconstructed particle-flow objects with

the infrared and collinear safe anti-kT jet clustering algorithm [60], implemented in the

FastJet package [65]. Two different jet radii, 0.4 and 0.8, are used with this algorithm,

producing objects referred to as AK4 and AK8 jets, respectively. The jet momentum is

determined as the vector sum of all particle momenta in the jet, and is found from simula-

tion to be within 5 to 10% of the true parton momentum over the entire pT spectrum and

detector acceptance. Additional pp interactions within the same or nearby bunch crossings

can contribute additional tracks and calorimetric energy depositions to the jet momentum.

To mitigate this effect, tracks identified to be originating from pileup vertices are discarded

and an offset correction is applied to correct for remaining contributions. Jet energy correc-

tions are derived from simulation to bring the measured response of jets to that of particle

level jets on average. In situ measurements of the momentum balance in dijet, photon+jet,

Z+jet, and multijet events are used to estimate residual differences in jet energy scale in

data and simulation, and appropriate corrections are applied [66]. The jet energy resolution

is typically 15% at 10 GeV, 8% at 100 GeV, and 4% at 1 TeV. Additional selection criteria

are applied to remove jets potentially dominated by anomalous contributions from various

subdetector components or reconstruction failures. The AK4 (AK8) jets must have pT
> 20 (200) GeV and |η| < 2.7 to be considered in the subsequent steps of the analysis. To

suppress jets matched to pileup vertices, AK4 jets must pass a selection based on the jet

shape and the number of associated tracks that point to non-primary vertices [67].

The AK8 jets are groomed using a jet pruning algorithm [68, 69]: subsequent to

the clustering of AK8 jets, their constituents are reclustered with the Cambridge-Aachen

algorithm [70, 71], where the reclustering sequence is modified to remove soft and wide-

angle particles or groups of particles. This reclustering is controlled by a soft threshold
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parameter zcut, which is set to 0.1, and an angular separation threshold ∆R > mjet/pT,jet.

The jet pruning algorithm computes the mass of the AK8 jet after removing the soft

radiation to provide a better mass resolution for jets, thus improving the signal sensitivity.

The pruned jet mass is defined as the invariant mass associated with the four-momentum

of the pruned jet.

In addition to the jet grooming algorithm, the “N -subjettiness” of jets [72] is used

to identify boosted vector bosons that decay hadronically. This observable measures the

distribution of jet constituents relative to candidate subjet axes in order to quantify how

well the jet can be divided into N subjets. Subjet axes are determined by a one-pass

optimization procedure that minimizes N -subjettiness [72]. The separation in the phi-

azimuth plane between all of the jet constituents and their closest subjet axes are then

used to compute the N -subjettiness as τN = 1/d0ΣkpT,kmin(∆R1,k,∆R2,k, . . . ,∆RN,k)

with the normalization factor d0 = ΣkpT,kR0 where R0 is the clustering parameter of the

original jet, pT,k is the transverse momentum of the k-constituent of the jet and ∆RN,k =√
(∆ηN,k)

2 + (∆φN,k)
2 is its distance to the N -th subjet. In particular, the ratio between

τ2 and τ1, known as τ21, has excellent capability for separating jets originating from boosted

vector bosons from jets originating from quarks and gluons [72]. To select a high-purity

sample of jets originating from a hadronically decaying W bosons, the AK8 jets are required

to have τ21 < 0.6 and a pruned jet mass between 40 and 130 GeV. We refer to these selected

jets as W-tagged jets. The efficiency of the τ21 selection for AK8 jets is measured in a tt-

enriched sample in data and simulation. To correct for observed differences between the

estimated and measured efficiencies a scale factor of 1.11± 0.08 is applied to the event for

each AK8 jet that passes the τ21 requirement in the simulation [67].

Identifying jets originating from a bottom quark can help suppress background from

tt production. To identify such jets the combined secondary vertex algorithm [73] is used.

This algorithm assigns to each jet a likelihood that it contains a bottom hadron, using

discriminating variables, such as track impact parameters, the properties of reconstructed

decay vertices, and the presence or absence of low-pT leptons. The average b tagging

efficiency for jets above 20 GeV is 63%, with an average misidentification probability for

light-parton jets of about 1%.

To avoid double counting due to jets matched geometrically with a lepton, any AK8

jet that is within ∆R < 1.0 of a loose lepton is removed from the event. Moreover, if an

AK4 jet is reconstructed within ∆R < 0.4 of a loose lepton or within ∆R < 0.8 of an AK8

jet, it is not used in the analysis.

The pmiss
T is adjusted to account for the jet energy corrections applied to the event [66].

The scalar sum of all activity in the event (ST) is used in the selection of our signal region

and is defined as the pT sum of all AK4 and AK8 jets, leptons, and pmiss
T . The transverse

mass, mT, a variable used in the suppression of background from leptonic W boson decays,

is defined as follows:

mT(`, pmiss
T ) =

√
2p`Tp

miss
T [1− cos(∆φ`,~pmiss

T
)], (4.1)

where p`T is the transverse momentum of the lepton and ∆φ`,~pmiss
T

is the azimuthal angle

difference between the lepton momentum and ~pmiss
T vector.

– 8 –



J
H
E
P
0
1
(
2
0
1
9
)
1
2
2

5 Event selection

Events used in this search are selected using several triggers, requiring the presence of two

charged leptons (e or µ). All triggers require two loosely isolated leptons, where the leading-

(trailing-)pT lepton must have pT > 23 (12) GeV for the ee, pT > 17 (8) GeV for the µµ, and

pT > 23 (8) GeV for the eµ trigger at the HLT stage. The offline requirements on the leading

(trailing) lepton pT are governed by the trigger thresholds, and are pT > 25 (15) GeV for the

ee, pT > 20 (10) GeV for the µµ, and pT > 25 (10) GeV for the eµ channels. The efficiency

for signal events to satisfy the trigger in the ee, µµ, and eµ channels is above 0.88, 0.94,

and 0.88, respectively.

5.1 Preselection criteria

At a preselection stage, events are required to contain a pair of SS leptons. To remove

background with soft misidentified leptons, the invariant mass of the dilepton pair is re-

quired to be above 10 GeV. Dielectron events with an invariant mass within 20 GeV of

the Z boson mass [1] are excluded to reject background from Z boson decays in which one

electron sign is mismeasured. In order to suppress background from diboson production,

such as WZ, events with a third lepton identified using a looser set of requirements and

with pT > 10 GeV are removed. Preselected events are required to have at least one AK4

or one AK8 jet passing the full jet selection. The same preselection is applied in all three

channels (ee, µµ, eµ).

5.2 Selection criteria for signal regions

The kinematic properties of signal events from heavy-neutrino decays depend on its mass.

To distinguish between the two W bosons involved in the production and decay sequence,

we refer to the W boson that produces N in figure 1 (left) as the W boson propagator and

the W boson that decays to a quark and anti-quark pair as the hadronically decaying W

boson. Search regions (SRs) are defined separately for the low-mass and the high-mass

hypotheses. In the low-mass SR (mN ≤ 80 GeV), the W boson propagator is on-shell and

the final-state system of dileptons and two jets should have an invariant mass equal to the

W boson mass. In the high-mass SR (mN > 80 GeV), the W boson propagator is off-shell

but the hadronically decaying W boson is on-shell, so the invariant mass of the jets from

the hadronically decaying W will be consistent with the W boson mass.

To maximize the discovery potential over the full mass range, the low- and high-mass

SRs are each further split into regions SR1 and SR2, based on the jet configuration. The

four SRs used in the analysis are defined as:

• low-mass SR1: number of AK4 jets ≥ 2 and number of AK8 jets = 0,

• high-mass SR1: number of AK4 jets ≥ 2 and number of AK8 jets = 0,

• low-mass SR2: number of AK4 jets = 1 and number of AK8 jets = 0,

• high-mass SR2: number of AK8 jets ≥ 1.

Taking the three flavor channels into account, the analysis has 12 separate SRs.

– 9 –



J
H
E
P
0
1
(
2
0
1
9
)
1
2
2

Region
pmiss
T (pmiss

T )2/ST m(`±`±Wjet) m(Wjet) pjT

(GeV) (GeV) (GeV) (GeV) (GeV)

Low-mass SR1+SR2 <80 — <300 — >20

High-mass SR1 — <15 — 30–150 >25

High-mass SR2 — <15 — 40–130 >200

Table 1. Selection requirements, after applying the preselection criteria, for the low- and high-mass

signal regions. A dash indicates that the variable is not used in the selection.

In each SR, the technique of selecting jets associated with the hadronic W boson decay

is different. If there are any W-tagged AK8 jets in the event, the AK8 jet with pruned jet

mass closest to mW is assumed to be from the hadronic W boson decay. For the high-mass

SRs, if there are two or more AK4 jets in the event and no AK8 jets, the two AK4 jets with

the invariant mass closest to mW are assigned to the hadronically decaying W boson. In the

low-mass SRs, the W boson propagator is reconstructed from N (one lepton + jet(s)) and

the additional lepton, and if there are more than two jets, the jets are selected such that

the mass is closest to mW. If only one jet is reconstructed in the low-mass SR then this is

assigned as being from the hadronic W boson decay. The jet(s) assigned to the hadronic W

boson decay are referred to by the symbol Wjet to simplify notation in the rest of the paper.

Before optimizing the signal significance for each mass hypothesis we apply a set of

loose requirements to select the low- and high-mass SRs. These requirements are chosen to

remove a large fraction of the background while keeping the signal efficiency high. In the

low-mass SRs, the invariant mass of the two leptons and Wjet is required to be less than

300 GeV. To remove background from leptonic W boson decays, events must have pmiss
T less

than 80 GeV. To remove background from top quark decays, events are vetoed if they con-

tain a b-tagged AK4 jet. In the high-mass SRs, the following selections are used. For SR1

the events are required to have 30 < m(Wjet) < 150 GeV for the invariant mass of the Wjet

and pjT > 25 GeV, where pjT is the pT of the leading jet. For SR2 the pruned jet mass must

satisfy 40 < m(Wjet) < 130 GeV. Since the pmiss
T is correlated with the energy of the final-

state objects, this requirement is not used in high-mass SRs. Instead, we use (pmiss
T )2/ST,

which has a stronger discriminating power between high-mass signal and background. The

(pmiss
T )2/ST must be less than 15 GeV. These selections are summarized in table 1.

5.2.1 Optimization of signal selection

After applying the selection criteria in table 1, the signal significance is optimized by

combining several different variables using a modified Punzi figure of merit [74]. The Punzi

figure of merit is defined as εS/(a/2+δB) where a is the number of standard deviations, and

is set equal to 2 to be consistent with the previous CMS analysis, εS is the signal selection

efficiency, and δB is the uncertainty in the estimated background. The signal regions are

optimized separately for each mass hypothesis and for each of the three flavor channels.

The variables used to optimize the signal selection, which are all optimized simultane-

ously, are: the transverse momentum of the leading lepton p`1T , and of the trailing lepton
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p`2T ; the invariant mass of the two leptons and the selected jet(s) m(`±`±Wjet); the angular

separation between the Wjet and the trailing lepton ∆R(`2,Wjet); minimum and maximum

requirements on the invariant mass of the lepton (leading or trailing) and the selected jet(s)

m(`iWjet), where i=1,2; and the invariant mass of the two leptons m(`±`±). We consider

the variable m(`iWjet), as this should peak at mN for the signal. Since it is not known

which lepton comes from the N decay, the event is accepted if either m(`iWjet) satisfies

the requirements. The optimized window requirements for some SRs are enlarged to give

complete coverage of the signal parameter space at negligible loss of sensitivity. The selec-

tion requirements and signal acceptances for each mass hypothesis are summarized later

in section 8, in tables 7–10, for both low- and high-mass SRs. Here, the lower efficiency at

low mN is due to the selection requirements on the pT of the leptons and jets in a signal

with very soft jets and leptons.

6 Background estimate

The SM background leading to a final state with two SS leptons and jets are divided into

the following categories:

• SM processes with multiple prompt leptons: these background are mainly from

events with two vector bosons (W±W±, WZ, ZZ). We also consider as background

a W or Z boson decaying leptonically and accompanied by radiation of an initial-

or final-state photon that subsequently undergoes an asymmetric conversion. These

processes produce a final state that can have three or four leptons. If one or more

of the charged leptons fail the reconstruction or selection criteria these processes can

appear to have only two SS leptons.

• Misidentified leptons: these are processes that contain one or more leptons that

are either misidentified hadrons, are from heavy-flavor jets, from light meson decays,

or from a photon in a jet. These leptons are generally less isolated than a prompt

lepton from a W/Z boson decay and tend to have larger impact parameters. The

main processes with a misidentified lepton in the SRs include W+jets events and tt

events, but multijet and DY events also contribute.

• Sign mismeasurement: if the signs of leptons are mismeasured in events with jets

and two opposite-sign leptons (OS2`), these events could contaminate a search region.

When the sign of a lepton is mismeasured the lepton will on average have a larger im-

pact parameter in comparison to a lepton from a prompt EW boson decay. Although

the rate of mismeasuring the sign of an electron is small, the abundance of OS2` events

from DY dilepton production means that this background is significant. It is sup-

pressed by tight requirements on the impact parameter and on the charge of the elec-

tron. The muon sign mismeasurement rate is known to be negligible, based on studies

in simulation and with cosmic ray muons [75], and is not considered in this analysis.
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6.1 Background from prompt SS leptons

Background events that contain two prompt SS leptons are referred to as the prompt-lepton

background. These background are estimated using simulation. To remove any double

counting from the misidentified-lepton background estimate based on control samples in

data, the leptons have to originate in the decay of either a W/Z/γ∗ boson, or a τ lepton. The

largest contribution comes from WZ, ZZ, and asymmetric photon conversions, including

those in Wγ and Zγ events. The background from WZ and Wγ∗ production, with W → `ν

and Z(γ∗) → ``, can yield the same signature as N production: two SS isolated leptons

and jets, when one of the opposite-sign same-flavor (OSSF) leptons is not identified and

QCD/pileup jets are reconstructed in the event. This is the largest prompt contribution in

both the low- and high-mass SRs. This background is estimated from simulation, with the

simulated yield normalized to the data in a control region (CR) formed by selecting three

tight leptons with pT > 25, 15, 10 GeV and requiring an OSSF lepton pair with invariant

mass m(`±`∓) consistent with the Z boson mass: |m(`±`∓)−mZ| < 15 GeV. In addition,

events are required to have pmiss
T > 50 GeV and mT(`W, p

miss
T ) > 20 GeV, where the `W is

the lepton not used in the OSSF pair that is consistent with the Z boson. The ratio of

the predicted to observed WZ background yield in this CR is found to be 1.051 ± 0.065.

This factor and its associated uncertainty (both statistical and systematic) is used to

normalize the corresponding simulated sample. The systematic uncertainty on this factor

is determined by varying, in the simulation, the properties that are listed in section 7.2,

by ±1 standard deviation from its central value.

Production of ZZ events with both Z bosons decaying leptonically, with two leptons not

identified, results in a possible SS2` signature. This process is estimated from simulation,

and the simulated yield is normalized using the CR containing four leptons that form two

OSSF lepton pairs with invariant masses consistent with that of the Z boson. The ratio of

data to simulation from the CR is found to be 0.979± 0.079, and is used to normalize the

simulated ZZ sample. A Z boson pT-dependent EW correction to the cross section [76–78]

is not included in the simulated samples. It would correct the cross section by at most 25%,

given the range of Z boson pT probed in this analysis. Since this correction is larger than

the uncertainty on the ratio of data to simulation in the CR, we increase the uncertainty

on the normalization to 25%.

External and internal photon conversions can produce an SS2` final state when a

photon is produced with a W or Z boson, and this photon undergoes an asymmetric

external or internal conversion (γ∗ → `+`−) in which one of the leptons has very low pT
and fails the lepton selection criteria. This background mostly contributes to events in

the ee and eµ channels. It is obtained from simulation and verified in a data CR enriched

in both external and internal conversions from the Z+jets process, with Z → ``γ∗ and

γ∗ → ``, where one of the leptons is outside the detector acceptance. The CR is defined by

|m(`±`∓)−mZ| > 15 GeV and |m(`±`∓`±)−mZ| < 15 GeV. The ratio of data to expected

background in the CR is 1.093±0.075, and this ratio is used to normalize the MC simulation.

Other rare SM processes that can yield two SS leptons include events from EW produc-

tion of SS W pairs, and double parton scattering, while any SM process that yields three
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or more prompt leptons produces SS2` final states if one or more of the leptons fails to pass

the selection. Processes in the SM that can yield three or more prompt leptons include

triboson processes and tt production associated with a boson (ttW, ttZ, and ttH). Such

processes generally have very small production rates (less than 10% of total background

after the preselection) and in some cases are further suppressed by the veto on b-tagged jets

and requirements on pmiss
T . They are estimated from simulation and assigned a conservative

uncertainty of 50%, which accounts for the uncertainties due to experimental effects, event

simulation, and theoretical calculations of the cross sections.

6.2 Background from misidentified leptons

The most important background source for low-mass signals originates from events con-

taining objects misidentified as prompt leptons. These originate from B hadron decays,

light-quark or gluon jets, and are typically not well isolated. Examples of these back-

ground include: multijet production, in which one or more jets are misidentified as leptons;

W(→ `ν)+jets events, in which one of the jets is misidentified as a lepton; and tt decays, in

which one of the top quark decays yields a prompt isolated lepton (t →Wb→ `νb) and the

other lepton of same sign arises from a bottom quark decay or a jet misidentified as an iso-

lated prompt lepton. The simulation is not reliable in estimating the misidentified-lepton

background for several reasons, including the lack of statistically large samples (because

of the small probability of a jet to be misidentified as a lepton) and inadequate modeling

of the parton showering process. Therefore, these background are estimated using control

samples of collision data.

An independent data sample enriched in multijet events (the “measurement” sample)

is used to calculate the probability misidentifying a jet that passes minimal lepton selection

requirements (“loose leptons”) to also pass the more stringent requirements used to define

leptons after the full selection (“tight leptons”). The misidentification probability is applied

as an event-by-event weight to the application sample. The application sample contains

events in which one lepton passes the tight selection, while the other lepton fails the tight

selection but passes the loose selection (Nnn), as well as events in which both leptons

fail the tight selection, but pass the loose criteria (Nnn). The total contribution to the

signal regions (i.e., the number of events with both leptons passing the tight selection,

Nnn), is then obtained for each mass hypothesis by weighting events of type nn and nn

by the appropriate misidentification probability factors and applying the signal selection

requirements to the application sample. To account for the double counting we correct for

nn events that can also be nn.

The measurement sample is selected by requiring a loose lepton and a jet, resulting

in events that are mostly dijet events, with one jet containing a lepton. Only one lepton

is allowed and requirements of pmiss
T < 80 GeV, and mT(`, pmiss

T ) < 25 GeV are applied.

The loose lepton and jet are required to be separated in azimuth by ∆φ > 2.5 and the

momentum of the jet is required to be greater than the momentum of the lepton. These re-

quirements suppress contamination from W and Z boson decays. Contamination of prompt

leptons in the measurement sample from EW processes is estimated and subtracted using

simulation. The normalization of the prompt lepton simulation is validated in a data sam-
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ple enriched in W+jets events by requiring events with a single lepton, pmiss
T > 40 GeV,

and 60 < mT(`, pmiss
T ) < 100 GeV. The minimum uncertainty that covers the discrep-

ancy between the data and simulation in single-lepton W+jets events (across all η and pT
bins considered in the analysis) is 30 (13)% for electrons (muons) and is assigned as the

uncertainty in the prompt lepton normalization. The larger uncertainty for prompt elec-

tron events is to allow for the disagreement between data and simulation in single-electron

W+jets events for high-pT electrons.

The method is validated using a sample of simulated tt, W+jets, and DY events. The

misidentification probabilities used in this validation are obtained from simulated events

comprised of jets produced via the strong interaction, referred to as QCD multijet events.

The predicted and observed numbers of events in the ee, µµ, and eµ channels agree, at

preselection, within 10% for the W+jets and DY samples, and within 25% for the tt

samples. The latter figure is reduced to 18% after rejecting events with a b-tagged jet.

6.3 Background from opposite-sign leptons

To estimate background due to sign mismeasurement, the probability of mismeasuring the

lepton sign is studied. Only mismeasurement of the electron sign is considered, and this

background is estimated only in the ee channel. The probability of mismeasuring the sign

of a prompt electron is obtained from simulated Z→ e±e∓ events and is parametrized as a

function of pT separately for electrons in the barrel and endcap calorimeters. The average

value and statistical uncertainty for the sign mismeasurement probabilities are found to be

(1.65 ± 0.12) × 10−5 in the inner ECAL barrel region (|η| < 0.8), (1.07 ± 0.03) × 10−4 in

the outer ECAL barrel region (0.8 < |η| < 1.5), and (0.63 ± 0.01) × 10−3 in the endcap

region. The sign mismeasurement probabilities are then validated with data separately for

the barrel and endcap regions.

To estimate the background due to sign mismeasurement in the ee channel, a weight

Wp is applied to data events with all the SR selections considered, except that here the

leptons are required to be oppositely signed (OS2` events). Wp is given by Wp = p1/(1−
p1) + p2/(1 − p2), where p1(2) is the probability for the leading (trailing) electron sign

to be mismeasured and is determined from simulated events. The pT of leptons with

a mismeasured sign will be misreconstructed. To correct for the misreconstructed pT
measurement in the OS2` events, the lepton pT is shifted up by 1.5 ± 0.5%, which is

determined from simulation.

To validate the sign mismeasurement probability for the barrel (endcap) region, a

control sample of Z→ e±e∓ events in the data is selected, requiring both electrons to pass

through the barrel (endcap) region and demanding the invariant mass of the electron pair

to be between 76 and 106 GeV. The difference between the observed and predicted numbers

of e±e± events is used as a scale factor to account for the modeling in the simulation. The

observed number of events in the data is determined by fitting the Z boson mass peak. The

predicted number of events is determined by weighting the OS2` events with the value Wp.

The scale factors and their associated statistical uncertainties in the barrel and endcap

regions are found to be 0.80± 0.03 and 0.87± 0.03, respectively.
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To validate the combined sign mismeasurement probability and scale factors in the

data, a control sample of Z → e±e∓ events is again selected, as described above, but here

requiring that one electron is found in the endcap and the other, in the barrel region. The

difference in the predicted and observed numbers of e±e± events in this sample is 12%.

The same procedure was performed using Z → e±e∓ events in the data but requiring no

η restrictions on the electrons and requiring that the event has only one jet, yielding an

agreement within 10% between the predicted background and the data.

Prompt leptons and background from sign mismeasurement can contaminate the appli-

cation sample of the misidentified-lepton background, resulting in an overprediction of this

background. This contamination is removed using simulation. The contamination from the

prompt-lepton background is generally less than 1%. However, for the background from

leptons with sign mismeasurement or leptons from photon conversions, the contamination

can be as large as 2% in the signal region and up to 30% in CR2, that is enriched in

background with mismeasured lepton sign.

6.4 Validation of background estimates

To test the validity of the background estimation methods, several signal-free data CRs

are defined. The background estimation method is applied in these regions and the results

are compared with the observed yields. These CRs are used to validate the background

separately in each of the three flavor channels and are defined as follows:

• CR1: (SS2`), at least one b-tagged AK4 jet,

• CR2: (SS2`), ∆R(`1, `2) > 2.5 and no b-tagged AK4 jet,

• CR3: (SS2`), low-mass SR1 and either ≥ 1 b-tagged jet or pmiss
T > 100 GeV,

• CR4: (SS2`), low-mass SR2 and either ≥ 1 b-tagged jet or pmiss
T > 100 GeV,

• CR5: (SS2`), high-mass SR1 and either ≥ 1 b-tagged jet or (pmiss
T )2/ST > 20 GeV,

• CR6: (SS2`), high-mass SR2 and either ≥ 1 b-tagged jet or (pmiss
T )2/ST > 20 GeV.

The numbers of predicted and observed background events in each CR are shown in table 2.

In the control regions CR1 and CR2, the background estimated from data are dominant

and validated in events both with and without b-tagged jets, while in the remaining CRs all

background are validated in regions that are close to the SRs (the misidentified-lepton back-

ground accounts for about 90% of the total background in CR1 and CR2 and about 50%

across the remaining CRs). The contribution from signal events is found to be negligible in

all control regions, with signal accounting for less than 1% of the yields in most CRs and at

most 5%, when assuming a coupling consistent with the upper limits from previous results.

In all regions the predictions are in agreement with the observations within the statistical

and systematic uncertainties described in section 7, which is dominated by the 30% uncer-

tainty in the misidentified-lepton background. Within each region, the observed distribu-

tions of all relevant observables also agree with the predictions, within the uncertainties.
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Channel Control region Estimated background Observed

ee

CR1 366± 73 378

CR2 690± 100 671

CR3 222± 42 242

CR4 48± 11 38

CR5 334± 56 347

CR6 25.7± 4.3 28

µµ

CR1 880± 230 925

CR2 890± 200 1013

CR3 420± 100 439

CR4 156± 42 174

CR5 560± 120 568

CR6 35.1± 7.0 38

eµ

CR1 1010± 240 1106

CR2 1350± 230 1403

CR3 650± 140 706

CR4 143± 32 150

CR5 920± 180 988

CR6 62± 11 64

Table 2. Observed event yields and estimated background in the control regions. The uncertainties

in the background yields are the sums in quadrature of the statistical and systematic components.

7 Systematic uncertainties

The estimate of background and signal efficiencies is subject to a number of systematic

uncertainties. Table 3 shows the contributions from the uncertainty in the signal and

background (for two mass hypotheses, mN = 50 and 500 GeV), expressed as a percentage

of the total uncertainty. The relative sizes of these uncertainties for each type of background

and signal, in each SR, are listed in table 4.

7.1 Background uncertainties

The main sources of systematic uncertainties are associated with the background esti-

mates. The largest uncertainty is that related to the misidentified-lepton background. The

systematic uncertainty in this background is determined by observing the change in the

background estimate with respect to variations in isolation requirement (and several other

selection criteria) for the loose leptons, modifying the pT requirement for the away-side jet

(the jet that is required to be back-to-back with the lepton in the measurement region). In

addition, uncertainties in the jet flavor dependence of the misidentification probability, and
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Channel mN Prompt-lepton Misidentified-lepton Mismeasured-sign

(GeV) (%) (%) (%)

ee
50 53 (49) 43 (46) 4.5 (4.9)

500 60 (75) 3.6 (4.6) 37 (21)

µµ
50 38 (42) 62 (58) —

500 100 (100) 0.0 (0.0) —

eµ
50 52 (45) 48 (55) —

500 99 (100) 1.3 (0.0) —

Table 3. Fractional contributions to the total background systematic uncertainties related to the

uncertainties in the prompt SS lepton, misidentified-lepton, and mismeasured-sign background. The

numbers are for the SR1 (SR2) in the case of mN = 50 and 500 GeV.

Source / Channel ee signal ee bkgd. µµ signal µµ bkgd. eµ signal eµ bkgd.

(%) (%) (%) (%) (%) (%)

Simulation:

SM cross section — 12–14 (15–27) — 13–18 (22–41) — 12–14 (16–30)

Jet energy scale 2–5 (0–1) 2–6 (5–6) 2–8 (0–1) 3–5 (4–7) 1–6 (0–1) 1–4 (3)

Jet energy resolution 1–2 (0–0.3) 1–2 (2–6) 1–2 (0–0.3) 0–0.8 (1–3) 0.8 (0–0.3) 0–0.8 (0–3)

Jet mass scale 0–0.3 (0–0.1) 0–1 (1–3) 0–0.2 (0–0.1) 0–0.3 (0.7) 0–0.1 (0–0.1) 0–0.2 (0–5)

Jet mass resolution 0–0.4 (0–0.3) 0–1 (0–2) 0–0.1 (0–0.2) 0–0.1 (0–0.5) 0–0.4 (0–0.3) 0–0.4 (0–3)

Subjettiness 0–1 (0–8) 0–1.0 (1–7) 0–0.3 (0–8) 0–0.1 (0–8) 0–0.2 (0–8) 0–0.4 (0–8)

Pileup 2–3 (1) 2 (0–2) 0–1 (0–1) 0–1 (0–3) 0.7 (0.8) 2 (2–4)

Unclustered energy 0–0.7 (0–0.1) 1 (2–5) 0–1 (0–0.1) 0–1 (3–4) 0–0.5 (0–0.1) 0.9 (1–2)

Integrated luminosity 2.5 (2.5) 2.5 (2.5) 2.5 (2.5) 2.5 (2.5) 2.5 (2.5) 2.5 (2.5)

Lepton selection 2–4 (4) 2–4 (2–6) 3 (3–4) 3 (3–5) 2 (3) 2 (2–6)

Trigger selection 3–4 (1) 3 (3–5) 0–0.9 (0–0.4) 0–1 (0–0.8) 3 (0–0.2) 3 (2)

b tagging 0–0.8 (0–1) 0.7 (1) 0–0.5 (0–0.6) 0–1 (1–3) 0–0.7 (0–0.7) 0–1 (1–4)

Theory:

PDF variation 0–0.7 (0–0.2) < 15 (< 20) 0–0.7 (0–0.1) < 15 (< 20) 0–0.7 (0–0.2) < 15 (< 20)

Scale variation 1–5 (0–0.1) — 1–4 (0–0.3) — 1–5 (0–0.2) —

Estimated from data:

Misidentified leptons — 30 (30) — 30 (30) — 30 (30)

Mismeasured sign — 29–41 (53–88) — — — —

Table 4. Summary of the relative systematic uncertainties in heavy Majorana neutrino signal yields

and in the background from prompt SS leptons, both estimated from simulation. The relative sys-

tematic uncertainties assigned to the misidentified-lepton and mismeasured-sign background esti-

mated from control regions in data and simulation are also shown. The uncertainties are given for the

low- (high-)mass selections. The range given for each systematic uncertainty source covers the varia-

tion across the mass range. Upper limits are presented for the uncertainty related to the PDF choice

in the background estimates, however this source of uncertainty is considered to be accounted for via

the normalization uncertainty and was not applied explicitly as an uncertainty in the background.
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in the prompt-lepton contamination in the measurement region are taken into account. By

combining these sources, a systematic uncertainty of 8.9–20% is assigned. This uncertainty

depends on the lepton flavor and the SR. The validity of the prediction of the misidenti-

fied lepton background was checked by estimating this background using simulated events

alone. The results disagreed with those obtained from the various CRs by up to 30%, and

this value is assigned as the systematic uncertainty in this background estimate.

The systematic uncertainties in the mismeasured electron sign background are deter-

mined by combining weighted average of the uncertainties in barrel/endcap scale factors

from background fits, and the uncertainty on the parameterized sign mismeasurement

probabilities. To evaluate the uncertainties in the sign mismeasurement probability scale

factors, we vary the range and the number of bins used in the fitting of the data, as well

as the requirement on the subleading lepton pT, and, when combining all these sources,

we assign a systematic uncertainty in the scale factors of 9%. The uncertainty in the sign

mismeasurement probability arising from the choice of parameterization variables was esti-

mated by considering alternative variables such as (pmiss
T )2/ST and pmiss

T . A variation of up

to 11% was observed. The background estimate method was tested using only simulation,

in which OS2` events were weighted using the sign mismeasurement probabilities with no

scale factors applied. The predicted and observed number of events in simulation disagree

by up to 7%, and this value is assigned as another source of systematic uncertainty in

estimating the sign mismeasurement background. The three sources discussed above are

combined to give a systematic uncertainty of 16% on this background. This uncertainty

covers the difference between the predicted and observed numbers of events in both data

samples enriched in background with mismeasured electrons as discussed in section 6.3.

The simulated sample used to measure the sign mismeasurement probabilities has low

statistics for events with electron pT above 100 GeV. When combined with the uncer-

tainty related to the low statistics of simulated electrons in bins with high electron pT, for

background from mismeasured electron sign, an overall systematic uncertainty of 29–88%

is assigned, depending on electron η and pT. The large uncertainty in this background

applies only to the cases where the SR has two high-pT electrons. The effect on the total

systematic uncertainty in the background is at most 5%.

7.2 Simulation uncertainties

The systematic uncertainties in the normalization of the irreducible SM diboson background

are taken from the data CR used to normalize the background. The assigned uncertainties

are 6% for WZ, 25% for ZZ and 8% for Zγ and Wγ background. Since other SM processes

that can yield two SS leptons, including triboson, ttV, and W±W±, have small background

yields in the SR, we assign a conservative uncertainty of 50%, which includes the uncertain-

ties due to experimental effects, event simulation, and theoretical calculations of the cross

sections. The overall systematic uncertainty in the prompt-lepton background, including

the contributions discussed below, is 12–18% for the low-mass selection and 16–43% for

the high-mass selection, depending on the lepton channel. To evaluate the uncertainty

due to imperfect knowledge of the integrated luminosity [79], jet energy/mass scale, jet

energy/mass resolution [66], b tagging [73], lepton trigger and selection efficiency, as well
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as the uncertainty in the total inelastic cross section used in the pileup reweighting proce-

dure in simulation, the input value of each parameter is changed by ±1 standard deviation

from its central value. Energy not clustered in the detector affects the overall pmiss
T scale,

resulting in an uncertainty in the event yield due to the upper threshold on pmiss
T .

Further uncertainties in the estimation of the yields of the background and signal arise

from the unknown higher-order effects in the theoretical calculations of cross sections, and

from uncertainties in the knowledge of the proton PDFs. The theory uncertainties in

the renormalization and factorization scales affect the signal cross section and acceptance.

These are evaluated by independently varying the aforementioned scales up and down by

a factor of two relative to their nominal values. The uncertainty associated with the choice

of PDFs is estimated following the PDF4LHC recommendations [80]. An upper limit on

this uncertainty was added to table 4, although this uncertainty was not applied explicitly

in the results but considered to be accounted for via the normalization uncertainty taken

from the normalization control regions.

8 Results and discussion

The data yields and background estimates after the application of the low- and high-mass

SR selections are shown in table 5. The predicted background contributed by events with

prompt SS leptons, leptons with mismeasured sign, and misidentified leptons are shown

along with the total background estimate and the number of events observed in data. The

uncertainties shown are the statistical and systematic components, respectively. The data

yields are in good agreement with the estimated background. Kinematic distributions also

show good agreement between data and SM expectations. Figures 2–3 show for illustration:

the invariant mass of the two leptons (of the leading pT lepton and the selected jets); the

invariant mass of the trailing pT lepton and the selected jets; and the invariant mass of the

two leptons and the selected jets for low- (high-)mass SRs. In figure 2, the m(`±`±jj) signal

distribution peaks somewhat below mW, because of the selection requirements imposed.

The expected signal depends on both mN and the mixing matrix elements |VeN|2,
|VµN|2, or |VeNV ∗µN|2/(|VeN|2+ |VµN|2), and the values are summarized in table 6 for selected

mass points. Tables 7–10 show the optimized selections applied on top of the low- and high-

mass SRs requirements for each mass hypothesis. These tables also present the observed

event counts in data and the expected background for each signal mass hypothesis. The

data are generally consistent with the predicted background in all three flavor channels.

The largest deviation observed is in the µµ channel of SR1, at a signal mass of 600 GeV,

and has a local significance of 2.3 standard deviations. The corresponding point of SR2

does not show a matching fluctuation.

Exclusion limits at 95% confidence level (CL) are set on the heavy Majorana neutrino

mixing matrix elements as a function of mN. The limits are obtained using CLs criterion [81,

82] based on the event yields in tables 7–10. Log-normal distributions are used for both

the signal and nuisance parameters. The combined limits from SR1 and SR2, on the

absolute values of the matrix elements |VeN|2, |VµN|2, and |VeNV ∗µN|2/(|VeN|2 + |VµN|2) are

shown in figures 4–5, also as a function of mN. We assume the systematic uncertainties in
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Figure 2. Observed distributions of the invariant mass of the two leptons (upper), invariant mass of

the subleading lepton and jets (middle), and the invariant mass of the reconstructed W propagator

(lower), compared to the expected SM background contributions, for the low-mass SR1 (left) and

SR2 (right), after combining the events in the ee, µµ, and eµ channels. The hatched bands represent

the sums in quadrature of the statistical and systematic uncertainties. The solid and dashed lines

show the kinematic distributions of two possible signal hypotheses. The lower panels show the

ratio between the observed and expected events in each bin, including the uncertainty bands that

represent the statistical (brown) and total uncertainties (gray).
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Figure 3. Observed distributions of the invariant mass of the leading lepton and jets (upper),

invariant mass of the subleading lepton and jets (middle), and the invariant mass of the recon-

structed W propagator (lower), compared to the expected SM background contributions, for the

high-mass SR1 (left) and SR2 (right), after combining the events in the ee, µµ, and eµ channels.

The hatched bands represent the sums in quadrature of the statistical and systematic uncertainties.

The solid and dashed lines show the kinematic distributions of two possible signal hypotheses. The

lower panels show the ratio between the observed and expected events in each bin, including the

uncertainty bands that represent the statistical (brown) and total uncertainties (gray).
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SR Prompt-lepton Misidentified-lepton Mismeasured-sign Total bkgd. Nobs

ee channel

Low-mass SR1 206 ± 10 ± 21 128 ± 5 ± 38 29.8 ± 0.2 ± 12.3 364 ± 11 ± 45 324

Low-mass SR2 281 ± 12 ± 28 143 ± 7 ± 43 36.4 ± 0.2 ± 10.7 461 ± 14 ± 53 460

High-mass SR1 236 ± 10 ± 25 141 ± 6 ± 42 45.2 ± 0.3 ± 24.0 422 ± 12 ± 55 382

High-mass SR2 8.0 ± 1.3 ± 1.6 2.0 ± 0.6 ± 0.6 0.91 ± 0.05 ± 0.80 10.9 ± 1.5 ± 1.9 10

µµ channel

Low-mass SR1 151 ± 6 ± 16 276 ± 7 ± 83 — 426 ± 9 ± 84 487

Low-mass SR2 209 ± 8 ± 19 393 ± 9 ± 118 — 602 ± 12 ± 120 663

High-mass SR1 166 ± 6 ± 20 244 ± 6 ± 73 — 410 ± 9 ± 76 502

High-mass SR2 7.1 ± 0.8 ± 1.9 4.4 ± 0.8 ± 1.3 — 11.5 ± 1.1 ± 2.3 13

eµ channel

Low-mass SR1 418 ± 13 ± 37 432 ± 10 ± 130 — 850 ± 17 ± 135 907

Low-mass SR2 566 ± 17 ± 47 464 ± 12 ± 139 — 1031 ± 21 ± 147 1042

High-mass SR1 463 ± 14 ± 42 409 ± 10 ± 123 — 871 ± 17 ± 129 901

High-mass SR2 16.8 ± 1.9 ± 3.6 7.4 ± 1.3 ± 2.2 — 24.2 ± 2.3 ± 4.2 31

Table 5. Observed event yields and estimated background for the signal region selections. The

background predictions from prompt SS leptons, misidentified leptons, leptons with mismeasured

sign, and the total background are shown together with the number of events observed in data. The

uncertainties shown are the statistical and systematic components, respectively. A dash indicates

that the background is considered negligible.

mN ee channel µµ channel eµ channel

(GeV) SR1 SR2 SR1 SR2 SR1 SR2

40 18 30 33 83 19 42

200 5.5 0.74 9.7 1.9 7.0 1.1

1000 0.43 4.0 0.80 7.5 0.57 4.5

Table 6. Numbers of expected signal events passing the selection requirements. The matrix element

squared is assumed to be 1× 10−4, 1× 10−2, and 1 for mN = 40, 200, and 1000 GeV, respectively.

SR1 and SR2 to be fully correlated when calculating these limits. The limits are calculated

separately for each of the three channels. For an N mass of 40 GeV the observed (expected)

limits are |VeN|2 < 9.5 (8.0) × 10−5, |VµN|2 < 2.3 (1.9) × 10−5, and |VeNV ∗µN|2/(|VeN|2 +

|VµN|2) < 2.7 (2.7)×10−5, and for an N mass of 1000 GeV the limits are |VeN|2 < 0.42 (0.32),

|VµN|2 < 0.27 (0.16), and |VeNV ∗µN|2/(|VeN|2 + |VµN|2) < 0.14 (0.14).

The mass range below mN = 20 GeV is not considered because of the very low selection

efficiency in this region. Furthermore, since the N lifetime is inversely proportional to

m5
N|V`N|2, for mN < 20 GeV it becomes significant and results in displaced decays. Thus the

prompt lepton requirement is not satisfied. The behavior of the limits around mN = 80 GeV

is caused by the fact that as the mass of the heavy Majorana neutrino approaches the W

boson mass, the lepton produced together with the N or the lepton from the N decay has

very low pT.
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The present search at 13 TeV extends the previous CMS SS2` plus jets searches at

8 TeV [34, 35] to both higher N masses as well as lower masses. In those earlier searches,

two AK4 jets were required in the low- and high-mass SRs, while in the present analysis

at
√
s = 13 TeV, the search has been extended in the low-mass SR to include events with

exactly one AK4 jet, and in the high-mass SR to include events with at least one AK8 jet.

As seen in figures 4–5, the exclusion limits for the mixing matrix elements are extended

both for low and high N mass, and now cover N masses from 20 to 1600 GeV. In the range

previously studied, the present limits significantly improve over the previous results except

in the region from 60–80 GeV, where they are equivalent. The 13 TeV data were taken

at higher collision rates and thus with higher trigger thresholds and pileup rates, which

impacted the sensitivity of the search in the low-mass region. This region is covered with

high efficiency by a recent search in trilepton channels [37].

Figure 4 shows the exclusion limits for |VeN|2 and |VµN|2 overlaid with the 13 TeV CMS

limits from the trilepton channel [37] and the limits from LEP [30–32]. The LEP analyses

search for s- and t-channel production of N in the process ee → N`ν, where ` denotes e

or µ. The contribution of the t-channel process (which is only possible in the electron

channel) to the total cross section is dominant, and as a result for masses above the W

boson mass LEP is not sensitive to the muon channel. The experimental conditions at

LEP allow for a low-background search, with high signal efficiency, and as a consequence

the results from DELPHI are particularly strong for neutrino masses below the W boson

mass for both |VeN|2 and |VµN|2, while L3 sets strong limits on |VeN|2 for masses in the

range 80–205 GeV. For low-mass signals the trilepton analysis is more sensitive, since it has

both a smaller level of background from misidentified leptons and higher signal efficiency.

The efficiencies for high-mass signals are comparable, however with the inclusion of the

additional SR (using AK8 jets) and the larger branching fraction in the dilepton channel,

this analysis has more stringent limits for N masses above 100 GeV.

9 Summary

A search for heavy Majorana neutrinos, N, in final states with same-sign dileptons and

jets has been performed in proton-proton collisions at a center-of-mass energy of 13 TeV,

using a data set corresponding to an integrated luminosity of 35.9 fb−1. No significant

excess of events compared to the expected standard model background prediction is ob-

served. Upper limits at 95% confidence level are set on the mixing matrix element between

standard model neutrinos and N (|V`N|) in the context of a Type-I seesaw model, as a func-

tion of N mass. The analysis improves on previous 8 TeV searches by including single-jet

events into the signal region, which increases sensitivities. For an N mass of 40 GeV the

observed (expected) limits are |VeN|2 < 9.5 (8.0) × 10−5, |VµN|2 < 2.3 (1.9) × 10−5, and

|VeNV ∗µN|2/(|VeN|2 + |VµN|2) < 2.7 (2.7) × 10−5, and for an N mass of 1000 GeV the limits

are |VeN|2 < 0.42 (0.32), |VµN|2 < 0.27 (0.16), and |VeNV ∗µN|2/(|VeN|2+ |VµN|2) < 0.14 (0.14).

The search is sensitive to masses of N from 20 to 1600 GeV. The limits on the mixing matrix

elements are placed up to 1240 GeV for |VeN|2, 1430 GeV for the |VµN|2, and 1600 GeV for

|VeNV ∗µN|2/(|VeN|2 + |VµN|2). These are the most restrictive direct limits on the N mixing

parameters for heavy Majorana neutrino masses greater than 430 GeV, and are the first

for masses greater than 1200 GeV.
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mN p`1T p`2T m(`±`±Wjet) m(`1Wjet) m(`2Wjet) m(`±`±) Total bkgd. Nobs DY Aε

(GeV) (GeV) (GeV) (GeV) (GeV) (GeV) (GeV) (%)

ee channel SR1

20 25–70 60 <190 <160 <160 10–60 48.9 ± 9.5 45 0.12 ± 0.02

30 25–70 60 <190 <160 <160 10–60 48.9 ± 9.5 45 0.13 ± 0.02

40 25–70 60 <190 <160 <160 10–60 48.9 ± 9.5 45 0.21 ± 0.03

50 25–70 60 <190 <160 <160 10–60 48.9 ± 9.5 45 0.24 ± 0.03

60 25–70 60 <190 <160 <160 10–60 48.9 ± 9.5 45 0.18 ± 0.02

70 25–70 60 <190 <160 <160 10–75 64 ± 12 58 0.10 ± 0.01

75 25–70 60 <190 <160 <160 10–100 68 ± 12 67 0.13 ± 0.02

ee channel SR2

20 25–70 60 <100 <70 <70 10–60 50.3 ± 8.5 55 0.26 ± 0.03

30 25–70 60 <100 <70 <70 10–60 50.3 ± 8.5 55 0.30 ± 0.04

40 25–70 60 <100 <70 <70 10–60 50.3 ± 8.5 55 0.35 ± 0.04

50 25–70 60 <100 <70 <70 10–60 50.3 ± 8.5 55 0.32 ± 0.03

60 25–70 60 <100 <70 <70 10–60 50.3 ± 8.5 55 0.24 ± 0.03

70 25–70 60 <100 <70 <70 10–75 65 ± 10 70 0.06 ± 0.01

75 25–70 60 <100 <70 <70 10–80 67 ± 10 70 0.11 ± 0.02

µµ channel SR1

20 20–80 15–50 <160 <150 <150 20–60 15.3 ± 3.4 18 0.10 ± 0.02

30 20–80 15–50 <160 <150 <150 20–60 15.3 ± 3.4 18 0.18 ± 0.03

40 20–80 15–50 <160 <150 <150 20–60 15.3 ± 3.4 18 0.34 ± 0.05

50 20–80 15–50 <160 <150 <150 20–60 15.3 ± 3.4 18 0.40 ± 0.04

60 20–80 15–50 <160 <150 <150 20–60 15.3 ± 3.4 18 0.33 ± 0.04

70 20–80 15–50 <160 <150 <150 10–75 20.3 ± 4.4 21 0.17 ± 0.02

75 20–80 15–50 <160 <150 <150 20–100 18.9 ± 4.0 19 0.19 ± 0.03

µµ channel SR2

20 20–80 15–50 <100 <70 <70 20–60 25.9 ± 5.9 29 0.28 ± 0.03

30 20–80 15–50 <100 <70 <70 20–60 25.9 ± 5.9 29 0.51 ± 0.05

40 20–80 15–50 <100 <70 <70 20–60 25.9 ± 5.9 29 0.8 ± 0.1

50 20–80 15–50 <100 <70 <70 20–60 25.9 ± 5.9 29 1.1 ± 0.1

60 20–80 15–50 <100 <70 <70 20–60 25.9 ± 5.9 29 0.73 ± 0.07

70 20–80 15–50 <100 <70 <70 10–75 37.5 ± 7.1 41 0.20 ± 0.03

75 20–80 15–50 <100 <70 <70 20–80 29.7 ± 6.7 34 0.24 ± 0.03

eµ channel SR1

20 25–60 15–40 <185 <135 <135 20–60 34.0 ± 6.4 34 0.08 ± 0.02

30 25–60 15–40 <185 <135 <135 20–60 34.0 ± 6.4 34 0.12 ± 0.02

40 25–60 15–40 <185 <135 <135 20–60 34.0 ± 6.4 34 0.21 ± 0.02

50 25–60 15–40 <185 <135 <135 20–60 34.0 ± 6.4 34 0.20 ± 0.03

60 25–60 15–40 <185 <135 <135 20–60 34.0 ± 6.4 34 0.17 ± 0.02

70 25–60 15–40 <185 <135 <135 10–75 51 ± 10 49 0.09 ± 0.01

75 25–60 15–40 <185 <135 <135 20–100 46.5 ± 8.7 49 0.17 ± 0.03

eµ channel SR2

20 25–60 15–40 <100 <65 <65 20–60 51.7 ± 9.2 50 0.21 ± 0.02

30 25–60 15–40 <100 <65 <65 20–60 51.7 ± 9.2 50 0.27 ± 0.03

40 25–60 15–40 <100 <65 <65 20–60 51.7 ± 9.2 50 0.45 ± 0.04

50 25–60 15–40 <100 <65 <65 20–60 51.7 ± 9.2 50 0.40 ± 0.03

60 25–60 15–40 <100 <65 <65 20–60 51.7 ± 9.2 50 0.24 ± 0.03

70 25–60 15–40 <100 <65 <65 10–75 75.8 ± 12.4 65 0.09 ± 0.01

75 25–60 15–40 <100 <65 <65 20–80 62.8 ± 10.9 57 0.12 ± 0.03

Table 7. Selection requirements on discriminating variables determined by the optimization for

each Majorana neutrino mass point in the low-mass signal regions. Columns 8 and 9 show the total

background yields (Total bkgd.) and the number of observed data (Nobs), respectively. The last

column shows the overall signal acceptances for the DY channel. The quoted uncertainties include

both the statistical and systematic contributions.
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mN p`1T p`2T m(`±`±Wjet) m(`Wjet) (pmiss
T )2/ST Total bkgd. Nobs DY Aε VBF Aε

(GeV) (GeV) (GeV) (GeV) (GeV) (GeV) (%) (%)

ee channel SR1

85 >25 >15 >110 45–95 <6 9.5 ± 2.8 9 0.11 ± 0.02 —

90 >25 >15 >110 50–100 <6 12.5 ± 3.5 10 0.23 ± 0.05 —

100 >25 >15 >120 50–110 <6 20.3 ± 5.0 15 1.1 ± 0.1 —

125 >30 >25 >120 90–140 <6 17.7 ± 4.5 17 2.6 ± 0.2 —

150 >40 >25 >180 130–160 <6 14.7 ± 3.8 9 3.1 ± 0.2 —

200 >55 >40 >220 160–225 <6 12.4 ± 2.7 10 4.9 ± 0.4 —

250 >70 >60 >310 220–270 <6 6.0 ± 1.7 4 5.9 ± 0.4 —

300 >80 >60 >370 235–335 <6 8.2 ± 2.1 6 7.6 ± 0.5 3.0 ± 0.3

400 >100 >65 >450 335–450 <6 2.5 ± 1.4 4 6.6 ± 0.5 3.0 ± 0.2

500 >125 >65 >560 400–555 <6 1.5 ± 0.8 5 5.5 ± 0.4 2.7 ± 0.2

600 >125 — >760 400–690 <6 0.9 ± 0.6 1 3.8 ± 0.3 1.7 ± 0.2

700 >125 — >760 400–955 <6 1.7 ± 0.7 1 4.0 ± 0.3 2.8 ± 0.2

800 >125 — >760 400–1130 <6 1.7 ± 0.7 1 3.6 ± 0.3 3.0 ± 0.3

900 >125 — >760 400–1300 <6 1.7 ± 0.7 1 3.2 ± 0.2 2.9 ± 0.2

1000 >125 — >760 400–1490 <6 1.7 ± 0.7 1 2.6 ± 0.2 2.4 ± 0.2

1100 >125 — >760 400–1490 <6 1.7 ± 0.7 1 2.2 ± 0.2 2.0 ± 0.2

1200 >125 — >760 400–1600 <6 1.7 ± 0.7 1 2.0 ± 0.2 1.8 ± 0.2

1300 >125 — >760 400–1930 <6 1.7 ± 0.7 1 1.8 ± 0.1 1.6 ± 0.2

1400 >125 — >760 400–1930 <6 1.7 ± 0.7 1 1.5 ± 0.1 1.3 ± 0.1

1500 >125 — >760 400–1930 <6 1.7 ± 0.7 1 1.3 ± 0.1 1.2 ± 0.2

ee channel SR2

85 >25 >15 — — <15 10.9 ± 2.9 10 0.001 ± 0.001 —

90 >25 >15 — 90–220 <15 3.4 ± 1.0 2 0.003 ± 0.002 —

100 >25 >15 — 100–220 <15 3.4 ± 1.0 2 0.005 ± 0.003 —

125 >60 >15 — 123–145 <15 0.2 ± 0.1 0 0.04 ± 0.01 —

150 >90 >15 — 125–185 <15 1.3 ± 0.5 0 0.19 ± 0.03 —

200 >100 >20 — 173–220 <15 0.8 ± 0.3 1 0.60 ± 0.07 —

250 >100 >25 — 220–305 <15 2.1 ± 1.2 3 2.2 ± 0.2 —

300 >100 >30 — 270–330 <15 1.3 ± 0.6 1 3.5 ± 0.4 0.6 ± 0.1

400 >100 >35 — 330–440 <15 3.1 ± 1.3 3 9.1 ± 0.9 2.9 ± 0.3

500 >120 >35 — 440–565 <15 2.8 ± 1.0 1 14.3 ± 1.4 6.1 ± 0.6

600 >120 — — 565–675 <15 0.8 ± 0.3 1 17.4 ± 1.8 11.0 ± 1.0

700 >140 — — 635–775 <15 0.8 ± 0.3 2 19.4 ± 2.0 13.1 ± 1.3

800 >140 — — 740–1005 <15 0.9 ± 0.4 0 20.8 ± 2.1 14.0 ± 1.3

900 >140 — — 865–1030 <15 0.2 ± 0.1 0 19.2 ± 2.0 13.2 ± 1.3

1000 >140 — — 890–1185 <15 0.3 ± 0.1 1 21.5 ± 2.2 15.3 ± 1.5

1100 >140 — — 1035–1395 <15 0.1 ± 0.1 1 20.3 ± 2.1 14.7 ± 1.4

1200 >140 — — 1085–1460 <15 0.1 ± 0.0 1 20.8 ± 2.2 15.3 ± 1.5

1300 >140 — — 1140–1590 <15 0.1 ± 0.0 1 20.5 ± 2.2 15.5 ± 1.6

1400 >140 — — 1245–1700 <15 0.1 ± 0.0 0 19.6 ± 2.1 15.1 ± 1.6

1500 >140 — — 1300–1800 <15 0.04 ± 0.02 0 19.5 ± 2.1 15.2 ± 1.6

Table 8. Selection requirements on discriminating variables determined by the optimization for

each Majorana neutrino mass point in the ee channel high-mass SRs. Columns 7 and 8 show

the total background yields (Total bkgd.) and the number of observed data (Nobs), respectively.

The last columns show the overall signal acceptance for the DY and VBF channels. The quoted

uncertainties include both the statistical and systematic contributions. The dash indicates that no

selection requirement is made.
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µµ channel SR1

85 >25 >10 >90 40–100 <9 26.0 ± 6.3 30 0.50 ± 0.05 —

90 >25 >10 >90 45–105 <9 34.5 ± 7.5 35 1.2 ± 0.1 —

100 >25 >15 >110 55–115 <9 18.6 ± 4.2 20 2.6 ± 0.2 —

125 >25 >25 >140 85–140 <7 11.7 ± 2.7 12 5.1 ± 0.4 —

150 >35 >35 >150 110–170 <7 8.9 ± 1.9 11 6.6 ± 0.5 —

200 >50 >40 >250 160–215 <7 4.6 ± 1.2 4 8.1 ± 0.6 —

250 >85 >45 >310 215–270 <7 3.0 ± 0.9 2 11.0 ± 0.8 —

300 >100 >50 >370 225–340 <7 2.6 ± 1.0 2 13.2 ± 0.9 5.2 ± 0.4

400 >110 >60 >490 295–490 <7 0.9 ± 0.4 3 11.7 ± 0.8 5.1 ± 0.4

500 >110 >60 >610 370–550 <7 0.4 + 0.6
− 0.4 3 8.6 ± 0.6 4.1 ± 0.3

600 >110 — >680 370–630 <7 0.3 + 0.3
− 0.3 3 7.4 ± 0.5 4.1 ± 0.3

700 >110 — >800 370–885 <7 0.2 + 0.4
− 0.2 2 6.7 ± 0.4 3.9 ± 0.3

800 >110 — >800 370–890 <7 0.2 + 0.4
− 0.2 2 6.0 ± 0.4 5.4 ± 0.3

900 >110 — >800 370–1225 <7 0.3 + 0.4
− 0.3 2 5.4 ± 0.4 5.0 ± 0.3

1000 >110 — >800 370–1230 <7 0.3 + 0.4
− 0.3 2 4.6 ± 0.3 4.2 ± 0.3

1100 >110 — >800 370–1245 <7 0.3 + 0.4
− 0.3 2 4.1 ± 0.3 3.8 ± 0.3

1200 >110 — >800 370–1690 <7 0.3 + 0.4
− 0.3 2 3.6 ± 0.2 3.4 ± 0.3

1300 >110 — >800 370–1890 <7 0.3 + 0.4
− 0.3 2 3.2 ± 0.2 3.0 ± 0.2

1400 >110 — >800 370–1940 <7 0.3 + 0.4
− 0.3 2 2.7 ± 0.2 2.7 ± 0.2

1500 >110 — >800 370–2220 <7 0.3 + 0.4
− 0.3 2 2.5 ± 0.2 2.3 ± 0.2

µµ channel SR2

85 >25 >10 — — <15 11.4 ± 3.5 13 0.001 ± 0.001 —

90 >25 >10 — 90–170 <15 4.1 ± 1.3 4 0.003 ± 0.003 —

100 >25 >15 — 98–145 <15 1.0 ± 0.3 0 0.006 ± 0.003 —

125 >60 >15 — 110–150 <15 0.8 ± 0.3 0 0.08 ± 0.01 —

150 >70 >15 — 145–175 <15 1.0 ± 0.4 2 0.28 ± 0.04 —

200 >100 >20 — 175–235 <15 1.3 ± 0.8 0 1.4 ± 0.1 —

250 >140 >25 — 226–280 <15 0.3 ± 0.2 0 3.0 ± 0.3 —

300 >140 >40 — 280–340 <15 0.4 ± 0.3 0 5.4 ± 0.5 0.7 ± 0.1

400 >140 >65 — 340–445 <15 0.5 ± 0.3 2 13.3 ± 1.3 2.7 ± 0.3

500 >140 >65 — 445–560 <15 0.8 ± 0.5 0 22.4 ± 2.2 6.8 ± 0.7

600 >140 — — 560–685 <15 0.7 ± 0.4 0 30.2 ± 2.9 20.4 ± 1.8

700 >140 — — 635–825 <15 0.8 ± 0.4 2 34.6 ± 3.4 24.7 ± 2.2

800 >140 — — 755–960 <15 0.4 ± 0.3 0 34.8 ± 3.5 24.9 ± 2.3

900 >140 — — 840–1055 <15 0.2 + 0.2
− 0.2 1 35.8 ± 3.6 26.9 ± 2.5

1000 >140 — — 900–1205 <15 0.1 + 0.2
− 0.1 1 38.4 ± 3.9 28.9 ± 2.7

1100 >140 — — 990–1250 <15 0.1 + 0.2
− 0.1 1 36.7 ± 3.7 29.2 ± 2.7

1200 >140 — — 1035–1430 <15 0.2 + 0.3
− 0.2 1 38.5 ± 4.0 30.1 ± 2.8

1300 >140 — — 1100–1595 <15 0.3 ± 0.3 1 38.5 ± 4.0 30.7 ± 3.0

1400 >140 — — 1285–1700 <15 0.1 + 0.2
− 0.1 1 35.9 ± 3.8 29.4 ± 2.8

1500 >140 — — 1330–1800 <15 0.1 + 0.2
− 0.1 1 36.4 ± 3.9 30.0 ± 2.9

Table 9. Selection requirements on discriminating variables determined by the optimization for

each Majorana neutrino mass point in the µµ channel high-mass SRs. Columns 7 and 8 show

the total background yields (Total bkgd.) and the number of observed data (Nobs), respectively.

The last columns show the overall signal acceptance for the DY and VBF channels. The quoted

uncertainties include both the statistical and systematic contributions. The dash indicates that no

selection requirement is made.
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mN p`1T p`2T m(`±`±Wjet) m(`Wjet) (pmiss
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(GeV) (GeV) (GeV) (GeV) (GeV) (GeV) (%) (%)

eµ channel SR1

85 >30 >10 >120 55–95 <7 26.1 ± 6.2 25 0.21 ± 0.03 —

90 >30 >10 >120 60–100 <7 37.4 ± 8.4 32 0.59 ± 0.07 —

100 >25 >20 >110 60–115 <7 23.6 ± 4.8 21 1.3 ± 0.1 —

125 >30 >30 >140 90–140 <7 25.5 ± 5.9 16 3.1 ± 0.2 —

150 >45 >35 >150 100–170 <7 34.1 ± 6.0 26 5.1 ± 0.3 —

200 >65 >35 >270 170–230 <7 11.1 ± 2.8 14 6.1 ± 0.4 —

250 >75 >60 >300 200–280 <7 11.1 ± 2.3 9 8.9 ± 0.5 —

300 >95 >60 >340 255–325 <7 5.8 ± 1.7 8 9.0 ± 0.6 3.4 ± 0.3

400 >120 >60 >530 325–450 <7 2.2 ± 1.0 7 7.4 ± 0.4 3.0 ± 0.3

500 >150 >60 >580 315–530 <7 1.8 ± 1.1 6 6.6 ± 0.5 3.0 ± 0.2

600 >175 — >670 315–740 <7 1.2 ± 0.9 4 5.9 ± 0.4 3.5 ± 0.3

700 >180 — >720 350–1030 <7 1.6 ± 1.1 3 5.2 ± 0.3 3.8 ± 0.2

800 >180 — >720 400–1030 <7 1.6 ± 1.1 3 4.5 ± 0.3 3.7 ± 0.2

900 >185 — >720 450–1040 <7 1.0 ± 0.7 2 3.8 ± 0.2 3.3 ± 0.2

1000 >185 — >720 500–1415 <7 1.0 ± 0.7 2 3.4 ± 0.2 3.0 ± 0.2

1100 >185 — >720 550–1640 <7 1.0 ± 0.7 1 2.8 ± 0.2 2.6 ± 0.2

1200 >185 — >720 600–1780 <7 1.0 ± 0.7 1 2.4 ± 0.2 2.3 ± 0.2

1300 >185 — >720 650–1880 <7 0.8 ± 0.7 1 2.1 ± 0.1 1.9 ± 0.2

1400 >185 — >720 650–1885 <7 0.8 ± 0.7 1 1.8 ± 0.1 1.7 ± 0.2

1500 >185 — >720 650–1885 <7 0.8 ± 0.7 1 1.5 ± 0.1 1.5 ± 0.1

1700 >185 — >720 650–2085 <7 0.8 ± 0.7 1 1.2 ± 0.1 1.3 ± 0.1

eµ channel SR2

85 >25 >10 — — <15 24.2 ± 6.4 31 0.001 ± 0.002 —

90 >25 >10 — 90–240 <15 13.4 ± 3.7 22 0.003 ± 0.002 —

100 >30 >15 — 100–335 <15 14.1 ± 4.1 21 0.009 ± 0.003 —

125 >35 >25 — 115–150 <15 0.6 ± 0.4 2 0.03 ± 0.01 —

150 >45 >30 — 132–180 <15 1.4 ± 0.5 2 0.14 ± 0.02 —

200 >70 >30 — 180–225 <15 1.5 ± 0.5 3 0.86 ± 0.09 —

250 >75 >55 — 225–280 <15 1.2 ± 0.4 2 1.7 ± 0.2 —

300 >95 >55 — 280–340 <15 1.2 ± 0.7 1 4.4 ± 0.4 0.8 ± 0.1

400 >125 >55 — 340–475 <15 2.0 ± 1.2 1 11.8 ± 1.1 2.7 ± 0.3

500 >145 >60 — 460–555 <15 0.7 ± 0.3 0 16.7 ± 1.6 5.2 ± 0.5

600 >160 — — 555–645 <15 1.4 ± 0.9 1 20.2 ± 1.9 13.2 ± 1.2

700 >170 — — 610–780 <15 2.0 ± 0.9 2 25.0 ± 2.4 17.6 ± 1.6

800 >170 — — 730–895 <15 0.8 ± 0.4 2 26.1 ± 2.5 18.3 ± 1.6

900 >180 — — 845–1015 <15 0.5 ± 0.2 0 25.6 ± 2.5 18.5 ± 1.7

1000 >180 — — 930–1075 <15 0.2 ± 0.2 0 23.5 ± 2.3 17.6 ± 1.6

1100 >180 — — 1020–1340 <15 0.3 ± 0.3 0 26.9 ± 2.7 19.6 ± 1.7

1200 >180 — — 1080–1340 <15 0.1 + 0.2
− 0.1 0 25.9 ± 2.6 19.9 ± 1.8

1300 >180 — — 1155–1595 <15 0.2 + 0.2
− 0.2 0 27.1 ± 2.7 20.7 ± 1.9

1400 >180 — — 1155–1615 <15 0.2 + 0.3
− 0.2 0 26.7 ± 2.7 20.8 ± 2.0

1500 >180 — — 1345–1615 <15 0.0 + 0.1
− 0.0 0 21.6 ± 2.2 18.0 ± 1.7

1700 >180 — — 1400–1800 <15 0.7 ± 0.6 0 19.8 ± 2.1 17.0 ± 1.7

Table 10. Selection requirements on discriminating variables determined by the optimization for

each Majorana neutrino mass point in the eµ channel high-mass SRs. Columns 7 and 8 show

the total background yields (Total bkgd.) and the number of observed data (Nobs), respectively.

The last columns show the overall signal acceptance for the DY and VBF channels. The quoted

uncertainties include both the statistical and systematic contributions. The dash indicates that no

selection requirement is made.
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Figure 4. Exclusion region at 95% CL in the |VeN|2 (upper) and |VµN|2 (lower) vs. mN plane. The

dashed black curve is the expected upper limit, with one and two standard-deviation bands shown in

green and yellow, respectively. The solid black curve is the observed upper limit. The dashed cyan

line shows constraints from EWPD [83]. Also shown are the upper limits from other direct searches:

DELPHI [30], L3 [31, 32], ATLAS [36], and the upper limits from the CMS
√
s = 8 TeV 2012

data [35] and the trilepton analysis [37] based on the same 2016 data set as used in this analysis.
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µN|2/(|VeN|2 + |VµN|2) vs. mN plane. The

dashed black curve is the expected upper limit, with one and two standard-deviation bands shown

in green and yellow, respectively. The solid black curve is the observed upper limit. Also shown

are the upper limits from the CMS
√
s = 8 TeV 2012 data [35].
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C.F. González Hernández, M.A. Segura Delgado

University of Split, Faculty of Electrical Engineering, Mechanical Engineering

and Naval Architecture, Split, Croatia

B. Courbon, N. Godinovic, D. Lelas, I. Puljak, T. Sculac

University of Split, Faculty of Science, Split, Croatia

Z. Antunovic, M. Kovac

Institute Rudjer Boskovic, Zagreb, Croatia

V. Brigljevic, D. Ferencek, K. Kadija, B. Mesic, A. Starodumov7, T. Susa

University of Cyprus, Nicosia, Cyprus

M.W. Ather, A. Attikis, M. Kolosova, G. Mavromanolakis, J. Mousa, C. Nicolaou,

F. Ptochos, P.A. Razis, H. Rykaczewski

Charles University, Prague, Czech Republic

M. Finger8, M. Finger Jr.8

– 37 –



J
H
E
P
0
1
(
2
0
1
9
)
1
2
2

Escuela Politecnica Nacional, Quito, Ecuador

E. Ayala

Universidad San Francisco de Quito, Quito, Ecuador

E. Carrera Jarrin

Academy of Scientific Research and Technology of the Arab Republic of Egypt,

Egyptian Network of High Energy Physics, Cairo, Egypt

Y. Assran9,10, S. Elgammal10, S. Khalil11

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia

S. Bhowmik, A. Carvalho Antunes De Oliveira, R.K. Dewanjee, K. Ehataht, M. Kadastik,

M. Raidal, C. Veelken

Department of Physics, University of Helsinki, Helsinki, Finland

P. Eerola, H. Kirschenmann, J. Pekkanen, M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland
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D. Troendle, A. Vanhoefer, B. Vormwald

Karlsruher Institut fuer Technology

M. Akbiyik, C. Barth, M. Baselga, S. Baur, E. Butz, R. Caspart, T. Chwalek, F. Colombo,

W. De Boer, A. Dierlamm, N. Faltermann, B. Freund, M. Giffels, M.A. Harrendorf,

F. Hartmann15, S.M. Heindl, U. Husemann, F. Kassel15, I. Katkov14, S. Kudella, H. Mild-

ner, S. Mitra, M.U. Mozer, Th. Müller, M. Plagge, G. Quast, K. Rabbertz, M. Schröder,
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A. Braghieria, A. Magnania, P. Montagnaa,b, S.P. Rattia,b, V. Rea, M. Ressegottia,b,

C. Riccardia,b, P. Salvinia, I. Vaia,b, P. Vituloa,b

INFN Sezione di Perugia a, Università di Perugia b, Perugia, Italy
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INFN Sezione di Pisa a, Università di Pisa b, Scuola Normale Superiore di Pisa
c, Pisa, Italy

K. Androsova, P. Azzurria, G. Bagliesia, L. Bianchinia, T. Boccalia, L. Borrello,

R. Castaldia, M.A. Cioccia,b, R. Dell’Orsoa, G. Fedia, F. Fioria,c, L. Gianninia,c, A. Giassia,

M.T. Grippoa, F. Ligabuea,c, E. Mancaa,c, G. Mandorlia,c, A. Messineoa,b, F. Pallaa,

A. Rizzia,b, P. Spagnoloa, R. Tenchinia, G. Tonellia,b, A. Venturia, P.G. Verdinia

INFN Sezione di Roma a, Sapienza Università di Roma b, Rome, Italy
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P.J. Fernández Manteca, A. Garćıa Alonso, J. Garcia-Ferrero, G. Gomez, A. Lopez Virto,

J. Marco, C. Martinez Rivero, P. Martinez Ruiz del Arbol, F. Matorras, J. Piedra Gomez,

C. Prieels, T. Rodrigo, A. Ruiz-Jimeno, L. Scodellaro, N. Trevisani, I. Vila, R. Vi-

lar Cortabitarte

CERN, European Organization for Nuclear Research, Geneva, Switzerland

D. Abbaneo, B. Akgun, E. Auffray, P. Baillon, A.H. Ball, D. Barney, J. Bendavid,

M. Bianco, A. Bocci, C. Botta, E. Brondolin, T. Camporesi, M. Cepeda, G. Cerminara,

E. Chapon, Y. Chen, G. Cucciati, D. d’Enterria, A. Dabrowski, V. Daponte, A. David,

A. De Roeck, N. Deelen, M. Dobson, T. du Pree, M. Dünser, N. Dupont, A. Elliott-

Peisert, P. Everaerts, F. Fallavollita42, D. Fasanella, G. Franzoni, J. Fulcher, W. Funk,

D. Gigi, A. Gilbert, K. Gill, F. Glege, M. Guilbaud, D. Gulhan, J. Hegeman, V. Innocente,

A. Jafari, P. Janot, O. Karacheban18, J. Kieseler, A. Kornmayer, M. Krammer1, C. Lange,

P. Lecoq, C. Lourenço, L. Malgeri, M. Mannelli, F. Meijers, J.A. Merlin, S. Mersi,

E. Meschi, P. Milenovic43, F. Moortgat, M. Mulders, J. Ngadiuba, S. Orfanelli, L. Orsini,

F. Pantaleo15, L. Pape, E. Perez, M. Peruzzi, A. Petrilli, G. Petrucciani, A. Pfeiffer,

M. Pierini, F.M. Pitters, D. Rabady, A. Racz, T. Reis, G. Rolandi44, M. Rovere, H. Sakulin,
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2: Also at IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France

3: Also at Universidade Estadual de Campinas, Campinas, Brazil

4: Also at Federal University of Rio Grande do Sul, Porto Alegre, Brazil
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47: Also at Universität Zürich, Zurich, Switzerland

48: Also at Stefan Meyer Institute for Subatomic Physics (SMI), Vienna, Austria

49: Also at Gaziosmanpasa University, Tokat, Turkey

50: Also at Adiyaman University, Adiyaman, Turkey

51: Also at Istanbul Aydin University, Istanbul, Turkey

52: Also at Mersin University, Mersin, Turkey

53: Also at Piri Reis University, Istanbul, Turkey

54: Also at Ozyegin University, Istanbul, Turkey

55: Also at Izmir Institute of Technology, Izmir, Turkey

56: Also at Marmara University, Istanbul, Turkey

57: Also at Kafkas University, Kars, Turkey

58: Also at Istanbul Bilgi University, Istanbul, Turkey

59: Also at Hacettepe University, Ankara, Turkey

60: Also at Rutherford Appleton Laboratory, Didcot, United Kingdom

61: Also at School of Physics and Astronomy, University of Southampton, Southampton, United

Kingdom

62: Also at Monash University, Faculty of Science, Clayton, Australia

63: Also at Bethel University, St. Paul, U.S.A.
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