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RESUMO

A definição da variável de progresso em técnicas de redução baseadas nos modelos de

flamelets é geralmente escolhida arbitrariamente ou baseada na experiência do usuário.

No entanto, quando sistemas complexos de combustão são objeto de interesse, tais escolhas

podem se tornar nada triviais. No presente trabalho, um método automático para otimizar

a definição da variável de progresso é implementado e acoplado com a técnica Flamelet-

Generated Manifold (FGM). Esta implementação é baseada em algorítmos de otimização

cuja função objetivo a ser minimizada é o requerimento de monotonicidade da variável de

progresso. Para avaliar a viabilidade da variável de progresso, não somente o requerimento

de monotonicidade foi levado em conta, mas também a representativadade da solução da

chama em simulações CFD uni e bi-dimensionais. Faltam trabalhos na literatura nos quais

uma variável de progresso otimizada é avaliada em simulações multidimensionais e que

discutam o fato do requerimento de monotonicidade não garantir necessariamente uma

boa solução. Portanto, neste trabalho, diferentes composições de combustíveis são sim-

uladas em chamas difusivas uni-dimensionais e em queimadores co-flow utilizando tanto

a técnica FGM com a variável de progresso otimizada quanto mecanismos detalhados de

cinética química. Os resultados mostram que, apesar de uma tendência de bons resultados

quando existe monotonicidade da variável de progresso, algumas definições monotônicas

apresentaram resultados ruins. Também foi observado uma tendência de bons resulta-

dos nas chamas multidimensionais quando as chamas unidimensionais apresentam bons

resultados. Notou-se ainda que, quando houve uma boa concordância nas simulações

unidimensionais para taxas de deformação correspondentes às regiões que são acessadas

no manifold, as simulações multidimensionais tenderam a apresentar bons resultados. A

minimização dos gradientes das variáveis do manifold também foi utilizada como função

objetivo mas não foram encontradas melhorias nos resultados em termos de representa-

tividade da solução.

Palavras-chave: Variável de Progresso; Otimização; FGM;
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ABSTRACT

The definition of the progress variable in flamelet-based dimension reduction techniques

is generally chosen arbitrarily or based on the experience of the user. When complex

combustion systems are the problems of interest, such choices can become a non-trivial

task. In the present work, an automated method to optimize the progress variable defini-

tion is implemented and coupled to the Flamelet-Generated Manifold (FGM) technique.

The automated choice implemented is based on an optimization algorithm whose objec-

tive function to be minimized is the requirement of monotonicity of the progress variable.

In order to evaluate the feasibility of the progress variable, not only the requirement of

monotonicity is analyzed, but also the representativeness of the flame solution in one-

dimensional and two-dimensional CFD simulations. There is a lack of studies in the

literature in which an optimized progress variable definition is analyzed for a multidimen-

sional solution and that discusses the fact that the monotonicity requirement does not

necessarily guarantees an accurate solution. Therefore, in the present work, different fuel

compositions are simulated in one-dimensional diffusion flamelets and in two-dimensional

co-flow burners using both FGM with the optimized progress variable and detailed mech-

anisms. The results show that, even though a tendency of good multidimensional results

exists when the progress variable is monotonic, some monotonic definitions presented bad

results. Also it was observed a tendency of finding good multidimensional results when

there are accurate one-dimensional solutions. It was still noticed that, when there was a

good agreement of one-dimensional results for strain rate values corresponding to the re-

gions accessed in the manifold, the multidimensional solution tended to be accurate. The

minimization of the gradients of the variables of the manifold is also used as an objective

function but no improvements were found in terms of representativeness of the results.

Keywords: Progress Variable; Optimization; FGM.
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1 THESIS CONTEXT

According to MME, 2017, the burn of petrol derivatives, natural gas, ethanol, coal,

wood, and agro-industrial residues represent more than 80% of the energy consumed in

Brazil. The combustion processes have great impact in industrial, transport and energy

production sectors. Thus, it is essential to use fuels efficiently, which requires the devel-

opment of tools for reaching a deep understanding of the underlying processes in flames.

Among the different types of flames, the laminar non-premixed flames are the object of

many fundamental researches aiming to better understand physical and chemical phenom-

ena for complex reacting flows [Cao et al., 2015, Xuan and Blanquart, 2013, Verhoeven,

2011, Smooke et al., 2005, Santoro et al., 1987]. Although simplified analytic solutions

for laminar non-premixed co-flow flames are available, the recurrent concern about in-

creasing efficiency of combustion processes and reduction in pollutant emissions demands

more sophisticated models. Among them, is worthy to highlight the usage of numerical

simulations using detailed chemical kinetic. Detailed kinetic for hydrocarbons oxidation

describes the chemical process through elementary reactions. In this way, hundreds of

reactions and dozens of chemical species are necessary to model a combustion process. In

addition, the system of non-linear differential equations to be solved is stiff and strongly

coupled, making the problem computationally demanding even for laminar flames.

Global kinetic mechanisms are an alternative to reduce the computational time

and are commonly employed to solve practical problems. Since they describe the chemical

kinetic through only few reactions, their use is restricted to conditions for which their rates

and constants were adjusted. Despite of being computationally efficient, their solutions

present deviations when compared with more detailed mechanisms. Besides that, the

post-processing of global mechanisms is limited to the species that comprise the reactions

considered. For instance, the 1-step mechanism presented by de Lange, 1992 considers

that the oxidation of the hydrocarbon produces only water and carbon-dioxide. Therefore,

considering methane as fuel, the only species able to be post-processed are CH4, O2, N2,

H2O and CO2. Hence, global mechanisms do not allow the study of pollutants formation

or the role of the radical pool on the flame behavior, for instance. For such reasons, their

use for solving practical combustion problems are losing space and more advanced models

for solving complex chemical kinetic have been developed, like chemical kinetic reduction
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techniques and flamelet approaches.

The idea of using a conserved scalar to map the thermochemical state of a flame,

which is the basis of flamelet models, is commonly used for diffusion flames with the in-

troduction of the mixture fraction as the conserved scalar [Burke and Schumann, 1928].

However, writing the flame structure as function of the mixture fraction is only accurate

when the assumption of infinitely fast chemistry is valid. The mixture fraction is a param-

eter which defines the mixture level in a certain point coming from reactants. Under the

infinitely fast chemistry assumption, the chemical kinetics can be decoupled from the flow

field being possible to write the flame structure as function of the mixture fraction only.

To account for non-equilibrium effects, the Steady Laminar Diffusion Flamelet - SLDF

model [Peters, 1984] introduced a second control variable, which is the stoichiometric

scalar dissipation rate. In general, the scalar dissipation rate at stoichiometric mixture

fraction describes the departure from chemical equilibrium condition [Pitsch et al., 2000].

After the SLDF model, a series of improved models were developed based on the flamelet

approaches, like the Flamelet Progress Variable - FPV [Pierce and Moin, 2004], Flame

Prolongation of ILDM (Intrinsic Low-Dimensional Manifold) - FPI [Gicquel et al., 2000]

and the Flamelet Generated Manifold - FGM [Van Oijen and de Goey, 2000].

Such methods project the high-dimensional thermochemical space onto a low-

dimensional lookup table, which is often called a manifold. In this approach, the entire

thermochemical space is pre-computed and parametrized in terms of a reduced set of

scalar variables that are conveniently solved in a combustion simulation and that prop-

erly map the physics of the flame. In most cases, the manifold is computed using both

conserved and reactive scalars, being the latter often referred to as reaction progress vari-

ables. In general terms, the chemical composition of cold state and fully-reacted mixture

is determined from conserved quantities, such as mixture fraction Z or equivalence ratio

φ, while the progress of combustion between unburned and burned states is described by

the reactive progress variables [Ihme et al., 2012].

In the case of the FGM technique, which is the flamelet model used in the present

work, a set of one-dimensional flamelets for different conditions (strain rates, enthalpy,

etc.) is simulated using a detailed chemical kinetic mechanism. This information is

used to represent a multidimensional flame by parameterizing such thermochemical data

in terms of controlling variables. Different types of flame require different controlling
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variables. An adiabatic laminar diffusion flame, for instance, requires a minimum of two

controlling variables, which is the mixture fraction, to track the mixture level coming

from reactants, and the progress variable, to track the progress of combustion. If heat

loss by radiation is modelled, then enthalpy becomes an additional controlling variable.

In case of modelling turbulent flames, the variances of the controlling variables increase

the dimension of the manifold as well. The accuracy of the FGM technique improves

with the number of controlling variables used, however, the increase in the manifold

dimension also increases the computational time. The reduction in the computational

time of such flamelet techniques relies on the solution of only the conservation equations

for the controlling variables instead of solving all the stiff differential equations of the

direct chemistry integration approach. Then, the multidimensional simulation results

on fields of the controlling variables, which are used as input data in the retrieval of the

information in the look-up table. As result, the entire thermochemical space of the flame is

reconstructed containing information from a detailed chemical kinetic mechanism, which

is pre-solved in the flamelets, but with a computational time hundreds of times faster in

some cases [Van Oijen and de Goey, 2000].

Other methods, like the FPV and FPI, were developed alongside FGM and rely

all on the same assumptions. They differ slightly in their implementation process mainly

in the construction of the manifold. However, one of the main difficulties of all these

techniques is the progress variable definition, which has significant impact on the accuracy

of results but usually is chosen based on experience or trial and error approach.

Automated choice of progress variable definition

In the emergence of combustion models based on lookup tables, the definition of

the progress variable is often based on the experience and intuition of the user, being

conventionally chosen using the mass fraction of major species such as CO2, H2O, CO

and H2. As reference, the Table 1.1 shows expressions that have been used as progress

variables in applications of hydrocarbon combustion, mostly for non-premixed flames,

since it is the object of study in the present work. Most of them has the mass fractions

of the species being multiplied by a coefficient, often defined as being the inverse of the

molar mass of the species (omitted from the table).

When dealing with simple hydrocarbons like methane, a standard definition which
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Table 1.1 – Different progress variable definitions used in the literature and their

respective applications.

Y definition Application Reference
(YCO2 + YH2O + YH2)/(Y

eq
CO2

+ Y eq
H2O

+ Y eq
H2) 1D, premixed, CH4/air, laminar Van Oijen and De Goey, 2002

YCO2 + YCO 1D, premixed, CH4/air, laminar Fiorina et al., 2003
YCO2 + YH2O LES, non-premixed, CH4 Pierce and Moin, 2004

YCO2 + YH2O + YCO + YH2 LES, Sandias flames D and E, CH4/air Ihme and Pitsch, 2008
YCO2 + YCO + YCH2O RANS, Diesel (n-heptane) Bekdemir et al., 2011
YCO2 + YCO + YHO2 RANS, Diesel (n-heptane) Egüz et al., 2013
YCO2 + YH2O + 0.9YCO Laminar, non-premixed, C2H4, gas-phase Zimmer, 2016

0.9YCO2 + YH2O + 0.9YCO + YH2 + YC2H2 Laminar, non-premixed, C2H4, soot modelling Zimmer, 2016
YCO2 + YH2O + YH2 Laminar, non-premixed, CH4 Verhoeven et al., 2012
YCO2 + YH2O + YH2 Laminar, non-premixed, CH4 Hoerlle, 2015
YCO2 + YH2O + YCO Laminar, non-premixed, CH4/CO2 Hoerlle et al., 2017

proved to give good results for non-premixed laminar flames is a linear combination of

CO2, H2O and H2 [Verhoeven et al., 2012, Hoerlle, 2015]. However, when more complex

hydrocarbons, different combustion stages or diluted mixtures are the subject of interest,

such standard definition can yield inaccurate results and different definitions are required.

Hoerlle et al., 2017, for instance, discussed the capabilities of different progress variable

definitions in reproducing the composition space when diluting CO2 in methane flames. It

was found that the standard definition used for pure methane diffusion flames, comprised

of a linear combination of CO2, H2O, and H2, did not provide accurate results when

adding CO2 into the fuel mixture, leading to bad predictions for the CO species mass

fraction profiles. A successful alternative was the replacement of H2 species by CO in the

previous progress variable definition. Even though such alternative provided good results

when dealing to CH4 diluted up to 40% CO2, it was based on the authors’ experience

on the FGM technique, and finding a good progress variable for more complex chemical

systems could become a non-trivial task even for experienced users.

For ethylene flames, frequently used in soot studies, the standard definition for

pure methane produces unsuitable results. Zimmer, 2016, comparing an FGM with a

detailed model, found a good definition for the progress variable when dealing only with

the gas-phase under unity Lewis number assumption. However, such definition was found

by a trial and error approach. Also, when preferential diffusion effects were considered

or soot was present in the flame, it was not possible to find a feasible progress variable

definition which provided accurate results.

Another recent example of issues in the progress variable definition is presented

by Göktolga et al., 2017, who proposed a multistage FGM method to solve Moderate or
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Intense Low-oxygen Dilution (MILD) combustion systems. Such type of problem presents

clearly distinct stages of combustion: pre-ignition, oxidation and post-ignition. It is not

possible to describe the combustion process uniquely and accurately through only one

progress variable. Therefore, more progress variables are defined in the multistage FGM

method, however, without an addition to the dimension of the manifold. This is done

by creating different manifolds for each stage of combustion and defining a threshold for

choosing from which manifold to retrieve the information in the multidimensional simu-

lation. Such approach is very promising since it can deal with combustion systems which

may contain different stages of combustion without increasing the manifold dimension.

The problem now is that two definitions of the progress variable have to be used.

Both examples above reinforce the importance of establishing a methodology for

the progress variable definition. Ihme et al., 2012 suggested that there is no general ex-

pression for it, and that it is dependent on the particular flame configuration. Therefore, it

is worth investigating a general methodology for choosing the progress variable definition.

In this scenario, new methodologies for choosing the reaction progress variable are im-

portant requirements for the improvement of chemical kinetic reduction techniques based

on lookup tables. Recent studies arose in the literature proposing automated methodolo-

gies for such task. Most of them rely on optimization techniques, in which an objective

function is chosen such that it provides a suitable progress variable. What is a suitable

progress variable is discussed in Chapter 4 of this thesis.

Different objective functions were analyzed on such investigations. Ihme et al.,

2012, for instance, found progress variables for methane and n-heptane/hydrogen flames

based on a cost function which minimizes the non-monotonicity of the progress variable.

The monotonicity requirement means that the progress variable uniquely identifies each

point in the thermochemical state space. It was found that using the optimization al-

gorithm yields better values of the cost function, which means more monotonic progress

variables were found with the algorithm. Unfortunately, the database they analyzed was

limited to simple one-dimensional diffusion flames and partially premixed flames, and they

did not apply their optimized definitions to a multidimensional problem, as also observed

by Chen et al., 2015. The author’s group experience from the present work with the FGM

technique shows that finding a monotonic progress variable is necessary, but not enough.

There is no guarantee that a representative solution will be found with some progress
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variable only due to its monotonicity. This will be shown later in the results of Chapter

5 and 6.

Another example is Niu et al., 2013, and Prufert et al., 2015, in which the gradients

of the chemical species in relation to the progress variable became the parameter to be

minimized. The difference between both studies is that in the former, the monotonicity

of the progress variable is a constraint to the optimization problem. In the later, the

monotonicity enters directly in the objective function as a penalty factor. The main

advantage of it is that, depending on the constraint applied in the first case, no definitions

might be found depending on the fuel being analyzed. In the last one, the algorithm

will find the most monotonic definition as possible, and it will always find a solution.

Again, minimizing the gradients of the look-up table implies in a better application of

the flamelet technique, leading to an easier interpolation and less discretization needed of

the manifold, but not necessarily in accurate results. Similarly to Ihme et al., 2012, they

only applied their method on the one-dimensional flames and perfectly mixed canonical

problems. An extension to multidimensional CFD applications needs to be performed in

order to guarantee the representativeness of their optimized progress variable definitions.

A different methodology of finding a suitable progress variable definition for flamelet

models is based on a Principal Component Analysis (PCA) of species mass fractions in

the composition space. It is analogous to the eigenvalue analysis of the ILDM method.

Since it is based on a rigorous mathematical formulation applied on the detailed chemical

kinetic mechanisms, it is possible that the resultant definition is representative in multidi-

mensional flames. Najafi-Yazdi et al., 2012, provided a rigorous mathematical formulation

for flamelet-based models and got the minimum number of linearly independent progress

variable definition based on PCA. However, there is no verification of their results with a

flow solver. Up to present, it is rare a multidimensional CFD simulation of a combustion

field based on an optimized progress variable definition. One example is the work of Chen

et al., 2015, which performed such analysis by using PCA to find an optimized progress

variable definition and compared it to a DNS solver, finally solving a CFD simulation

using a flamelet model with an optimized progress variable. Lift-off flames are simulated

and better results were found in comparison to conventional progress variable definitions.

Ihme et al., 2012, also suggested that a time-scale analysis to automatically identify the

candidate species in the definition of the progress variable could be used as guidance. A
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prior analysis of the chemical kinetic mechanism should be performed through computa-

tion singular perturbation (CSP), eliminating species which are exhausted in fast reaction

modes [Lam, 1993, Lam and Goussis, 1994]. It is possible that coupling such methodolo-

gies to the flamelet models can become an alternative for finding representative progress

variable definitions.

1.1 Objectives

In the context addressed above, it is remarkable the absence of works in the liter-

ature which perform a CFD simulation using a flamelet-based method with an optimized

progress variable. The only work so far which does it is Chen et al., 2015 study, which

simulates a premixed flame. The present work aims to apply an optimization algorithm

coupled to the FGM technique to find a feasible progress variable to be applied on the

solution of non-premixed laminar flames. The objectives of the present work can hence

be divided in the following items:

• Coupling of an optimization algorithm to the FGM technique using the genetic

algorithm toolbox from MATLAB R©[MathWorks, 2012];

• Testing the optimized progress variables in a CFD solver (ANSYS Fluent R©v16.1)

for different flames;

• Evaluation of the representativeness of the optimized definitions in 1D and 2D sim-

ulations;

1.2 Outline

The Chapter 1 referred to the thesis context in the literature, presenting the most

recent studies on the subject of the progress variable definition applied to flamelet-models.

Chapter 2 presents the mathematical formulation of laminar diffusion flames, including

the conservation equations and the conserved scalar formulation, important to the un-

derstanding of flamelet models. Chapter 3 discusses the FGM technique, the flamelet

equations, details of the manifold construction and hence the multidimensional equations

solved. Chapter 4 addresses the discussion about the automation of progress variable def-

inition. The concept of a feasible progress variable is assessed and different optimization
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formulations are presented. Also, a discussion about the representativeness of the progress

variable definition is addressed. Finally, Chapters 5 and 6 present one-dimensional and

two-dimensional results for different flames employing the optimized progress variable

found. The accuracy of different definitions obtained with the optimization algorithm im-

plemented is evaluated comparing them to conventional ones and to detailed mechanisms.

Chapter 7 brings a final conclusion about the present study.
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2 MATHEMATICAL FORMULATION OF LAMINARNONPREMIXED

FLAMES

This section will present the conservation equations that describe the physics of

non-premixed laminar flames. The equations are expressed in their three-dimensional

form and the assumptions considered are described along their presentation. It is impor-

tant to state that the following equations represent general non-premixed laminar flames,

while in chapter 3, one-dimensional equations for non-premixed laminar flamelets, which

were used to construct the look-up table, are presented. In the sequence, the conserved

scalar formulation for diffusion flames is presented, since it is the basis for the flamelet

modelling approach, which will be discussed in the next sections. Then, detailed chemical

kinetic modelling is described. Lastly, different simplified models to describe the com-

bustion process are briefly presented in the following sequence: infinitely fast chemistry

assumption, flamelet-based models and the ILDM method.

2.1 Conservation equations

The total mass conservation equation is given by

∂ρ

∂t
+ ~∇ · (ρ~u) = 0, (2.1)

where ρ is the mixture density and ~u is the flow velocity vector. In the limit of low-Mach

number, the pressure is assumed constant p u po and density is then only a function of

temperature T and composition. Also, for sufficiently low pressure, the ideal gas equation

of state can be assumed valid:

ρ u
p0MWmixt

RuT
, (2.2)

being p0 the atmospheric pressure, MWmixt the mixture molar mass and Ru the universal

gas constant.

The momentum balance is represented by the Navier-Stokes equation in the com-

pressible form

ρ

(
∂~u

∂t
+
(
~u · ~∇

)
~u

)
= −~∇p+ ρ~g + ~∇ · τ̂ , (2.3)
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where p is the static pressure and ~g represents the gravitational acceleration. In this

equation, the term in parenthesis in the L.H.S. represents the material derivative of the

velocity field, i.e., the acceleration of one fluid particle that moves in this field. The

R.H.S. of the equation is the summation of the forces (per unit volume) that act on the

fluid particle, with the first two terms being the pressure and body forces, respectively,

while the remaining terms represent viscous forces. Assuming the Stokes hypothesis for

a Newtonian fluid, the viscous stress tensor τ̂ is given by

τ̂ = µ
[
~∇~u+ (~∇~u)T

]
− 2

3
µ(~∇.~u)Î , (2.4)

where µ is the dynamic viscosity, Î is the identity tensor, ~∇~u is the velocity gradient

tensor with components (∂/∂xi)vj, (~∇~u)T is the transpose of the velocity gradient tensor

with components (∂/∂xj)vi and (~∇.~u) is the divergent of the velocity vector. This term

accounts for diffusion of linear momentum.

The balance equation of the chemical species i in terms of mass fraction (Yi), is

given by

∂ (ρYi)

∂t
+ ~∇ · (ρ~uYi) = −~∇ · ~Ji + ẇi, (2.5)

where the L.H.S terms represent the rate of change of the species i mass fraction for a

fluid particle that moves with the flow velocity. The R.H.S terms represent the divergent

of the diffusive flux ~Ji of species i, and the source term ẇi of production or consumption

of species i. The Equation 2.5 is solved for Ns − 1 species, being Ns the total number of

species. The mass fraction of the inert species N2 is given by

YN2 = 1−
Ns−1∑
i=1

Yi. (2.6)

The diffusive flux ~Ji, modelled by Fick’s Law, is given by

~Ji = −ρDi,m
~∇Yi, (2.7)

where Di,m is the binary diffusion coefficient of species i in the mixture.

The energy conservation equation is expressed through its enthalpy formulation by
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∂(ρh)

∂t
+ ~∇.(ρ~uh) = ~∇.

(
λ

Cp
~∇h
)
− ~∇.

[
Ns∑
i=1

(
1− 1

Lei

)
λ

Cp
hi~∇Yi

]
+ Sh (2.8)

where the L.H.S. represent the rate of change of mixture enthalpy for a fluid particle that

moves with the flow velocity. The R.H.S comprises the heat flux terms, being the first term

the heat flux due to conduction heat transfer in the presence of a temperature gradient.

The second term is the transfer of heat through mass diffusion due to the different heat

contents of the various species. The term λ is the thermal conductivity and h the sensible

enthalpy. The term Sh in the R.H.S of the equation is the energy source term, defined by

Sh = −
∑
i

h0iMWiwi, (2.9)

where h0i is the enthalpy of formation of species i, MWi is the molar mass of species i

and wi is the volumetric rate of production/destruction of species i. The energy equation

considered in Equation 2.8 neglected pressure variations under the assumption of low-

Mach number. The Dufour and Soret effects and radiation heat losses were also neglected.

The mixture specific heat is described as a weighted average of specific heats of species,

Cp =
Ns∑
i=1

Yi · Cp,i. (2.10)

2.2 Transport properties

Assuming unity Lewis number significantly simplifies the diffusion terms calcula-

tion through relating species mass and thermal diffusivities. The Lewis number is defined

as

Lei =
λ

ρCpDi,m

. (2.11)

For the calculation of λ and ν, it is assumed the approximation proposed by Smooke

and Giovangigli, 1991 for combustion of methane and air to reduce the computational

time. This approximation considers that the mixture dynamic viscosity and thermal

conductivity are both functions of the temperature and the specific heat at constant

pressure of the mixture according to



12

µ

Cp
= 1, 67× 10−8

(
T

298

)0,51

, (2.12)

λ

Cp
= 2, 58× 10−5

(
T

298

)0,69

(2.13)

2.3 Conserved sand composition. Also, for sufficiently low pressure, the

ideal gas equation of state can be assumed valid:calar formulation

One of the main issues when solving chemically reacting flows is the presence of

the reaction source term ẇi. Although its modelling approach is already well established,

ẇi is extremely nonlinear and results in stiff differential equations to be solved. However,

under the assumptions of unity Lewis number and infinitely fast reactions it is possible to

show that the concentration of the involved species and the system enthalpy are related

through stoichiometry such that, with a proper combination of variables, the chemical

reactions cancel out in the conservation equation. This combined quantity is called a

conserved scalar or coupling function, and the result is that the flame variables can be

described as functions of the conserved scalar only [Law, 2006].

There are different formulations for such approach which use different conserved

scalars or coupling functions. Under some assumptions, all different conserved scalars

are linearly related so that the choice is arbitrary. Under other circumstances, such

as non-equal diffusivity effects, number and uniformity of the reactants feed and the

complexity of the chemical mechanism considered, there may be one formulation that is

more convenient than others [Bilger, 1980; Law, 2006]. The mixture fraction formulation

is another derivative of the coupling functions formulation and therefore is also subjected

to the assumption of unity Lewis number. It is the most applied formulation for non-

premixed flames and it is used as conserved scalar in the flamelets models. For this reason,

its formulation will be discussed in the section 2.5.

The mixture fraction Z is a very convenient quantity for nonpremixed combustion

since it quantifies the fuel-air ratio of the mixture with values varying from null to unity.

Since the result of the mixture fraction formulation is the solution of the differential

equation for Z, it is convenient to have such normalization rather than values from null to

infinite, such as the equivalence ratio φ in premixed combustion. The physical meaning of
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Z is very similar to φ, in which both quantify the fuel-air ratio in the mixture. Considering

two uniform streams (that could be pure fuel and pure oxidizer), the Z value represents

the state of mixing at a certain point, relating the mass which came from stream S1 to the

one which came from stream S2. Different ways of presenting Z are possible, as presented

in Peters, 2000, such as

Z =
ṁ1

ṁ1 + ṁ2

, (2.14)

and

Z =
ZC/(mWC) + ZH/(nWH) + 2(YO2,2 − ZO)/(µO2WO2)

ZC,1/(mWC) + ZH,1/(nWH) + 2YO2,2/(µO2WO2)
. (2.15)

In the first definition (Eq. 2.14), ṁ1 is the mass flux originating from the fuel

and ṁ2 from the oxidizer stream. At last, a very common definition in experimental and

numerical analysis is the definition from Bilger, 1988, which is the last one presented (Eq.

2.15). The terms ZC , ZH and ZO denote the element mass fractions of C, H and O,

and WC , WH and WO their molecular weights, respectively. The terms m and n are the

number of atoms of C and H in the fuel. All definitions have boundary conditions of

Z = 1 in the fuel stream and Z = 0 in the oxidizer stream.

2.4 Detailed chemical kinetic modelling

The presented treatment of the chemical kinetic typically involves dozens of species,

hundreds of reactions and different chemical time scales. The system of non-linear differ-

ential equations to be solved is strongly stiff and coupled, making the problem computa-

tionally demanding even for laminar flames.

This section describes the production or consumption of chemical species in the

source term of the conservation equation of chemical species (Equation 2.5). Many ele-

mentary chemical reactions occurs simultaneously in the chemical reaction region of the

flame. In general, those reactions are reversible and both directions have to be accounted

for.

One generic chemical reaction j can be written as

Ns∑
i=1

ν
′

i,jMi 

Ns∑
i=1

ν
′′

i,jMi (2.16)
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where Mi represents the molecular formula of the species i, νi,j are the stoichiometric

coefficients (that indicates how many moles of the species i are part of the reaction j),

and the indexes ′ and ′′ indicate reactants and products, respectively.

Following this notation, the net reaction rate for the jth reaction is

¯̇ωj = kf,j

Ns∏
i=1

[Mi]
ν
′
i,j − kr,j

Ns∏
i=1

[Mi]
ν
′′
i,j , (2.17)

where the concentration of the species Mi is given by [Mi] = (YiMW/MWi)(p0/RuT ),

and k represents the reaction rate coefficient. The subscripts f and r indicates the forward

and the reverse directions of reactions, respectively.

The reaction rate coefficient k is given by the modified form of the Arrhenius

expression:

k = AT be−Ea/RuT . (2.18)

where A is the pre-exponential factor, b is the temperature exponent and Ea is the acti-

vation energy. These parameters are determined empirically by adjusting procedures to

recover experimental results, or theoretically from fundamental principles.

When the reverse reaction rate coefficient kr is not specified, it can be calculated

from the equilibrium constant Kc. In the equilibrium, the rate of change of any species

concentration is zero ( ¯̇ωj = 0 from Eq. 2.17), leading to

kf,j(T )

kr,j(T )
=

∏
i[Mi]

ν
′′
i,j∏

i[Mi]
ν
′
i,j

, (2.19)

The LHS of Equation 2.19 is equal to the equilibrium constant Kc,j of reaction j,

which can be precisely calculated from the Gibbs free energy following the equilibrium

formulation [Turns, 2000]. Lastly, the source term ω̇i of Equation 2.5 accounts all Nr

reactions of the chemical kinetic mechanism containing the species i, and is given by

ω̇i = MWi

Nr∑
j=1

(ν
′′

i,j − ν
′

i,j)¯̇ωj. (2.20)
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2.5 Simplified models

When dealing with complex combustion systems, there are two main streams of

research which try to simplify the chemical kinetic modelling: laminar flamelet models

and chemical reduction techniques. This section will talk about techniques which simplify

the combustion modelling and those which were the start point for the developing of the

Flamelet-Generated Manifold method, which is the technique used in the present work to

simplify combustion chemistry. The infinitely fast reaction limit, flamelet-based models

(SLDF, FPV, FPI, FGM) and the Intrinsic Low-Dimensional Manifold (ILDM) of Maas

and Pope, 1992 are presented in the next sections.

2.5.1 Infinitely fast reaction limit

By assuming unity Lewis number for all species, the analysis of nonpremixed flames

can be conducted through the mixture fraction Z space such that the results obtained are

independent of the flame configuration. For the case of a one-step irreversible reaction

with infinitely fast chemistry assumption, the earliest approximate solution of diffusion

flames is the Burke-Schumann solution [Burke and Schumann, 1928], which relates linearly

the species mass fractions and temperature to the mixture fraction (see Figure 2.1).

The usefulness of this approach is given by the fact that to solve the flame one needs

to solve only a transport equation for Z, since the flame variables ψ are all dependent

on Z only, yielding ψi = f(Z). Another advantage is that the differential equation that

describes the transport of Z does not have a source term. The general transport equation

for Z can be given by

∂ρZ

∂t
+ ρ~u · ~∇Z = ~∇ ·

(
ρD~∇Z

)
, (2.21)

subjected to the boundary conditions already stated for Z. Since the unity Lewis number

assumption is under consideration, the diffusion coefficient D is equivalent, in this case,

to the thermal diffusivity.

Even though it is useful to have the flame structure solved in terms of a conserved

scalar, ψi = f(Z), most of the time it is interesting to have the flame variables related to

the physical space, ψi = f(x, y, z, t). Therefore, the solution of Z in the physical space,

Z = f(x, y, z, t), needs to be solved. Different solutions have been proposed for different
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Figure 2.1 – Schematic Burke-Schumann solution of nonpremixed flames as function of

mixture fraction (adapted from Peters, 2000).

flame configurations. As an example, for a one-dimensional counterflow flame its structure

is time independent, and the three-dimensional Equation 2.21 can be reduced to its one

dimensional form yielding

ρv
dZ

dy
=

d

dy

(
ρD

dZ

dy

)
(2.22)

The solution of Equation 2.22 can be found in detail in Peters, 2000, in which one

obtains the solution

Z =
1

2
erfc

(
η/
√

2
)
, (2.23)

through similarity analysis, where η is a nondimensional similarity coordinate which is,

for the counterflow configuration, function of the strain rate a, ρ, D and the physical

coordinate (y in this case). Therefore, one can find the mixture fraction field in the

physical space, which is influenced by the strain rate a of the flow and by its properties.
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2.5.2 Flamelet-based models

The essential feature of the calculation of non-premixed flames is the introduction

of a conserved scalar, which is generally the mixture fraction, Z, as presented previously in

section 2.3. Under the assumption of infinitely fast reaction limit, all the flame variables,

such as temperature, mass fractions and properties can be uniquely described by Z. The

solution of diffusion flames can then be obtained by only solving a transport equation

for Z. The main advantage of such formulation is the absence of a chemical source

term, which is extremely non-linear and leads to stiff solutions of the transport equations.

However, such formulation fails when non-equilibrium effects are important. Therefore,

the Steady Laminar Diffusion Flamelet model of Peters, 1984 extended the conserved

scalar formulation to account for non-equilibrium effects, including the instantaneous

scalar dissipation rate at stoichiometric conditions, χst , as a second variable. Later,

derivations of this model arose with slightly different implementation processes which

improve the SLDF model, such as the Flamelet-Generated Manifold (FGM), Flamelet

Prolongation of the ILDM (FPI) and the Flamelet Progress Variable (FPV). Such models

will be briefly described in the sequence and the FGM technique will be detailed in Chapter

3.

Flamelet equations in mixture fraction space

In non-premixed combustion, chemical reactions will occur if fuel and oxidizer are mixed

at the molecular level [Pitsch et al., 2000]. The rate of the molecular scalar mixing is

represented by the scalar dissipation rate χ. When dealing to finite rate chemistry models,

χ appears as an important parameter in combustion models as the Flamelet model of

Peters, 1984, which will be discussed in section 2.5.2. The χ parameter arises when the

conservation equations given by Equations 2.5 and 2.8 suffer a coordinate transformation

of Crocco-type (as performed at Peters, 1984), from the physical space to the mixture

fraction Z space. The coordinate system (x, y, z, t) is transformed into the new one

(Z,Z2, Z3, τ), in which the new coordinate mixture fraction Z is locally normal to the

surface of stoichiometric mixture (Z(x, y, z, t) = Zst), Z2 = y, Z3 = z and τ = t. The

transformation rules applied are
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∂

∂t
=

∂

∂τ
+
∂Z

∂t

∂

∂Z
,

∂

∂x
=
∂Z

∂x

∂

∂Z
,

∂

∂y
=

∂

∂Z2

+
∂Z

∂y

∂

∂Z
,

∂

∂z
=

∂

∂Z3

+
∂Z

∂z

∂

∂Z
.

(2.24)

For the inner reaction zone, a quasi-steady state regime can be considered for the

flame structure and hence one can neglect the temporal terms. Also, in the inner reaction

zone all terms involving derivatives with respect to Z2 and Z3 are of lower order com-

pared to Z, which is the coordinate that comprises the highest gradients. The resultant

equations in the mixture fraction space can hence be written by Eqs. 2.25 and 2.26. The

energy equation is written in terms of temperature instead of sensible enthalpy, such it was

in Equation 2.8, and only the species chemical source term is considered for convenience.

− ρD
(
~∇Z
)2 ∂2Yi

∂Z2
= ẇi (2.25)

ρD
(
~∇Z
)2 ∂2Ti

∂Z2
= Sh (2.26)

The first term in the L.H.S of both equations above represents the influence of the

flow field in the flame structure in the Z space. This term is the scalar dissipation rate

and is given by

χ = 2ρD
(
~∇Z
)2
. (2.27)

In the flamelet concept, the scalar dissipation rate is used as a second variable

to describe the flame and an analytical expression is used to calculate it. Depending on

the flame configuration different expressions are obtained since it depends on the mixture

fraction. For the counterflow configuration, whose solution is presented in Eq. 2.23, the

scalar dissipation rate definition is given by

χ =
a

π
exp

(
−2
[
erfc−1(2Z)

]2)
. (2.28)
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The scalar dissipation rate, as already stated previously, quantifies the rate of the

molecular scalar mixing. In the counterflow configuration, the expression of χ (Eq. 2.28)

shows that χ is proportional to the strain rate a, which is a parameter that represents

the intensity of the gradients in the flow field. It means that the higher the strain rate is,

the higher the gradients will be and the higher will be the value of the scalar dissipation

rate. That means the rate of the molecular scalar mixing will increase and the molecular

diffusion time scale will decrease. Since the chemistry and diffusion time scales start to

get closer with the increase of χ, its value can also be interpreted as a departure from the

equilibrium regime. At a certain point, the scalar dissipation can be so high that leads

the flame to locally quench. The perturbation from equilibrium regime being quantified

by the scalar dissipation rate lead the flamelet approaches to use such parameter as the

second variable to account for non-equilibrium effects.

Steady Laminar Diffusion Flamelet Model (SLDF)

The laminar flamelet concept was introduced by Peters, 1984 and views a turbulent diffu-

sion flame as an ensemble of laminar diffusion flamelets. Such concept is derived from the

basic idea of scales separation between chemistry and turbulence. Non-premixed flames

have the diffusion time scale as dominant over convection and reaction ones. It is then

intuitive to think that the assumption of infinitely fast chemistry is suitable for laminar

flames. Such assumption is the basis for analytical models developed for non-premixed

laminar flames, such as the Burk-Schumann [Burke and Schumann, 1928] solution, for

instance. For turbulent flows, however, local diffusion time scales can vary considerably

leading the infinitely fast chemistry assumption to be locally not valid, and hence non-

equilibrium effects must be taken in account. Therefore, considering the flame reaction

zone thin compared to the small turbulence scales yields to a local laminar structure of

the flame even for turbulent flames.

The SLDF equations were previously presented in Eqs. 2.25 and 2.26 and can be

written in a more general way as follows

− χ

2

∂2ψi
∂Z2

= ẇ (2.29)

where all the thermochemical quantities are a function of mixture fraction and scalar

dissipation rate only. Therefore, all flame variables ψ in the steady laminar flamelet
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model can be represented by

ψ = fψ (Z, χZst) , (2.30)

where fψ represents the steady laminar flamelet library. The solution of these equations

can be represented by the S-shaped curve, shown in Figure 2.2, where the stoichiometric

temperature is graphed as function of the stoichiometric scalar dissipation rate. The

upper and lower branches are the fully burning and fully frozen states, respectively. The

turning point between the upper and the middle branch represents the quenching limit of

the flame, while the turning point between the lower and the middle branch represents the

igniting limit. It is important to note that the flamelet library from the steady laminar

flamelet model in Equation 2.30 contains only the burning state solution of the S-shaped

curve. One can note that there is no unique solution for each value of χst in the steady

laminar flamelet model. The model proposed by Peters, 1984, does a vertical projection

on the S-shaped curve when some point falls into the unstable branches. That means the

steady laminar flamelet models which use the mixture fraction Z and the stoichiometric

scalar dissipation rate χst for parametrization of all thermochemical quantities are unable

to describe the transient states a flamelet experiences during the extinction and re-ignition

processes [Ihme and Pitsch, 2008].
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Figure 2.2 – Solution of the flamelet equations for methane/air combustion represented

by the S-shaped curve, showing the stoichiometric temperature as function of the

stoichiometric scalar dissipation rate (adapted from Ihme, 2007).

FGM, FPI and FPV models

After the introduction of the SLDF model, different methods arose in the literature which

are very similar, differing slightly in their implementation process solely. In the years

2000, the Flamelet-Generated Manifold (FGM) technique was being developed by Van

Oijen and de Goey, 2000 and, at the same time, the Flame Prolongation of the ILDM

(FPI) was being independently developed by Gicquel et al., 2000. Later, Pierce and

Moin, 2004 combined the SLDF model with the progress of reaction concept, proposing

the Flamelet-Progress Variable (FPV) model. The FGM model will be explained in detail

in Chapter 3. In the sequence, a brief explanation of the improvements of the mentioned

techniques over the SLDF will be addressed.

The Flamelet Progress Variable (FPV) approach, proposed by Pierce and Moin,

2004, suggested the utilization of a reactive scalar as second control variable instead of the

stoichiometric scalar dissipation rate in order to account flame dynamic effects into the

steady laminar flamelet model. In practical terms, the introduction of this new reactive
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scalar allowed an horizontal projection onto the S-shaped curve instead of a vertical one

to the burning state only, as the steady laminar flamelet model of Peters, 1984 does (see

Figure 2.3).
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(a) SLDF flamelets solutions accessed.
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(b) FPV flamelets solutions accessed.

Figure 2.3 – Schematic comparison of (a) SLDF model with (b) FPV model (adapted

from Ihme, 2007). The solid lines represents the accessible solution in each mode, and

the points and arrows represent the projections into the S-shaped curve of each model.

The new reactive scalar introduced is the progress parameter Λ, whose definition

must be chosen such that it allows for a unique identification of all flamelets Ihme et al.,

2005. Another constraint for the progress parameter Λ is that it must be statistically

independent of the mixture fraction Z. If one chooses a generic reactive progress variable

Y as being the temperature or a linear combination of the major chemical species, and

wants to use it as second control variable along the mixture fraction, it would not be

theoretically possible to ensure independence of those two variables (Y and Z). For this

reason, the progress parameter Λ was defined as being a function of the progress variable

Y at a certain condition of Z. A common definition used for Λ is

Λ = Y|Zst. (2.31)

With the introduction of the progress parameter Λ in the FPV model, all flame

variables can be described by

ψ = Fψ (Z,Λ) , (2.32)
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where Fψ represents the FPV library. Note that it differs from Equation 2.30 since it

includes all the solutions of the S-shaped curve, even the unstable branches.

The objective of the look-up techniques in combustion is to solve transport equa-

tions for a small number of control variables which can mimic the chemical kinetic of some

detailed mechanism, instead of solving all the equations which describe it. Hence, from

Equation 2.32, in the FPV model it would be necessary to solve transport equations for

Z and Λ. A transport equation for Z is already solved in other techniques, but solving

a transport equation for Λ would be too much complicated [Ihme, 2007]. It is common

to solve a transport equation for a generic reactive progress variable, mainly in premixed

flames, without extra complications. Therefore, it would be more convenient to use the

progress variable Y as second control variable in order to solve a transport equation for

it, instead of for Λ. To ensure it can be done, the definition of Y should be chosen such

that the function that relates Λ and Y be bijective (invertible), yielding to a independent

relation with the mixture fraction Z. This constraint is exactly the objective function

used by Ihme et al., 2012, in his work dealing with an optimization algorithm to find a

suitable definition for the progress variable.

2.5.3 Reduced chemical kinetic techniques

When dealing with the subject of simplifying the calculations necessary to de-

scribe the kinetic of combustion systems, several strategies arise. Classical methods like

the Quasi-Steady State or Partial Equilibrium are used to find approximate algebraic

relationships for the fast reactive species in terms of the slow reactive species. However,

both need previous knowledge about the behavior of the reaction time scales in order to

choose which species to be considered in quasi-steady state or elementary reactions to

assume in partial equilibrium.

Another method for reducing chemical kinetic is the Intrinsic Low-Dimensional

Manifold (ILDM) technique, firstly presented by Maas and Pope, 1992. The ILDM brings

the advantage of automatically extract the required information from the detailed mech-

anism without relying on experience or intuition from the person applying it. Since the

FGM method, which is the chosen method in the present work, was developed based on

the flamelet-based models as well as on the ILDM technique, a brief explanation of the

ILDM will be addressed in the sequence. The following text was written based on Maas
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and Pope, 1992 and its reading is recommended for a complete explanation of the method.

Systems of Ordinary Differential Equations (ODE) which have time as an indepen-

dent variable present local time scales which can be significant parameters depending on

the application. For combustion systems, comprised of ODEs which describe the species

mass fractions transport, the time scales in which each of them occur are very important

parameters. The mathematical way to retrieve the different time scales due to the ele-

mentary reactions is to find the eigenvalues of the Jacobian matrix of the ODE system.

A ns-dimensional linear system of ns first order ODEs can be represented by

dx
dt

= f (x1, x2, ..., xns) , (2.33)

where t is the independent variable, x is the vector of species mass fractions of length

ns, and xi are the individual species mass fractions. The vector f comprises the functions

describing the rates of change of the species mass fractions. In order to find the time

scales associated with the solution at each point in the solution space, it is necessary to

perform an eigenvalue analysis of the Jacobian matrix J at each point of the solution

space, which is given by

J =


∂f1
∂x1

∂f1
∂x2

· · · ∂f1
∂xns

∂f2
∂x1

∂f2
∂x2

· · · ∂f2
∂xns

...
... . . . ...

∂fns

∂x1

∂fns

∂x2
· · · ∂fns

∂xns

 . (2.34)

The ILDM is based on the idea that the slow time scales dominate the behavior

of the chemical kinetic over the fast time scales. Therefore, the slow elementary reactions

should be identified through the eigenvalue analysis of the matrix of Equation 2.34 and

be the basis for the creation of the solution trajectory. It is intuitive to think that the

slowest reactions dominate the path of the chemistry over the fast time scales, which

could be interpreted as being in steady state. There are many methods for finding the

eigenvalues of the Jacobian matrix, however there are some that might be more useful

than others in terms of implementation, such as the Schur decomposition, for instance.

The next step is applying such technique at a certain known point of the manifold. A

point which will always be in the manifold is the equilibrium point. Then, a numerical

procedure to guess the next point in the manifold is performed extracting the eigenvalues
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of the Jacobian matrix in such guessed point. The final result is a path which represents

the lower dimensional manifold which should be representative of the detailed chemistry

path (see Figure 2.4).

Figure 2.4 – Plot of a lower dimensional manifold along sample trajectories from

different initial conditions (adapted from Maas and Pope, 1992).
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3 FLAMELET-GENERATED MANIFOLD (FGM) TECHNIQUE

The FGM technique was independently developed at the same time by Van Oijen

and de Goey, 2000 and Gicquel et al., 2000, in which the later calls it the Flame Prolonga-

tion of ILDM (FPI) method. The FGM is based on the observation that multidimensional

turbulent flames can be represented by several unidimensional laminar flames, commonly

called flamelets, which describe all the flame composition space. It combines the ad-

vantages of reducing the chemical space into a small number of representative control

variables, like the Intrinsic Low-Dimensional Manifold (ILDM) method does [Maas and

Pope, 1992], along the advantages of considering the flow characteristics by solving a set

of flamelets, like the Steady Laminar Flamelet Model (SLDF) [Peters, 1984]. The later

allows a better prediction of cold zones of the flame in comparison to the ILDM tech-

nique. Hence, the solutions of the flamelets (thermal, chemical and transport scalars that

represent the combustion process) are stored in a manifold as function of the control vari-

ables. The choice of the control variables depends on the physics which will be simulated.

They need to parametrize the entire thermochemical state of the flame. For premixed

adiabatic flames, for instance, only a reactive progress variable is sufficient to properly

map its physics, while for diffusion flames it is necessary the inclusion of the mixture

fraction Z as additional control variable. Usually two or three dimensions are sufficient

to properly solve most combustion systems, however, manifolds with higher dimensions

may be necessary for more complex problems.

After constructing the manifold, it is further used in computational fluid dynamics

codes to reconstruct the multidimensional flame. Note that in the FGM technique it is

not necessary to solve all the chemical kinetic reaction equations neither the chemical

species mass conservation or energy equations. Instead of it, transport equations for the

control variables are solved along with the flow equations. This yields a reduction in the

computational time up to 100 times in some cases [Van Oijen and de Goey, 2000]. In

section 3.3 the equations solved in a multidimensional flame using FGM are presented.

The Figure 3.1 shows a schematic representation of the FGM operation.

In the next sections, the flamelets equations used to construct the manifold will

be presented in more detail. In the sequence, the process of manifold construction will be

addressed and finally the equations which are solved in the multidimensional simulation
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are presented. A discussion about the control variables is addressed in the next chapter,

along the introduction of the optimization problem formulation.
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Figure 3.1 – Schematic representation of the operation of FGM technique [Hoerlle,

2017]. Hypothetical flamelet solutions are represented in physical space, for different

strain rates a. Then, the flamelet solutions are stored in the manifold through the

parametrization with the two controlling variables (Z and Y). During the

multidimensional simulation, the manifold is constantly accessed to retrieve the needed

flame variables from the controlling variables.

3.1 Flamelet equations

Several unidimensional flames need to be solved for different conditions in order to

build the manifold. In the case of diffusion flames being solved with the FGM technique,

it is common to vary the strain rate a in counterflow flamelets from values close to equi-

librium (small values of a) up to extinction (big values of a). The system of equations

that is solved in the flamelets is derived from the three-dimensional conservation equa-

tions from section 2.1. They are simplified for one dimension and the stretch rate term is
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introduced to account for multidimensional effects. The introduction of the stretch rate

in the flamelet modelling is explained in detail in De Goey and Ten Thije Boonkkamp,

1999. It is also important to state that in the flamelet solutions the chemical kinetic is

solved through a detailed mechanism. Therefore, there is information from the detailed

mechanism in the FGM technique, which is stored in the manifold.

The system of flamelet equations for mass, species and enthalpy conservation is

given by

∂ρ

∂t
+
∂ρu

∂x
= −ρK, (3.1)

∂ρYi
∂t

+
∂ρuYi
∂x

= − ∂

∂x

(
ρYi~Vi

)
− ρKYi + ω̇i, (3.2)

∂ρh

∂t
+
∂ρuh

∂x
= − ∂

∂x

(
− λ
cp

∂h

∂x
+

Ns∑
i=1

hiρYi~Vi

)
− ρKh+ ˙qR, (3.3)

in which x and u are, respectively, the spatial coordinate normal to the flame surface and

the flow velocity. The x-momentum equation is superfluous since the continuity equation

was used to find the velocity in the x direction. In addition, a transport equation was

employed for the stretch rate (K), which was derived from the momentum equation in

transverse direction. The conservation equation of K reads

∂ρK

∂t
+
∂ρuK

∂x
=

∂

∂x

(
µ
∂K

∂x

)
− ρK2 + ρ2a

2, (3.4)

in which, a is the linear strain rate a = −∂u/∂x [s−1] and ρ2 the density, both defined at

a reference position, usually the oxidant side in non-premixed counterflow flames.

The stretch rate is defined as the relative rate of change of M as

K =
1

M

dM

dt
. (3.5)

where M(t) is the mass contained in an infinitesimal flame volume V (t)

M(t) =

∫
V (t)

ρdx (3.6)

that moves with the local velocity of the flame surface.

Finally, the set of differential equations is followed by the ideal gas law and the
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caloric equation of state.

3.1.1 Counterflow flamelet modelling

The solution of the counterflow unidimensional flames was performed with the

CHEM1D code (it is a CFD code to solve unidimensional flames developed in the Reactive

Flow Group at the Eindhoven University of Technology). The code solves the system

of conservation equations for reactive flows based on the finite volume method with a

fully implicit modified Newton technique. Different domain lengths were used depending

on the strain rate value, since the flame structure changes with it. The code employs

a grid refinement algorithm to increase the number of control volumes in regions with

steep gradients. The advective terms of the conservation equations were treated by the

exponential discretization scheme, while the diffusive ones were treated by the central

difference scheme. The conservation equations describe the conservation of mass, stretch

rate, chemical species and enthalpy (set of equations 3.1-3.4).

The Figure 3.2 shows a schematic counterflow flame. In the present case, the fuel

is injected in the left side (−L) while the oxidant is injected in the right side (+L). Both

streams are injected along the x coordinate. A stagnation plane is formed between the

injection tubes, and the flame commonly is formed closer to the oxidant side. For this

flame, radial gradients can be neglected in transport equations because axial gradients

are more significant.

OxidantFuel

-L +Lx

Figure 3.2 – Schematic counterflow flame configuration [Hoerlle, 2015].

The set of equations 3.1-3.4 are subjected to the following boundary conditions:
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Fuel side Oxidant side
u(x = 0) = 0

Yi(x→ −L) = Yi,1 Yi(x→ +L) = Yi,2
h(x→ −L) = h1 h(x→ +L) = h2

K(x→ −L) = a
√
ρ2/ρ1 K(x→ +L) = a

The subscripts 1 and 2 represents the fuel and the oxidizer, respectively, while −L

(pure fuel) and +L (pure oxidant) indicates the position of the boundary conditions. The

stretch rate tends to the linear strain rate at the oxidant injection position K(x→ +L) =

a.

In general, the multidimensional laminar flames retrieve information from the man-

ifold related to the burning state of the S-shaped curve from Figure 2.2. In such cases,

only the steady state solutions of the conservation equations above would be necessary,

varying the strain rate from equilibrium conditions up to almost extinction of the flame.

However, to guarantee that in the case the multidimensional flame wants to access regions

closer to extinction and that it will be properly mapped by the control variables, it is a

good practice to solve unsteady flamelets for a critical strain rate value which would lead

to extinction. The Figure 3.3 below represents the regions of the S-shaped curve which

are actually obtained with the flamelet solutions in the FGM technique. One may notice

that this is different from the standard SLDF flamelet model, which only solves the fully

burning branch, and from the FPV model, which solves all the branches, including the

unstable ones. Instead of it, the FGM technique solves the fully burning state and solves

a set of unsteady flamelets for only one critical strain rate until it reaches extinction. This

is enough for adiabatic laminar flames which do not present local extinction phenomena

or re-ignition effects.
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Figure 3.3 – Flamelets solutions accessed by the FGM technique. The fully burning

branch is obtained by steady flamelets while unsteady flamelets are solved to obtain the

solution up to fully extinction.

3.2 Manifold construction

The manifold is the look-up table which contains all the detailed thermochemical

information obtained through the flamelets solutions. This manifold will be accessed

during the multidimensional simulation for retrieving properties which are used in the

transport equations, and later in a post-processing step to reconstruct the temperature

and species mass fraction fields of the flame. For the case studied, a non-premixed laminar

flame, a 2D manifold is sufficient to accurately capture the physics of the flame. The

mixture fraction Z and a reactive progress variable Y are chosen as controlling variables for

parametrization, the mixture fraction definition follows Bilger, 1988, defined by Equation

2.15. The reaction progress variable Y may acquire several different definitions. Such

definition is crucial to the FGM accuracy and will be further discussed in next chapter.

The following steps comprise the 2D manifold construction from the flamelets

solutions:

1. Reading of the chemical mechanism to retrieve the chemical species information;
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2. Reading of flamelets solutions (comprised of steady-state and unsteady flamelets);

3. Definition of manifold discretization in Z and Y directions;

4. Calculation of mixture fraction through Bilger’s definition (Equation 2.15);

5. Definition of Y , generally defined as: Y =
∑Ns

k=1 αkYk;

6. Interpolation of the flamelets solutions into Z space, followed by interpolation into

Y space;

7. Calculation of all desirables variables to be in the manifold as function of Z and Y ;

8. Writing of manifold in specified format;

The result of the above process is a table with all thermochemical information of

the flamelets stored in it. A graphical representation of the manifold for a generic variable

φ in the Z × Y space is shown in Figure 3.4.
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Figure 3.4 – Schematic representation of a generic flame variable φ as function of the

controlling variables Z and Y . The set of data for all flame variables is called a manifold.

From the point that the controlling variables are well defined, a manifold can be

considered suitable if it allows a good search and interpolation procedure in the multidi-
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mensional simulation of the flame. If a manifold has big gradients of the variables in the

space of the controlling variables, it would need a more refined discretization of the man-

ifold or a better interpolation algorithm in order to accurately retrieve its information. It

is intuitive to think that most essential information of the flame is comprised around the

stoichiometric mixture fraction value. Therefore, in the present work, all the manifolds

have a bias in its discretization, in such way that the stoichiometric region has a more

refined mesh.

3.3 Multidimensional simulations

After building the manifold from one-dimensional flamelets, a multidimensional

flame can be simulated by retrieving information from such look-up table. This is per-

formed by solving a transport equation for the controlling variables (Z and Y in this case)

in addition to the total mass and momentum conservation equations. It is good to em-

phasize that the reduction in the computational time observed with the FGM technique

is due to the replacement of the solution of all chemical reaction equations and the energy

equation by the transport of the controlling variables. The studied cases in this work

are adiabatic, however, in case of an non-adiabatic flame, the energy equation should be

solved and the enthalpy is used as an additional controlling variable.

For simplicity it will be assumed the unity Lewis approximation Le = 1. Thus,

the terms accounting for preferential diffusion in the controlling variable equations vanish.

A detailed description of the flamelet equations including preferential diffusion is found

elsewhere [Verhoeven et al., 2012, Donini et al., 2015 and Van Oijen et al., 2016].

Assuming the unity Lewis number, the transport equations for the controlling

variables Z and Y are described as

~∇ · (ρ~vZ) = ~∇ ·
(
λ

cp
~∇Z
)
, (3.7)

~∇ · (ρ~vY) = ~∇ ·
(
λ

cp
~∇Y
)

+ ω̇Y , (3.8)

where ω̇Y is the source term for the progress variable Y . It includes the source terms

(ω̇Y =
∑

i αiω̇i) of the chemical species that constitute the progress variable. This term

is tabulated in the manifold such that ω̇Y = ω̇Y(Y , Z) in adiabatic simulations.
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The boundary conditions for the controlling variables transport equations in a

co-flow flame are:

Fuel inlet Oxidant inlet
Z = 1 Z = 0
Y = 0 Y = 0

and the remaining boundary conditions are defined as null derivatives.

Since the boundary conditions for the progress variable, which describes the com-

bustion process, are null for all boundaries, it is necessary to perform an ignition process.

This is done by imposing a value of progress variable correspondent to the maximum

value of its source term, in the region of the multidimensional flame in which the mixture

fraction assumes its stoichiometric value. During the multidimensional simulation, a field

for Z and Y is obtained and for each cell of the domain the pair of values for the control

variables are used by a search and interpolation algorithm. After solving Equations 3.7

and 3.8, the pair of values (Z,Y) is used as input by the search and interpolation algo-

rithm. The system comprises on finding the four closest combinations of Z and Y in the

manifold and hence perform a bi-linear interpolation similar to the one used in Van Oijen,

2002.

The numerical methodology applied in the two-dimensional simulations will be

presented in Chapter 6.
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4 AUTOMATED CHOICE OF THE PROGRESS VARIABLE DEFINI-

TION

Since the appearance of methods for reducing the chemical kinetic of complex

mechanisms based on tabulation techniques, the definition of an accurate and feasible

progress variable Y became one of the main concerns for achieving a good accuracy in

such methods. Even though the literature contains several studies providing good results

using tabulation techniques for combustion modelling, without a proper definition for Y ,

such accuracy can not be reached. In general, Y is defined as a linear combination of major

chemical species of the combustion products, and its coefficients are chosen arbitrarily or

based on the user’s experience. A linear combination of chemical species leads to simpler

derivations of the transport equation of the progress variable, whose derivation start from

the transport equation of the chemical species, mainly when preferential diffusion effects

are included.

Studies have been performed in order to automate the Y definition by the use of

Principal Component Analysis (PCA) [Najafi-Yazdi et al., 2012 and Chen et al., 2015], a

method analogous to the eigenvalue analysis of ILDM, or by optimization methods [Ihme

et al., 2012, Niu et al., 2013 and Prufert et al., 2015]. The result of both methods is

a set of coefficients for each species which comprises the Y definition, which can now

contain all the species of a detailed mechanism instead of only the major chemical species

of combustion products, for instance.

This section presents the problem of finding a feasible progress variable as being

equivalent to solving a constrained optimization problem, similar to Ihme et al., 2012,

Niu et al., 2013 and Prufert et al., 2015. The characteristics of a feasible progress variable

are addressed, the optimization problem formulation used in literature is presented and

the difference of finding a suitable Y definition and a representative one is discussed.

4.1 Definition of a feasible progress variable

In tabulation techniques, the reaction progress variable Y describes the progress of

combustion from the unburned to burned states of a flame. Ideally, it should mimic the

chemical path of the detailed mechanism in which the tabulation is based on. However,

it is only feasible if an adequate definition is applied to Y , since the results obtained with
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tabulation techniques are very sensitive to their definition. Different investigations were

performed in the literature with different approaches, but they shared similar principles

as the ones suggested by Ihme et al., 2012:

(a) The definition of Y should result in a transport equation that can be conve-

niently solved in a combustion simulation;

(b) The reactive scalars from which Y is constructed should all evolve on compa-

rable time scales;

(c) All parameters that define the manifold should be independent of one another;

(d) The set of parameters from which the manifold is formed should uniquely char-

acterize each point in the thermochemical state-space;

Most definitions of the progress variable reported in the literature fulfill principles

(a) and (b). In such cases, the progress variable is formed by a linear combination of

major species. Under the assumption of unity Lewis number, which yields equal species

diffusivities, the transport equation for the progress variable can be conveniently solved in

a combustion simulation, since the resultant transport equation is a simple summation of

the transport equations of the chemical species which comprise its definition. Moreover,

major product species are formed through reaction paths which generally evolve on similar

time scales [Ihme et al., 2012]. This is the reason why only major species were taken

into account on the optimization problem of Ihme et al., 2012, in which different linear

combinations of CO2, H2O, CO and H2 were tested.

4.2 Optimization problem formulation

In order to find a feasible progress variable through an optimization problem, dif-

ferent approaches can be used in terms of problem formulation. The objective function to

be minimized is arbitrary and some studies in the literature have presented good results.

One possible approach is based on the assumption of principle (d), considering the mono-

tonicity of the progress variable as the objective function to be minimized [Ihme et al.,

2012]. Another possible approach is to include the minimization of the chemical species

gradients as well as the monotonicity requirement in the objective function definition [Niu

et al., 2013 and Prufert et al., 2015].
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4.2.1 Monotonicity of progress variable

Ihme et al., 2012 solved the problem of finding a feasible progress variable definition

by imposing a cost function which minimizes the non-monotonicity of it. The requirement

of the monotonicity of the progress variable can be expressed by the following expression

for diffusion flames:

dY
da

∣∣∣∣
Z

> 0. (4.1)

The expression above states that, for each value of mixture fraction Z, the differ-

ence between the values of the progress variable among different flamelets must continu-

ously increase or decrease. The term a is the strain rate and is the parameter which

identifies each flamelet. To illustrate such concept, the figure below shows different

flamelets interpolated in the Z × Y space, where an overlapping of the curves means

non-monotonicity of the progress variable. The monotonicity of Y in respect of the strain

rate guarantees the requirement (d), i.e., that the controlling variables (Z and Y) uniquely

map each point in the thermochemical state-space.
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(b) Non-monotonic progress variable

definition.

Figure 4.1 – Flamelet profiles in the Z × Y space showing different monotonic behaviors

using different progress variable definitions. Illustrative example for a generic

counterflow diffusion flame.

In terms of an optimization problem, the objective function to be minimized can

be expressed by
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minimize
αk∈RS

a=eq.∑
a=ext.

Z=1∑
Z=0

max [Y (a;αk)− Y (a+ δ;αk) , 0 ]

subject to k ∈ S.

(4.2)

in which α is the set of coefficients which comprises the Y definition, k is the species

index and S is the set of species which comprises the Y definition. When a non-monotonic

set of α is found, the objective function will find a value greater than zero and will count

it. The summation of the values greater than zero are the parts of the manifold which are

non-monotonic. A perfectly monotonic manifold would imply in a null resultant objective

function.

Figure 4.2 shows a schematic representation of Equation 4.2 usage. The figure on

the left results in a negative value from the difference among consecutive progress variable

values, resulting on the choice of the null value when choosing the maximum value. The

opposite occurs in the figure on the right, in which the same difference calculated results

in a positive value, which represents a non-monotonic behavior.

Figure 4.2 – Schematic representation of Equation 4.2 usage.

4.2.2 Minimization of chemical species gradient

As it will be presented in Tables 5.1 and 5.2 in next section, there are various possi-

bilities of perfectly monotonic progress variable definitions. The optimization formulation

of Equation 4.2 finds the most monotonic definition as possible, whose best possible value

of the objective function is zero. This section treats about a different formulation from
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the Equation 4.2, which considers the gradient of the chemical species as a parameter to

be minimized as well. Such formulation is very similar to that used by Prufert et al.,

2015. The idea is that a progress variable definition which is monotonic and also provides

small gradients of the chemical species in the Z × Y space is a good progress variable.

The new optimization problem formulation can now be expressed by

minimize
αk∈RS

Ns∑
k=1

Z=1∑
Z=0

max
j=1,...,Nf

[
dYk
dY

]
+

a=eq.∑
a=ext.

Z=1∑
Z=0

µ (max [Y (a;αk)− Y (a+ δ;αk) , 0 ] )

subject to k ∈ S,
(4.3)

where Ns is the number of species of the detailed mechanism, NZ is the number of inter-

polated values of mixture fraction Z, Nf is the number of flamelets evaluated and Yk is

the mass fraction of species k. The gradients are evaluated by finite difference between

consecutive flamelets in terms of strain rate a. The maximum gradient for each value of

mixture fraction Z is evaluated and summed up for all values of mixture fraction eval-

uated. The objective function is hence the summation of this operation for all species

of the detailed mechanism plus a penalty term accounting for non-monotonic definition.

The µ is the penalty factor term and can be chosen as a very big value, enforcing only

definitions which are perfectly monotonic. This value should be relaxed in cases where

there is no monotonic definition possible in order to find the most monotonic definition

as possible (this is the case for C2H4 flames, as will be shown).

4.3 Representativeness of the progress variable definition

The most recent methods which apply optimization algorithms to find a feasible

progress variable definition relies on the assumptions that such feasible definition requires

monotonicity and small gradients [Ihme et al., 2012, Niu et al., 2013 and Prufert et al.,

2015]. Such assumptions are logic, since non-monotonicity yields bad results for one-

dimensional and multidimensional flame solutions, and high gradients of flame variables

relative to the progress variable in the look-up table yield errors in the search and interpo-

lation algorithm. However, having a perfectly monotonic progress variable definition, and

a look-up table with small gradients of the flame variables does not necessarily means that

a representative solution of the flame exists. They only guarantee a good implementation
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of the look-up table technique.

Both works of Ihme et al., 2012, Niu et al., 2013 and Prufert et al., 2015 present

their results in terms of their objective functions, instead of solutions of the flame. They

proved that their implementation reduced the respective objective function proposed,

however, there is no guarantee that the definitions found with their algorithms yield

representative solutions of the flame in one-dimensional or multidimensional space. In the

present work, several perfectly monotonic definitions were found with similar optimization

formulations used in the literature, however, not all of them provided good results.

A different approach that apparently results in a representative progress variable

definition is the approach of Najafi-Yazdi et al., 2012, whose method is based on a Prin-

cipal Component Analysis (PCA) of species mass fractions in the composition space.

It is analogous to an eigenvalue analysis of the ILDM method and provides a rigorous

mathematical formulation for flamelet-based tabulation methods. This is not the case

of methods such as FPI and FGM, since the definition of the progress variable has been

chosen arbitrarily resulting in a weak mathematical foundation. The PCA applied for

chemistry tabulation results in the minimum number of linearly independent progress

variables for a user-prescribed desirable accuracy, with their respective coefficients for

each specie. However, Najafi-Yazdi et al., 2012 did not solved a CFD simulation with the

optimized progress variable, such as Ihme et al., 2012, Niu et al., 2013 and Prufert et al.,

2015. The only work which carried about using the optimized progress variable in a CFD

solver was Chen et al., 2015, which similarly to Najafi-Yazdi et al., 2012 used PCA to

find a progress variable for flamelet-based methods.

In the next chapters, 1D and 2D CFD simulations of different flames will be pre-

sented in order to evaluate the representativeness of the progress variables found with the

optimization algorithm implemented. It will be shown that some definitions, even though

perfectly monotonic, presented bad results. However, most of definitions that the algo-

rithm suggested agree well with detailed mechanism results. This shows the potential of

such methods since it can improve the efficiency of the progress variable definition choice

for users of chemistry tabulation techniques.
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4.4 Coupling of optimization algorithm in the FGM technique

This section aims to briefly explain the coupling between the optimization algo-

rithm and the FGM technique. When using any of the objective functions presented in

the previous sections, defined by Equations 4.2 and 4.3, not all the steps in the creation

of the manifold (presented in section 3.2) is necessary. There is no need to calculate and

interpolate variables from the flamelet solutions in terms of Z and Y if such variables are

not used in the objective functions calculation (temperature and properties, for instance).

This implies in a big reduction of the computational time of the optimization algorithm,

since the calculation of specific heats is very costly during the look-up table construction.

In the case of the monotonicity requirement being the objective function (Eq. 4.2), only

the interpolation of the controlling variables need to be performed. In the case of the

minimization of the gradients of the chemical species in relation to the progress variable

being the objective function (Eq. 4.3), the interpolation of the chemical species is nec-

essary. Figure 4.3 shows a schematic diagram of the manifold construction in the FGM

technique, coupled to the optimization algorithm.

Figure 4.3 – Schematic representation of the steps for constructing the manifold in the

FGM technique, coupled to the optimization algorithm (steps in red).
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4.5 Genetic algorithm parameters

This section aims to provide the parameters used in the genetic algorithm toolbox

of MatLab. The literature does not provide any general correlation for defining the input

parameters when solving an optimization problem via genetic algorithm. It is understood

that such parameters are very dependent on the particular problem of interest and might

be defined based on experience. Parameters like number of generations, population size,

upper and lower boundaries and stopping threshold considerably influence the compu-

tational time of the optimization algorithm. The population size determines how many

different combinations will be generated by the algorithm at each generation. The num-

ber of generations determines how many adaptations will be made based on the crossover

and mutation functions. The upper and lower boundaries determine the range of possible

solutions for the variable parameters of the optimization problem. In the present work,

such range was also restricted to integer values, and later scaled to be between -1 and 1.

Finally, the stopping threshold defines when the algorithm should stop, which is when the

population does not produce offspring which are significantly different from the previous

generation.

In the present work, different parameters were used for the methane and ethylene

flames. For the methane flames, the parameters which provided the results presented in

the next sections within a reasonable computational time are the following:

• population size: 30

• number of generations: 100

• upper and lower boundaries: [-20,20]

• stopping threshold: 0.0001

For the ethylene flames, the use of the same range of the methane ones caused

recurrent convergence of the optimization algorithm to a null set of coefficients, since null

coefficients leads to a null objective function, which mathematically means monotonicity

but in practical terms means in a non-sense progress variable definition. Therefore, the

set of parameters which lead to reasonable computational times are the following:

• population size: 35



43

• number of generations: 150

• upper and lower boundaries: [0,20]

• stopping threshold: 0.001
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5 ONE-DIMENSIONAL EVALUATION OF OPTIMIZED PROGRESS

VARIABLES

As mentioned in the previous chapter, the monotonicity requirement and smaller

gradients in the look-up table are necessary, however, do not guarantee a representative-

ness of the flame solution in the physical space. Therefore, it is still important to analyze

the flame solution instead of only looking at such requirements. In this section, one-

dimensional flames are evaluated with the FGM technique and compared to the detailed

mechanism whose look-up tables were built from. Major and minor species mass fraction

profiles are analyzed and compared among different definitions. In the first analysis, pure

methane was used as fuel and several definitions were found. Since Hoerlle et al., 2017

and Zimmer, 2016 presented a worsen in the results when using the standard definition of

Y to simulate methane flames diluted with CO2 and ethylene flames, respectively, such

cases were chosen as additional tests. The evaluation of the monotonicity by Equation

4.2 was applied to the definitions used in Hoerlle et al., 2017 and Zimmer, 2016 to analyze

their monotonicity.

The next sections present the results for each case tested, whose configuration is

briefed below:

• 100% CH4, flamelets simulated with DRM19 (Kazakov and Frenklach, 2005) mech-

anism;

• 60% CH4 / 40% CO2, flamelets simulated with DRM19 (Kazakov and Frenklach,

2005) mechanism;

• 100% C2H4, flamelets simulated with GRI-MEC 3.0 (Smith et al., 2000) mechanism;

All of them were simulated with the FGM technique, building the manifold with the

respective detailed mechanisms. Steady-state one-dimensional flamelets were solved with

strain rate values varying from a condition close to equilibrium up to close to extinction,

and transient one-dimensional flamelets with the critical strain rate value describing the

extinction of the flame. Those solutions follow the solid curve presented in Figure 3.3.

The counterflow flamelets modelling is described in previous section 3.1.1.
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5.1 100% CH4 results

In most applications of the FGM technique for methane flames, the progress vari-

able definition used is correspondent to definition A1 in Table 5.1, which has been pro-

viding accurate results. Equation 4.2 was used to evaluate its monotonicity and it was

found that it is perfectly monotonic, justifying such tendency of finding good results so

far. The optimization algorithm found other definitions which presented perfectly mono-

tonic behavior as well. None of them provided significant improvements compared to

definition A1, even because definition A1 already presents excellent agreement to detailed

mechanisms for methane. Most of them also presented good accuracy, except definitions

A7, A10 and A12, which provided poor results for some species profiles. Table 5.1 be-

low shows some definitions found by the optimization algorithm (except definition A1) as

being perfectly monotonic, fulfilling the objective function given by Equation 4.2.

Table 5.1 – Different progress variable definitions found by the optimization algorithm

for 100% CH4.

100%CH4

Definition label S α Monotonicity evaluation
A1 (standard pure methane) [H2O,CO2, CO,H2] [1, 1, 0, 1] 0

A2 [H2O,CO2, CO,H2] [0.95, 0.4, 0.4, 0.422] 0
A3 [H2O,CO2, CO,H2] [0.2, 0.85, 0.5, 0.065] 0
A4 [H2O,CO2, CO,H2] [0.3, 0.5, 0.45, 0.135] 0
A5 [H2O,CO2, CO,H2] [1, 0.7, 0, 0.931] 0
A6 [H2O,CO2, CO,H2] [1, 0.6, 0.5, 0.9] 0
A7 [H2O,CO2, CO,H2] [0.2, 0.5, 0.4, 0.42] 0
A8 [H2O,CO2, CO,H2] [0.35, 0.7, 0.45, 0.482] 0
A9 [H2O,CO2, CO,H2] [0.2, 0.45, 0.4, 0.167] 0
A10 [H2O,CO2, CO,H2] [0.2, 0.25, 0, 0.506] 0
A11 [H2O,CO2, CO,H2] [0.95, 0.6, 0.45, 0.729] 0
A12 [H2O,CO2, CO,H2] [0.7,−0.1,−0.1, 0.349] 0
A13 [H2O,CO2, CO,H2] [0, 0.75, 0.55, 0.049] 0

In the FGM technique, the first analysis that can be performed regarding the qual-

ity of the progress variable definition is the observation of the manifold data as function of

the controlling variables. In the case of the present work, which used the mixture fraction

Z and the progress variable Y as controlling variables, Figure 5.1 shows some data of the

manifold plotted in the Z ×Y space. Such manifold corresponds to definition A11, which

was one of the resultant definitions of the optimization algorithm which provided accurate

results, as will be shown later. Figure 5.1a shows some steady-state flamelets of various
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strain rates graphed as function of the controlling variables. The fact that there is no

overlapping between the flamelets means this definition provided a unique parametriza-

tion of the composition space of the flame (as also schematically shown in Figure 4.1a).

In the other figures it is possible to understand how the progress variable mapped each

of the variables in the Z × Y space.

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

Mixture Fraction, Z [−]

P
ro

g
re

ss
 V

ar
ia

b
le

(a)

Mixture Fraction, Z, [−]

P
ro

g
re

ss
 V

ar
ia

b
le

 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

0

200

400

600

800

1000

1200

1400

1600
PV Source Term

(b)

Mixture Fraction, Z, [−]

P
ro

g
re

ss
 V

ar
ia

b
le

 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
CO

(c)

Mixture Fraction, Z, [−]

P
ro

g
re

ss
 V

ar
ia

b
le

 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

0

0.5

1

1.5

2

2.5

x 10
−4

H

(d)

Figure 5.1 – Manifold data visualization for definition A11 of 100% CH4 case, in the

Z × Y space: (a) flamelets for different strain rates (only steady-state flamelets are

shown), (b) contour plot of source term of progress variable [kg/m3.s], (c) contour plot

of CO mass fraction, (d) contour plot of H mass fraction.

In Figure 5.1b, which shows the contour of the source term of the progress variable,

one may notice its higher values are concentrated in the region close to the stoichiometric

mixture fraction value (in this case, around Zst = 0.055). The Figures 5.1c and 5.1d
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presents the data for the CO and H mass fraction, showing very different behavior in

the Z ×Y space. While the CO species presents significant values of mass fraction in all

the mixture fraction range, from lean to rich mixtures, the H species is only significantly

present in the stoichiometric region, which agrees to a radical species behavior.

In Figure 5.2, one-dimensional flamelet calculations were performed for 5 different

strain rate values: 0.09 (close to equilibrium condition), 1.15, 11.5, 115 and 615 (close to

extinction) [s−1]. Three major species (CO2, CO and H2O) and three minor species (H,

OH and O) are shown in the mixture fraction space. A comparison between the detailed

solution and the FGM technique with progress variable defined by definition A11 of Table

5.1 is presented. It can be noticed that the FGM results agree very well with the detailed

solution for conditions from equilibrium up to close to extinction. Even for minor species

concentration, which have very small mass fraction values, the FGM technique was able

to produce accurate results. Such good accuracy is also encountered with definition A1

from Table 5.1, which is the standard definition used in the literature for pure methane

flames.
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Figure 5.2 – Specie mass fraction profiles for the definition A11 of Table 5.1, computed

for several strain rate values.
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(c) CO mass fraction profile.
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(d) H mass fraction profile
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(e) OH mass fraction profile
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(f) O mass fraction profile

Figure 5.2 – Specie mass fraction profiles for the definition A11 of Table 5.1 (cont.),

computed for several strain rate values.

However, even when a certain definition is fully monotonic according to Equation

4.2, that does not guarantee that the monotonicity requirement is enough for a good

representativeness of the flame with such definition. This is shown through results with

definition A12 from Table 5.1, which is a resultant definition from the optimization al-

gorithm that is fully monotonic as well. However, the one-dimensional comparison with

the detailed solution fails in the prediction of some species mass fractions for some strain

rate conditions. The Figures 5.3 show some examples of curves which do not agree well

with the detailed mechanism and even present non-physical behavior (with sparked curves

instead of continuous ones).
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(b) H mass fraction profile
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(c) OH mass fraction profile
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Figure 5.3 – Specie mass fraction profiles for definition A12, computed for several strain

rate values.

The above results reinforce the discussion of section 4.3. The optimization algo-

rithm formulated according to Equation 4.2 found that definition A12 was perfectly mono-

tonic. However, this requirement did not guarantee a good representation of the flame

in the one-dimensional CFD simulation for all conditions. There are some conditions for

which this definition is not representative. In a multidimensional simulation, there might

be regions in which the solution falls into such condition, and hence the accuracy of the

FGM technique will fail. This was not the case for the co-flow burner simulated in the

present work, in which definition A12 was as accurate as the definition A11 (which is the

one presented in next section). There might be other flame configurations in which the

state-space accessed in the manifold falls into this problematic region, leading to poor
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results. This happened for the next case shown (methane with 40% CO2 dilution) in next

section. Such results show the importance of analyzing the optimized progress variable

definition in a CFD solver instead of only looking at the composition space data, as done

in Ihme et al., 2012, Niu et al., 2013, Prufert et al., 2015 and Najafi-Yazdi et al., 2012.

5.2 60% CH4 40% CO2 results

In order to use the optimization technique for a more difficult situation, it was

tested in cases of methane with 40% of CO2 dilution. In Hoerlle et al., 2017, the definitions

B1, B2 and B3 for 40% CO2 dilution in CH4 were tested for a 2D diffusion laminar flame.

In such work, the definition B1, which works well for pure methane, provided slightly

deviations for the CO species profile, as well as presented non-physical behavior near

the flame front for this species. Such non-physical behavior was not captured in the

simulations of the present work with definition B1. Some differences between present

results and from Hoerlle et al., 2017 might be explained by different ways of building the

look-up table (different strain rates simulated in the flamelets, different discretization of

the manifold, etc.). On the other hand, changing the species H2 by the species CO in

the Y definition lead to better predictions of some species mass fraction profiles. Such

definition is the definition B3 in Table 5.2, whose objective function value shows it is

perfectly monotonic, while definitions B1 and B2 are not.

Table 5.2 – Different progress variable definitions found by the optimization algorithm

for 60% CH4 and 40% CO2.

60%CH4,40%CO2

Definition label S α Monotonicity evaluation
B1 (standard pure methane) [H2O,CO2, CO,H2] [1, 1, 0, 1] 0.002591
B2 (Hoerlle et al., 2017) [H2O,CO2, CO,H2] [1, 1, 1, 1] 0.000224
B3 (Hoerlle et al., 2017) [H2O,CO2, CO,H2] [1, 1, 1, 0] 0

B4 [H2O,CO2, CO,H2] [0.3, 0, 0, 0.111] 0
B5 [H2O,CO2, CO,H2] [0.5, 0.1, 0, 0.214] 0
B6 [H2O,CO2, CO,H2] [0.4, 0,−0.15, 0.414] 0
B7 [H2O,CO2, CO,H2] [0.25, 0.05, 0, 0.127] 0
B8 [H2O,CO2, CO,H2] [0.35, 0.05,−0.15, 0.387] 0
B9 [H2O,CO2, CO,H2] [0.3, 0.2, 0, 0.348] 0
B10 [H2O,CO2, CO,H2] [0.9, 0, 0, 0.258] 0
B11 [H2O,CO2, CO,H2] [0.4, 0,−0.1, 0.394] 0
B12 [H2O,CO2, CO,H2] [0.8, 0,−0.05, 0.833] 0
B13 [H2O,CO2, CO,H2] [0.6, 0, 0, 0.068] 0

The next results show one-dimensional flamelet calculations performed for 5 differ-
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ent strain rate values: 0.09 (close to equilibrium condition), 0.95, 11.5, 115 and 395 (close

to extinction) [s−1]. Figures 5.4 show the improvement in the mass fraction profiles pre-

diction by using CO instead of H2 in the progress variable definition. Such improvement

can be seen mainly for CO mass fraction profile. One may observe that for definition

B1, which is not perfectly monotonic, most of the curves agree well with the detailed

mechanism, apart from species CO and H2 in flamelets with strain rate correspondent to

a condition close to equilibrium (small values of strain rate). Even though it was only

inaccurate in a very specific condition, that was enough to lead to a bad representation

of the flame in a two-dimensional simulation, as reported by Hoerlle et al., 2017. Since

the two-dimensional flames simulated in such work as well as in the present work are

adiabatic laminar flames, in which there is no local extinction phenomena or any physical

behavior which departures the flame from the equilibrium condition, it is important that

the progress variable definition is accurate in regions with small strain rates. A turbulent

non-adiabatic flame, for instance, might need a good accuracy in a wider range of strain

rates.
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(a) CO mass fraction profile for definition

B1.
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(b) CO mass fraction profile for definition

B3.

Figure 5.4 – Comparison of species mass fraction profiles between non-monotonic (B1)

and a monotonic (B3) definition (Hoerlle et al., 2017), computed for several strain rate

values.
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(c) H2 mass fraction profile for definition

B1.
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(d) H2 mass fraction profile for definition

B3.
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(e) H mass fraction profile for definition

B1.
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(f) H mass fraction profile for definition

B3.
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(g) OH mass fraction profile for definition

B1.
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(h) OH mass fraction profile for definition

B3.

Figure 5.4 – Comparison of species mass fraction profiles between non-monotonic (B1)

and a monotonic (B3) definition (Hoerlle et al., 2017), computed for several strain rate

values (cont.).
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Hoerlle et al., 2017 stated that using definition B2 lead to difficulties in the con-

vergence for the 2D case. Such behavior can be explained by its non-monotonicity, as it

can be seen in Table 5.2. Most species profiles presented bad agreement with the detailed

case when comparing to the other definitions. Figures 5.5 show some results for definition

B2.
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(b) H mass fraction profile
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(c) OH mass fraction profile
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(d) O mass fraction profile

Figure 5.5 – Specie mass fraction profiles for definition B2, computed for several strain

rate values.

Among the definitions presented in Table 5.2 which were found by the optimization

algorithm, only definition B12 provided bad results for speciesH, OH andO even though it

resulted in a perfectly monotonic progress variable definition, while all the others presented

good results for all species evaluated. Figures 5.6 show results for definition B8, found by

the optimization algorithm to be perfectly monotonic and also presented good results for
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all the profiles evaluated.
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(a) Temperature profile.
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(b) H2O mass fraction profile
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(c) CO2 mass fraction profile
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(d) H2 mass fraction profile
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(e) CO mass fraction profile.
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(f) H mass fraction profile

Figure 5.6 – One dimensional profiles for definition B8, computed for several strain rate

values.
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(g) OH mass fraction profile
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(h) O mass fraction profile

Figure 5.6 – One dimensional profiles for definition B8, computed for several strain rate

values (cont.).

Similarly to the previous section results, among the perfectly monotonic progress

variables found by the optimization algorithm, not all of them presented good accuracy

in the one-dimensional simulations for all variables. With definition B12 from Table 5.2,

it was not possible to achieve convergence in the flamelets simulations with the FGM

technique for the strain rate value of 0.95 [s−1] (one may notice that only 4 curves were

presented in Figures 5.7 instead of 5, as it was being done for all cases). Also, not good

accuracy was found for all species, as it can be observed in Figures 5.7. In previous

section, definition A12 (from Table 5.1) presented bad results for the 1D problem for some

specific conditions but good agreement in the two-dimensional case. This is probably

because the region of inaccuracy was not accessed in the manifold by the multidimensional

simulation. In the present case, the inaccuracy of definition B12 (from Table 5.2) lead to

a non-convergence of the two-dimensional simulation. That means the conditions (strain

rates values) for which definition B12 failed in its accuracy were accessed during the

multidimensional simulation, leading to its non-convergence.
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(a) H mass fraction profile
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(b) OH mass fraction profile
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(c) O mass fraction profile

Figure 5.7 – One dimensional profiles for definition B12, computed for several strain rate

values.

5.3 100% C2H4 results

For ethylene flames under the assumption of unity Lewis number and only gas-

phase, Zimmer, 2016 suggested that the definition C1 from Table 5.3 was a good defini-

tion since it provided a monotonic result. Such definition lead to reasonable results in a

2D simulation, but presenting relevant differences for C2H2 species prediction. Different

authors may use different discretization and number of flamelets to evaluate the mono-

tonicity and that can lead to different values of Equation 4.2. In the present work, 800

values of mixture fraction were interpolated and flamelets with strain rate values from

equilibrium condition up to extinction, varying its value 5% from one flamelet to another,
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were used in the calculation of Equation 4.2. Such discretization lead to a non-monotonic

value for definition C1 as well.

The optimization algorithm found the definition C2 as the most monotonic under

the imposed constraints. When comparing the one-dimensional results to the definition

C1 (Zimmer, 2016), there is an improvement of the agreement of some species mass

fraction profiles, mainly for specific flamelets. Such improvement might be explained by

the higher value of non-monotonicity of definition C1 (see Table 5.3). Figures 5.8 show

different profiles comparing definitions C1 and C2. The strain rate values analyzed in the

next figures were 0.11 (close to equilibrium), 1.2, 11.0, 111.0, 1080.0 and 2800 (close to

extinction) [s−1].

Table 5.3 – Progress variable definitions for 100% C2H4.

100%C2H4

Definition label S α Monotonicity evaluation
C1 (Zimmer, 2016) [H2O,CO2, CO,H2] [1, 1, 0.9, 0] 0.618097

C2 [H2O,CO2, CO,H2] [0.333, 1, 0.833, 0.167] 0.000285
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(a) CO mass fraction profile for definition

C1.
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(b) CO mass fraction profile for definition

C2.

Figure 5.8 – Comparison of species mass fraction profiles between Zimmer, 2016

definition (C1) and definition C2, computed for several strain rate values.
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(c) CO2 mass fraction profile for definition

C1.
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(d) CO2 mass fraction profile for definition

C2.
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(e) H2 mass fraction profile for definition

C1.
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(f) H2 mass fraction profile for definition

C2.
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(g) H mass fraction profile for definition

C1.
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(h) H mass fraction profile for definition

C2.

Figure 5.8 – Comparison of species mass fraction profiles between Zimmer, 2016

definition (C1) and definition C2, computed for several strain rate values (cont.).
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5.4 One-dimensional results remarks

In this chapter, one-dimensional flamelets were simulated for three different fuels in

order to evaluate the functionality of the optimization algorithm implemented for different

conditions. Pure methane, CO2 dilution and ethylene flames were simulated with the

FGM technique using definitions found by the optimization algorithm. It was found

that the monotonicity requirement yield a tendency of finding good agreement when

comparing it to detailed flamelets. A significant improvement in the agreement of some

species mass fraction profiles were found mainly for the ethylene case, which was shown

to be a difficult case for finding a monotonic progress variable (Zimmer, 2016). However,

even though perfectly monotonic definitions could be found for the methane cases, some

of the resultant definitions did not result in good agreement of the flame profiles for

some specific conditions. Such bad results indicate that there is no guarantee of a good

representativeness of the flame only by satisfying the monotonicity requirement. Also,

finding a representative solution in one-dimensional flames using a certain definition does

not mean that it will still be representative in a multidimensional flame.

In the next section, two-dimensional co-flow burners will be simulated with the

FGM technique using some of the definitions presented in this section, and its evaluation

will be addressed comparing it to detailed mechanisms.
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6 TWO-DIMENSIONAL EVALUATION OF OPTIMIZED PROGRESS

VARIABLES

In this section, an assessment of the two-dimensional representativeness of the

FGM technique will be addressed by simulating a co-flow laminar adiabatic flame and

comparing the FGM results to standard solution with direct integration of the detailed

chemical kinetic mechanism. The same cases evaluated in the one-dimensional simulations

are evaluated in this section. Some relevant contours and species mass fractions profiles in

axial direction will be presented. Major species like CO2 and H2O, and minor species like

CO, H2, O, H and OH are analyzed. Radial profiles for different heights are presented

in the Appendix A. The same progress variable definitions which presented good results

in the one-dimensional simulations are now applied to the 2D problem.

6.1 Description of the problem

The computational domain is a coflow burner formed by two concentric tubes.

Figure 6.1 shows the boundary conditions applied for each chemical kinetic approach.

Different burners and values of boundary conditions were applied depending on the case

studied. For all cases studied, the fuel is injected in the inner tube, assuming a parabolic

fully developed profile, while external tube represents an annular section of uniform air

injection. For the pure methane and CO2 dilution cases, the inner tube has a 1.2 cm

diameter and the external tube has a 8.0 cm diameter. Such burner is similar to the one

simulated at Verhoeven et al., 2012, with the difference of including the fuel wall tube

as a no-thickness wall. This is done in order to capture temperature gradients towards

the inlet boundary, since it improves the FGM accuracy according to Zimmer, 2016. The

velocity of the constant air stream is 23 cm/s and the maximum velocity of the parabolic

profile for the fuel stream is also 23 cm/s.

For the pure ethylene case, the burner simulated is formed by a 1.11 cm diameter

for the fuel tube and 10.16 cm diameter for the air tube. It was chosen the same burner

used by Zimmer, 2016 in order to compare the FGM results with the ones from the present

work. This is the Santoro et al., 1983 flame, recommended for soot studies due to the

good amount of experimental data. The mean velocity of the fuel stream is 3.98 cm/s

and 8.9 cm/s for the air stream. The fuel tube also extends beyond the exit plane of the
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air tube in 4 mm for the same reasons of the methane cases.

For both cases, the axial origin (z = 0 cm) is at the exit plane of the fuel tube.

Figure 6.1 – Generic coflow burner scheme. Boundary conditions applied for both

chemistry approaches: FGM and detailed kinetic mechanism.

6.2 Numerical method

The modelling of the 2D laminar coflow flame follows section 2.4 for detailed chem-

ical kinetics and section 3 for the FGM technique. No heat losses by radiation are ac-

counted for. Non-uniform mesh is used to save computational time and finer mesh is

applied in the region of flame front, which comprises the higher gradients. An adaptive

mesh refinement based on gradients of the flame was applied to choose the regions of re-

finement, and the resultant mesh is presented in Figure 6.2. The total number of volumes

was 50.575 for the methane flames and 37.085 for the ethylene flames. All the simulations

converged under a convergence criteria of 10−6.
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Figure 6.2 – Adaptive refinement in the flame front region.

The system of equations described by Equations 2.1 - 2.8 for axisymmetrical coor-

dinate system was solved with the commercial software ANSYS Fluent R©v16.1 for steady

state conditions. It was used a segregated pressure-based solver with the SIMPLE algo-

rithm to treat the pressure-velocity coupling. The advective terms were discretized by

second order upwind while the diffusion terms were discretized by second order central

difference scheme.

It was necessary to include User Defined Functions in ANSYS Fluent R©code to

perform the following tasks:

• inlet fuel velocity profile when applicable (for both FGM and direct integration

solution);

• calculation of dynamic viscosity and thermal conductivity through Equations 2.12

and 2.13 for the direct integration solutions;

• retrieval from look-up table of properties (density and dynamic viscosity) for the

FGM solutions;

• inclusion of transport equations for the controlling variables in the FGM solutions;

• retrieval of all flame variables from the look-up table for post-processing of the FGM

solutions;
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6.3 100% CH4 bi-dimensional results

In order to verify the FGM results, the skeleton-mechanism DRM19 (Kazakov and

Frenklach, 2005) was used for comparison. Two different definitions were used in the

FGM technique, the standard definition used in the literature for pure methane flames

(definition A1 of Table 5.1), and definition A11 of Table 5.1, respectively given by

YA1 = YH2O + YCO2 + YH2 ,

YA11 = 0.95YH2O + 0.60YCO2 + 0.45YCO + 0.729YH2 .
(6.1)

It is important to state that both definitions presented fully monotonic behavior

when calculated with Equation 4.2. Also, a CFD simulation was performed for the opti-

mized definition A12 (from Table 5.1), since it failed to predict some species mass fractions

in certain conditions, but a general good agreement was found for this definition and the

results are omitted. Only results for definition A11, which presented the best accuracy in

the one-dimensional simulation, are shown.

Figures 6.3 show contour fields for some flame variables, like temperature, velocity

magnitude and CO and OH species mass fractions comparing the FGM technique to

direct chemistry integration (referred to as DCI) simulations. The temperature field

visually present a very accurate agreement with the optimized definition A11 in the FGM

technique. This is confirmed by Figures 6.4 and by Appendix A. The velocity magnitude

field also shows a visual good agreement (Figure 6.3b). The CO mass fraction field

(Figure 6.3d) is over-predicted by the FGM technique, and the OH field presents some

little discrepancies in the region just above the flame front. Other species mass fraction

behaviors are shown in the axial profiles of Figures 6.4.

In the axial profiles plotted in Figure 6.4, it is possible to compare two different

definitions of progress variable used in the FGM technique along with the results of direct

chemistry integration. It is possible to observe the over-prediction of CO and H2 mass

fractions in the axial profiles in Figures 6.4d and 6.4e. However, in a general way, good

agreement was found with the optimized progress variable.
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(a) (b)

(c) (d)

Figure 6.3 – Contour fields for 100% CH4 with FGM (left), using definition A11, and

DCI (right): (a) temperature, (b) velocity magnitude, (c) OH mass fraction and (d) CO

mass fraction.
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Figure 6.4 – Axial profiles in the center of the fuel jet for 100% CH4, comparing direct

chemistry integration (DCI) to the FGM technique.
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6.4 60% CH4 40% CO2 bi-dimensional results

For the following results, the reader may use as reference the Table 5.2 for the

labels referred to. The definition B1 is the standard definition used for pure methane. The

definition B3 corresponds to the definition found by Hoerlle et al., 2017 which provided

better results when adding CO2 into the methane stream. The definition B8 correspond

to a definition found by the optimization algorithm implemented in the present work.

They are respectively given by

YB1 = YH2O + YCO2 + YH2 ,

YB3 = YH2O + YCO2 + YCO,

YB8 = 0.35YH2O + 0.05YCO2 − 0.15YCO + 0.387YH2 .

(6.2)

Definitions B3 and B8 presented fully monotonic behavior when calculated with

Equation 4.2. The definition B12 (from Table 5.2), which presented non-convergence in

the one-dimensional flamelets for one strain rate value, as well as provided poor agreement

for some other conditions, also lead to problems in the multidimensional simulation. It

was not possible to achieve convergence in the two-dimensional co-flow burner simulation

using the FGM technique with definition B12 as progress variable.

The Figure 6.5 shows some contour fields comparing the FGM technique using

definition B8 to the direct chemistry integration (DCI) simulation. It was possible to

find an optimized progress variable which resulted in accurate prediction of most flame

variables, as it can be observed.

In Figures 6.6 below, definitions B1, B3 and B8 are plotted along the direct chem-

istry integration (DCI) results. It is possible to see that all of them have a general good

accuracy in the prediction of temperature and species mass fraction profiles, even for mi-

nor species. As mentioned in Hoerlle et al., 2017, definition B1 slightly over-predicted the

axial profile for CO species mass fraction. However, the non-physical behavior encoun-

tered in such work was not found in the present work. A small over-prediction for the H2

species mass fraction also can be noticed. In general, the optimization algorithm was able

to find a feasible progress variable for the case of methane with CO2 dilution as it had

done with the pure methane case, leading to accurate predictions of the flame variables

in the two-dimensional simulation.
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(a) Temperature field (b) Velocity magnitude field

(c) OH mass fraction field (d) CO mass fraction field

Figure 6.5 – Contour fields for methane with 40% CO2 dilution with FGM (left), using

definition B8, and DCI (right): (a) temperature, (b) velocity magnitude, (c) OH mass

fraction and (d) CO mass fraction.
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(f) Axial OH mass fraction profile.
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(h) Axial H mass fraction profile.

Figure 6.6 – Axial profiles in the center of the fuel jet for methane with 40% CO2

dilution, comparing direct chemistry integration (DCI) to the FGM technique.
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6.5 100% C2H4 bi-dimensional results

For the ethylene flames, the FGM results are compared to the adapted GRI-MEC

3.0 (Smith et al., 2000) detailed mechanism using direct chemistry integration. Since

Zimmer, 2016 found a good definition for the progress variable when dealing with gas-

phase only and under unity Lewis number assumption, his definition will be used as

reference of an accurate FGM result (definition C1 of Table 5.3). Along those two results,

the optimized definition will be compared (definition C2 of Table 5.3). Using Equation 4.2

to evaluate the monotonicity of the definitions, it was found that both definitions were not

perfectly monotonic, being definition C2 more monotonic than definition C1 (see Table

5.3 for specific values of non-monotonicity). The definitions C1 and C2 are respectively

given by

YC1 = YH2O + YCO2 + 0.9YCO,

YC2 = 0.333YH2O + 1YCO2 + 0.833YCO + 0.167YH2 .
(6.3)

Good accuracy was presented in Zimmer, 2016 with definition C1 for major species

and temperature contours, apart from acetylene specie, which shown some deviations. The

Figure 6.7b below shows the acetylene contours for the optimized progress variable of the

present work in comparison to the direct chemistry integration (DCI) simulation. Very

similar fields were found with both definitions C1 and C2 and no significant improvement

could be observed with definition C2. Figures 6.7 show other fields presenting an overall

good accuracy of the FGM technique with definition C2. However, even though significant

improvements on the accuracy were not found, it is important to state that the benefits

of using an automated procedure to establish the progress variable definition is notorious.

Several attempts of finding a feasible progress variable might be done through trial and

error approach by Zimmer, 2016, while the automated procedure provides a definition in

a couple of hours.

Axial profiles in the center of the fuel jet for temperature, major and minor species

are presented in Figures 6.8. It can be shown that the overall behavior of both definitions

in the FGM technique are similar, even though definition C2 is more monotonic than

definition C1. This induces the conclusion that the non-monotonicity of definition C1

occurs in regions that are not that important for the results observed. In Appendix A

radial profiles for different heights show a more complete set of data.
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(a) Temperature field (b) C2H2 mass fraction field

(c) Velocity magnitude field (d) CO mass fraction field

Figure 6.7 – Contour fields for 100% C2H4 with FGM (left), using definition C2, and

DCI (right): (a) temperature, (b) C2H2 mass fraction, (c) velocity magnitude and (d)

CO mass fraction.
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Figure 6.8 – Axial profiles in the center of the fuel jet for 100% C2H4, comparing direct

chemistry integration (DCI) to the FGM technique.

Since improving the acetylene field prediction would be an important result, mainly
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for future soot modelling studies, the objective function of Prufert et al., 2015 was used in

the optimization algorithm. This objective function was calculated through Equation 4.3

and includes the gradients of the species mass fractions as parameter to be optimized as

well. Along this, a penalty factor takes into account the monotonicity requirement. The

resultant progress variable from such optimization (called definition C3 in this section)

was given by

YC3 = 0.4YH2O + 1YCO2 + 0.8YCO + 0.2YH2 . (6.4)

The Table 6.1 presents the evaluation of Equations 4.2 and 4.3 for definitions C1,

C2 and C3 for ethylene flames.

Table 6.1 – Evaluation of two different objective functions applied for definitions C2 and

C3 in the 100% C2H4 flames (and comparison to definition C1).

100%C2H4

Definition label Monotonicity evaluation (Eq. 4.2) Gradients minimization (Eq. 4.3).
C1 (Zimmer, 2016) 0.618097 2.130,66

C2 (objective function of Eq. 4.2) 0.000285 2.972,80
C3 (objective function of Eq. 4.3) 0.000290 2.665,06

The optimized progress variable C3 presented very similar values for the monotonic-

ity requirement compared to definition C2, and a reduction in the maximum gradients

values. However, definition C3 did not shown any improvement and presented very similar

results to the ones obtained with the other definitions. The results were omitted since it

would be a repetition of the curves from Figures 6.8.

6.6 Two-dimensional results remarks

In this chapter, two-dimensional simulations were performed for three different

fuels using some definitions found by the optimization algorithm and previously evaluated

through one-dimensional simulations (Chapter 5). In the pure methane case, the definition

A12 (Table 5.1) presented bad accuracy for some specific strain rate values in the one-

dimensional simulations. However, it was not problematic in the two-dimensional co-flow

burner when simulated with the FGM technique. That leads to the conclusion that

the problematic region of the manifold was not accessed during the multidimensional

simulation. However, it is expected that a turbulent non-adiabatic flame presents worsen
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results with such problematic flamelets, since there will be regions which departure from

the equilibrium condition. In the methane with 40% CO2 dilution case, the definition

B12 (Table 5.2), which presented bad results for other strain rates, resulted in a non-

convergence of the two-dimensional simulation. That leads to the conclusion that, in this

particular case, the two-dimensional simulation tried to access such problematic regions

in the manifold, leading to a non-convergence of the problem (but could be inaccurate

predictions as well). Those results show the importance of evaluating the flamelet-based

models results in both one-dimensional and multidimensional simulations, instead of only

looking at the former one. The one-dimensional solutions are indicatives of good accuracy

and representativeness of the progress variable, but depending on the flame configuration

being simulated in the multidimensional solution they can be enough or not.

Among the results presented with the FGM technique using optimized progress

variables, there were no significant improvement compared to well known accurate defini-

tions from other studies. However, the benefits of using an automated procedure to define

the progress variable are notorious for users of flamelet-based models. When non-standard

fuels or dilution is the problem of interest, finding a feasible progress variable is not triv-

ial, and a trial and error approach is often applied. The optimization algorithm used in

the present work under the already stated conditions, took around 2 hours to provide a

definition. An estimation of the computational time for the co-flow burner simulations in

the present work are presented in Table 6.2 below. Different burners and progress variable

definitions might take different computational times in the FGM and direct integration

solutions. Also, the computational time of the optimization algorithm depends on a lot of

factors, like population number, stopping threshold, number of variable parameters, etc.

Table 6.2 – Estimated computational time of optimization algorithm, FGM and direct

integration solution.

—– Computational time
Optimization algorithm 1-2 hours

FGM solution 30-45 minutes
Direct chemistry integration 72-100 hours
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7 CONCLUSIONS AND FUTURE WORKS

The present work aimed to implement and couple an optimization algorithm to find

a feasible progress variable to the Flamelet-Generated Manifold technique. To fulfill the

lack of studies in the literature which solve a CFD simulation using the optimized progress

variable, one-dimensional and two-dimensional simulations were performed for different

flame configurations. Non-premixed flames of pure methane, methane diluted with CO2

and pure ethylene flames were analyzed. The optimization algorithm was applied for all

cases and the representativeness of the progress variable was discussed.

For the methane cases, several perfectly monotonic definitions were found by the

algorithm. It was shown that, even though most of the monotonic definitions for the

methane cases presented good agreement to the direct chemistry integration results, there

were definitions which failed to predict some species mass fractions for certain strain rate

values in the one-dimensional solutions. For the pure methane case, definition A12 ended

up providing accurate results when using it in a two-dimensional CFD simulation, even

though there were some inaccuracies in the one-dimensional profiles. The conclusion is

that such problematic regions of the manifold were not accessed during the 2D CFD

solution. On the other hand, for the methane diluted to CO2 case, the definition which

presented bad behavior in the one-dimensional case lead to a non-convergence on the 2D

CFD simulation (definition B12 from Table 5.2). Besides that, in the one-dimensional

flamelets, this definition did not converge for a strain rate value of 0.95[s−1], which is

close to equilibrium condition. Also, bad results were found for smaller values of strain

rate.

It is possible to take the following main conclusions about the presented study:

• the monotonicity requirement really tends to yield accurate results in one-dimensional

and multidimensional solutions. Most of definitions found by the optimization al-

gorithm provided accurate results in the present work. However, there might be

situations in which a monotonic definition is not representative, which was the case

of definition B12, for instance. In order to find a representative definition, other

techniques might be necessary in which the chemical kinetic mechanism is analyzed

instead of only selecting major species from the gas water shift reaction.

• in a multidimensional simulation, it is necessary that the accessed regions in the
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manifold be representative. A first approach of verifying the quality of the manifold

on such regions is taking a look into one-dimensional FGM solutions and compar-

ing it to direct chemistry integrated solutions. If the one-dimensional simulations

fail to predict such regions is expected that the multidimensional solution yields

bad results or even non-convergence of the simulation. For instance, definition A12

failed in the prediction of some flamelets solutions but provided accurate results in

the multidimensional solution, while definition B12 also failed in the prediction of

some flamelets solutions but, in this case, it lead to non-convergence of the multi-

dimensional simulation. The difference between both cases is the strain rate values

whose flamelets solutions were not accurate. While definition A12 failed in higher

strain rate values, close to extinction region, definition B12 failed in smaller strain

rate values, corresponding to regions closer to equilibrium condition. It is expected

that an adiabatic laminar flame presents a thermochemical state which falls into the

equilibrium regime, since it will not show too much local extinction phenomena, for

instance, such as a non-adiabatic turbulent flame would do.

The main contributions of the present work can be divided in the following:

• an optimization algorithm coupled to the FGM technique, which allows finding a

probable feasible progress variable without the use of a trial and error approach;

• discussion about the representativeness of the progress variable, showing that the

monotonicity requirement, commonly employed in optimization works in the litera-

ture, does not guarantee a representative solution;

• discussion about the relations between representative one-dimensional solutions and

representative multidimensional ones, showing that depending on the case of inter-

est, different regions of the manifold must be, in fact, representative;

7.1 Future works

An extensive study about the factors which affect the representativeness of the

progress variable definition is still missing in the literature. It might be possible to predict

in advance if a definition will suit in a multidimensional simulation by only looking at one-

dimensional CFD solutions, if prior knowledge of the physics to be simulated in the 2D/3D
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case is known. Simpler problems, like laminar non-premixed flames, might not necessarily

need an entire accurate mapping of the flamelets. The accuracy might be relaxed for

regions which will probably not be accessed in the manifold, for instance. It is necessary

to perform a higher number of tests comparing one-dimensional and multidimensional

simulations and their regions which are accessed in the manifold to achieve a more precise

conclusion.

There are other methodologies, like the multistage FGM proposed by Göktolga

et al., 2017, which could be coupled to an optimization algorithm for each stage of com-

bustion. Other methodologies which are based on more rigorous mathematical foundations

might be more assertive in relation to the representativeness of the progress variable, like

the Principal Component Analysis (PCA) used by Najafi-Yazdi et al., 2012 and Chen

et al., 2015. When optimization tools are coupled to flamelet-based techniques such as

performed in the present work, CFD simulations are still necessary to guarantee that the

optimized progress variable yields to representative solutions of the flame. It is, however,

notorious that methodologies based on optimization of the progress variable, even though

based only on the monotonicity requirement, decreases significantly the complexity of

finding a probable good definition.
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APPENDIX A – Radial Profiles of 2D Simulations

In this Appendix, radial profiles at 10mm, 40mm, 80mm and 120mm height for

temperature, major and minor species are presented. The three cases simulated are

divided into three different sections.

100% CH4 two-dimensional results
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(a) Temperature profile at 10mm height.
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(b) H2O profile at 10mm height.
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(c) CO2 profile at 10mm height.
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(d) CO profile at 10mm height.
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(e) H2 profile at 10mm height.
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(f) OH profile at 10mm height.

Figure A.1 – Radial species mass fraction profiles at 10mm height for 100% CH4.
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(g) O profile at 10mm height.
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Figure A.1 – Radial species mass fraction profiles at 10mm height for 100% CH4 (cont.).
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(f) OH profile at 40mm height.
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(h) H profile at 40mm height.

Figure A.2 – Radial species mass fraction profiles at 40mm height for 100% CH4
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(a) Temperature profile at 80mm height.
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(c) CO2 profile at 80mm height.
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(e) H2 profile at 80mm height.
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(f) OH profile at 80mm height.
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(g) O profile at 80mm height.
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(h) H profile at 80mm height.

Figure A.3 – Radial species mass fraction profiles at 80mm height for 100% CH4
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(a) Temperature profile at 120mm height.
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(b) H2O profile at 120mm height.
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(c) CO2 profile at 120mm height.
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(d) CO profile at 120mm height.
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(e) H2 profile at 120mm height.
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(f) OH profile at 120mm height.
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(g) O profile at 120mm height.

Position [m]

0 0.01 0.02 0.03 0.04

H

×10
-5

0

2

4

6
DCI

FGMA1

FGMA11

(h) H profile at 120mm height.

Figure A.4 – Radial species mass fraction profiles at 120mm height for 100% CH4
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60% CH4 40% CO2 two-dimensional results
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(a) Temperature profile at 10mm height.
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(c) CO2 profile at 10mm height.
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(d) CO profile at 10mm height.
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(e) H2 profile at 10mm height.
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(f) OH profile at 10mm height.
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(g) O profile at 10mm height.
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(h) H profile at 10mm height.

Figure A.5 – Radial species mass fraction profiles at 10mm height for methane with 40%

CO2 dilution
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(a) Temperature profile at 40mm height.
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(b) H2O profile at 40mm height.
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(c) CO2 profile at 40mm height.
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(d) CO profile at 40mm height.
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(e) H2 profile at 40mm height.
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(f) OH profile at 40mm height.
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(g) O profile at 40mm height.
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(h) H profile at 40mm height.

Figure A.6 – Radial species mass fraction profiles at 40mm height for methane with 40%

CO2 dilution
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(a) Temperature profile at 80mm height.
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(c) CO2 profile at 80mm height.
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(d) CO profile at 80mm height.
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(e) H2 profile at 80mm height.
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(f) OH profile at 80mm height.
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(g) O profile at 80mm height.
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(h) H profile at 80mm height.

Figure A.7 – Radial species mass fraction profiles at 80mm height for methane with 40%

CO2 dilution
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(a) Temperature profile at 120mm height.
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(b) H2O profile at 120mm height.
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(c) CO2 profile at 120mm height.
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(d) CO profile at 120mm height.
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(e) H2 profile at 120mm height.

Position [m]

0 0.01 0.02 0.03 0.04

O
H

×10
-4

0

2

4

6
DCI

FGMB1

FGMB3

FGMB8

(f) OH profile at 120mm height.
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(g) O profile at 120mm height.
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(h) H profile at 120mm height.

Figure A.8 – Radial species mass fraction profiles at 120mm height for methane with

40% CO2 dilution
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100% C2H4 two-dimensional results
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(c) CO2 profile at 10mm height.
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(g) O profile at 10mm height.
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(h) H profile at 10mm height.

Figure A.9 – Radial species mass fraction profiles at 10mm height for 100% C2H4
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(c) CO2 profile at 40mm height.
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(f) OH profile at 40mm height.

Position [m]

0 0.01 0.02 0.03 0.04

O

×10
-3

0

0.5

1
DCI

FGMC1

FGMC2

(g) O profile at 40mm height.

Position [m]

0 0.01 0.02 0.03 0.04

H

×10
-4

0

0.5

1

1.5
DCI

FGMC1

FGMC2

(h) H profile at 40mm height.

Figure A.10 – Radial species mass fraction profiles at 40mm height for 100% C2H4
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(a) Temperature profile at 80mm height.
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(c) CO2 profile at 80mm height.
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(d) CO profile at 80mm height.
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(f) OH profile at 80mm height.
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(h) H profile at 80mm height.

Figure A.11 – Radial species mass fraction profiles at 80mm height for 100% C2H4
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(a) Temperature profile at 120mm height.
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(b) H2O profile at 120mm height.
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(c) CO2 profile at 120mm height.
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(d) CO profile at 120mm height.

Position [m]

0 0.01 0.02 0.03 0.04

H
2

×10
-7

0

2

4

6

8
DCI

FGMC1

FGMC2

(e) H2 profile at 120mm height.
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(f) OH profile at 120mm height.

Position [m]

0 0.01 0.02 0.03 0.04

O

×10
-5

0

0.5

1

1.5
DCI

FGMC1

FGMC2

(g) O profile at 120mm height.

Position [m]

0 0.01 0.02 0.03 0.04

H

×10
-8

0

1

2

3
DCI

FGMC1

FGMC2

(h) H profile at 120mm height.

Figure A.12 – Radial species mass fraction profiles at 120mm height for 100% C2H4
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