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This paper presents a quasilinear analysis of the relativistic electron cyclotron maser instability. Two electron populations are assumed: a low-temperature background component and a more energetic loss-cone population. The dispersion relation is valid for any ratio of the energetic to cold populations, and includes thermal and relativistic effects. The quasilinear analysis is based upon an efficient kinetic moment method, in which various moment equations are derived from the particle kinetic equation. A model time-dependent loss-cone electron distribution function is assumed, which allows one to evaluate the instantaneous linear growth rate as well as the moment kinetic equations. These moment equations along with the wave kinetic equation form a fully self-consistent set of equations which governs the evolution of the particles as well as unstable waves. This set of equations is solved with physical parameters typical of the earth's auroral zone plasma. © 1995 American Institute of Physics.

I. INTRODUCTION

The relativistic electron cyclotron maser instability is driven by an inverse population of electrons in momentum space perpendicular to the magnetic field. The instability operates near the electron cyclotron frequency and/or its harmonics, and unlike most plasma instabilities the maser instability amplifies various radiation modes as well as the usual trapped modes. The instability relies on the relativistic wave–particle interaction. Without the relativistic effect, the maser instability cannot be described. Because of these characteristics, the instability is called the relativistic electron cyclotron maser in the literature.

During the past decade or so, extensive studies of the relativistic electron cyclotron maser instability have been carried out. These authors have applied the relativistic maser instability to a wide variety of applications ranging from astrophysical radio sources, planetary radio emissions, solar microwave bursts, the earth's kilometric radiation, and laboratory microwave generation devices.

Among these possible applications, we mention a well-known example, namely, the earth's kilometric radiation. This radiation phenomenon was successfully explained in terms of the weakly relativistic maser instability by Wu and Lee. Their work stimulated the recent surge of research activities on this topic in the space and astrophysical plasma physics community. The source of instability for the kilometric radiation was identified as the loss-cone electrons that are formed when the energetic electrons injected from the geomagnetic tail region are reflected by the converging geomagnetic field.

Many of the articles in the literature on this instability emphasize the linear aspect (for an extensive review of the topic see Ref. 29) although a few discussions on nonlinear evolution can also be found in the literature. Most nonlinear theories make use of numerical simulation method. Some attempts have been made, however, to study the nonlinear stage of the instability by using analytical means, namely quasilinear theory. Studies based upon particle simulations have confirmed that the dominant saturation mechanism for the maser instability is the quasilinear process.

Among these works related to quasilinear theory, Refs. 11 and 36 discuss the instantaneous anomalous transport rate (i.e., quasilinear diffusion rate) that results from the maser instability. Particularly, Ref. 11 discusses the case of dominant isotropic background plasma with a small component of loss-cone electrons, while Ref. 36 discusses the case when the background electron component is absent. On the other hand, Ref. 15 and its generalization Ref. 28 discuss the solution of the quasilinear equation by assuming a quasi or exactly perpendicular propagation angle. A recent work by Aschwanden, however, constitutes an important step toward a comprehensive treatment of quasilinear theory of maser instability without employing various approximations which were utilized in other related works.

Aschwanden numerically solved the set of fully self-consistent quasilinear particle and wave kinetic equations, on the basis of cold plasma dispersion relation and the assumption that cold electrons support the wave while the energetic population contributes to the growth of the wave.

The present paper resumes the subject by using a dispersion relation in which thermal effects as well as effects of energetic population on the dispersive property of the wave are fully taken into account. Whereas Aschwanden solved the particle kinetic equation numerically, we make use of an efficient moment kinetic equation by modeling an appropriate time-dependent particle distribution function. This method has already been employed successfully in previous studies, with the use of cold plasma dispersion relation, and now assumes a full power with the inclusion of thermal effects. Therefore, this paper introduces a new and efficient
method for quasilinear analysis of the maser instability. As an application, we choose one set of parameters typical of the earth's auroral zone plasma. Of course, more elaborate discussion with an extensive parameter study can be carried out on the basis of the present method.

The organization of this paper is the following. Section II presents the general formulation employed in the present investigation, including the dispersion relation for electromagnetic waves, the procedure for obtaining the linear growth rate, and quasilinear formalism utilized in the present work. Thermal and relativistic effects are fully taken into account in the derivation of the dielectric tensor elements. Then, Sec. III introduces the model time-dependent electron loss-cone distribution function, based on which the moment kinetic equations are explicitly evaluated. The general formalism developed in Sec. II is then applied to this particular model. Section IV is dedicated to a numerical analysis, and finally, Sec. V presents summary and discussion.

II. GENERAL FORMULATION

In the present analysis we are interested in the instabilities that operate in the vicinity of the electron cyclotron frequency and/or its harmonics. Consequently, because of the high wave frequency, the ions are treated as if they are infinitely massive so that the ion response to any perturbation can be ignored. Hence, the ions play no dynamical role but only provide an overall charge neutrality.

The electrons are assumed to be composed of relatively less energetic (i.e., "cold") component and an energetic component possessing a one-sided loss-cone structure in momentum space. The ambient magnetic field is assumed to lie in \( z \) direction \( (B_0 = B_0 e_z) \), and the wave vector \( k \) lies in \( x-z \) plane, \( k = k \sin \theta_x + k \cos \theta_z \).

A. Dispersion relation

The dispersion relation is written as

\[
\Lambda(k, \omega) = AN^2_1 + B N^2_2 + C = 0, \tag{1}
\]

where

\[
A = (1 + \chi_{11})(1 - \chi_{33}) + \chi_{13}(2N_1 + \chi_{11}) + \chi_{33}N^2_2,
\]

\[
B = (\chi_{11} + 1 - N^2_2)[\chi^2_{33} - 1 - \epsilon_{33} + \chi_{33}(\chi_{22} + 1 - N^2_1)]
- (\chi_{22} + 1 - N^2_1)[1 + \chi_{11} + \chi_{13}(2N_1 + \chi_{11})]
- \chi^2_{12}(1 - \chi_{13}) + 2\chi_{12}\chi_{23}(N_1 + \chi_{13}),
\]

\[
C = (1 + \epsilon_{33})[(\chi_{11} + 1 - N^2_2)(\chi_{22} + 1 - N^2_1) + \chi_{12}^2].
\]

\( N_1 \) and \( N_2 \) are, respectively, the perpendicular and parallel components of \( N = c k / \omega \), where \( k \) is the wave vector. We use indices (1,2,3) and \( (x,y,z) \) interchangeably.

The tensor \( \chi_{ij} \) whose elements appear in Eq. (1) are defined as part of the dielectric tensor, which may be written with the use of a double series expansion on both harmonics of the cyclotron frequency and Larmor radius, as in Ref. 41. These infinite series can be rewritten as a single infinite series,\(^{35}\) resulting in the following expression:

\[
E_{ij} = \delta_{ij} + \delta_{i3} \delta_{j3} e_{33} + N \delta_{i1} + \delta_{j1} \chi_{ij}, \tag{2}
\]

where

\[
e_{33} = X \int d^3u \frac{\partial f / \partial u}{\gamma - N_0 u_1},
\]

\[
\chi_{ij} = \frac{X}{\gamma \delta_{i3} \delta_{j3}} \sum_{m=1}^{\infty} \left( \frac{N_1}{\gamma} \right)^{2(m-1)} \times \sum_{n=-m}^{m} s_{ij}(n,m)f(n,m,\delta_{13} + \delta_{33}).
\]

In these expressions, we have defined

\[
X = \frac{\omega_{pe}^2}{\omega}, \quad Y = \frac{|\Omega_\perp|}{\omega},
\]

\[
I(n,m,l) = \int d^3u \frac{u_1^{2m-1}}{\gamma - nY - N_0 u_1} f.
\]

\[
s_{11}(n,m) = n^2 a(|n|, m - |n|),
\]

\[
s_{12}(n,m) = -imn a(|n|, m - |n|) = s_{21}(n,m),
\]

\[
s_{22}(n,m) = b(|n|, m - |n|),
\]

\[
s_{23}(n,m) = im a(|n|, m - |n|) = -s_{32}(n,m),
\]

\[
s_{33}(n,m) = a(|n|, m - |n|),
\]

\[
a(n,m) = (-1)^m \left[ \left( \frac{2(n+m)}{2(n+m)+1} \right)^{(2n+m)} \left( \frac{1}{2(n+m)!} \right)^2 \left( \frac{1}{2(n+m)!} \right)^2 \right],
\]

\[
b(0,m) = a(1,m-2),
\]

\[
b(n,m) = \frac{1}{4} \left[ a(n-1,m) + a(n+1,m-2) - 2 \frac{n+m+1}{n+m} a(n,m-1) \right], \quad n > 0,
\]

with an additional rule \( [(1)f(-m)] = 0 \), for \( m \geq 1. \)

Moreover,

\[
Z = \frac{1}{\gamma} \left[ (\gamma - N_0 u_1) \partial u_1 + N_0 u_1 \partial u_1 \right],
\]

where \( u = p / (mc) \). Finally, \( \omega_{pe} \) is the electron plasma frequency and \( \Omega_\perp \) is the electron cyclotron frequency.

B. Quasilinear formalism

Quasilinear kinetic equation for the energetic electron component may be derived in a standard textbook procedure, and may be written as follows:
where summation over unstable modes is implicit, and
\[ L' = nY \partial_{u_1} + \partial_{\dot{u}_1} \psi N_1. \]

Defining \( u \) and \( \mu \) variables, such that
\[ u = (u_1^2 + u_2^2)^{1/2} \quad \text{and} \quad \mu = u_1(u_1^2 + u_2^2)^{-1/2}, \]
and defining moments of quasilinear equation as \( \langle g \rangle = \int d^3 u \, g f_e \), we arrive at the following:

\[
\begin{align*}
\frac{d}{dt} \langle u^2 \rangle &= -2 \int d^3 u (1 - \mu^2) \left( D_{u_1} \partial_{u_1} f_e - \frac{D_{u_2}}{u_1} \partial_{\dot{u}_1} f_e \right), \\
\frac{d}{dt} \langle \mu \rangle &= \int d^3 u \left( 1 - \mu^2 \right) \left( D_{u_1} \partial_{u_1} f_e - \frac{D_{u_2}}{u_1} \partial_{\dot{u}_1} f_e \right),
\end{align*}
\]
where
\[ D_{ab} = \frac{\pi e^2}{m_e^2 c^2} \sum_{n=-\infty}^{\infty} \int d^3 k |\hat{\delta}E_k|^2 |\hat{\alpha}_k \cdot \Pi|^2 \frac{\gamma}{|\omega|} \delta(\gamma - nY - N_1 u_1) \Delta_a \Delta_b, \quad \Delta_u = 1, \quad \Delta_\mu = u - \frac{N_1}{\gamma}. \]

These expressions for the diffusion coefficient tensor \( D_{ab} \) can be substituted into Eq. (4) explicitly. As a consequence, one can show that the time evolution of the moments are given by

\[
\frac{d}{dt} \langle u^2 \rangle = -4\pi^2 \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dq \int_{0}^{\infty} dw \left| \frac{\delta E_{wq}}{B_0} \right|^2 Y \int d^3 u (1 - \mu^2) u \left| \hat{\alpha}_k \cdot \Pi \right|^2 \partial_{u_1} f_e - \frac{1}{u} \left( \mu - \frac{N_1}{\gamma} \right) \partial_{\dot{u}_1} f_e \right], \gamma \delta(\gamma - nY - N_1 u_1),
\]

\[
\frac{d}{dt} \langle \mu \rangle = 2\pi^2 \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dq \int_{0}^{\infty} dw \left| \frac{\delta E_{wq}}{B_0} \right|^2 Y \int d^3 u \left( 1 - \mu^2 \right) \left( \mu - \frac{N_1}{\gamma} \right) \partial_{u_1} f_e - \frac{1}{u} \left( \mu - \frac{N_1}{\gamma} \right) \partial_{\dot{u}_1} f_e \right],
\]
\[
\times \gamma \delta(\gamma - nY - N_1 u_1),
\]
where we have defined the normalized time \( \tau = |\Omega_e| t \), and we have rewritten the spectral wave energy density as a function of normalized quantities

\[
\int d^3 k |\hat{\delta}E_k|^2 = 2\pi \int_{-\infty}^{\infty} dq \int_{0}^{\infty} dw |\delta E_{wq}|^2,
\]

\[
q = \frac{c k||}{|\Omega_e|}, \quad w = \frac{\omega}{|\Omega_e|}.
\]
The quantity \( N_1 \) that appears in \( |\hat{\alpha}_k \cdot \Pi|^2 \) is obtained from the dispersion relation, as a function of \( N_1 \) and \( w \), where \( N_1 = q/w \).

Using the resonance condition, \( u_1 \) integration can be performed, and the time evolution of the moments can be shown to reduce to

\[
\frac{d}{dt} \langle u^2 \rangle = -8\pi^3 \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dq \int_{0}^{\infty} dw \left| \frac{\delta E_{wq}}{B_0} \right|^2 Y \left( \Theta(nY - 1) \int_{-1}^{1} d\mu \, Q_+(\mu) + \Theta(1 - nY) \Theta(n^2 Y^2 - 1 + N_1^2) \right) \times \int_{\mu_1}^{\mu_2} d\mu [Q_+(\mu) + Q_-(\mu)] ,
\]

\[
(6)
\]
\[
\frac{d}{d \tau} (\mu) = 4 \pi^3 \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \left( \frac{dE_{\omega}}{B_0} \right)^2 \left[ \Theta(nY - 1) \int_{-1}^{1} d\mu \, Q_+(\mu) \frac{\mu - N_1 u_+ / \gamma_+}{u_+^2} + \Theta(1 - nY) \Theta(n^2 Y^2 - 1) \right] \\
+ N^2 \mu_i \int_{-1}^{1} d\mu \left( Q_+(\mu) \frac{\mu - N_1 u_+ / \gamma_+}{u_+} + Q_-(\mu) \frac{\mu - N_1 u_- / \gamma_-}{u_-} \right),
\]

where

\[
Q_+(\mu) = \frac{(1 - \mu^2)u_+^2 \gamma_+ \delta_{k_\parallel} \Pi^2}{|u_+ - N_1 \gamma_+|} - \left( \gamma u \partial_{u_+} + (\gamma u - \gamma_+ \gamma_-) \partial_{u_-} \right) u_+,
\]

substituted to the coefficients, and the process is repeated until convergence is achieved. We found that usually only a few iterations are sufficient to attain convergence.

The outcome of this iterative procedure is a complex value of \( N_1 \) (or \( k_\perp \), since these quantities are proportional). For a finite group velocity, negative imaginary part of the wave vector implies that the wave amplitude grows convectively. Owing to the finite group velocity, the growth along the ray path can be written equivalently as a temporal growth. This leads to the following approximate expression for the growth rate:

\[
\omega_i = -k_i v_{gx}.
\]

In the above, \( v_{gx} \) is the \( x \) component of the group velocity, and \( k_i \) is the imaginary part of \( k_\perp \).

III. MODEL TIME-DEPENDENT ELECTRON LOSS-CONE DISTRIBUTION

The electron population in the source region is assumed to be composed of two populations. The cold background population is represented by a low temperature Maxwellian distribution function

\[
f_b(u, \mu) = \frac{1}{\pi^{1/2} \alpha_b(t)^3} \exp \left( -\frac{u^2}{\alpha_b(t)^2} \right),
\]

where \( \alpha_b^2 = 2T_b/m_e c^2 \), and \( T_b \) is the temperature of the background electrons, measured in energy units. The background distribution is assumed to be stationary during the time evolution of the system.

We now proceed to discuss the model distribution function for the energetic electrons possessing a one-sided loss cone. The model distribution is assumed to be valid for all times. That is, instead of solving the kinetic equation for the distribution function, we simplify the analysis considerably by assuming a time-dependent model for the loss-cone electron component. For the present purpose, we consider the following model distribution function:

\[
f_c(u, \mu, t) = \frac{1}{\pi^{1/2} \alpha_c(t)^3} \exp \left( -\frac{u^2}{\alpha_c(t)^2} \right) G(\mu, t),
\]

where \( \alpha_c^2 = 2T_c/m_e c^2 \) and \( T_c \) is the temperature of the cold background electrons, measured in energy units. The background distribution is assumed to be stationary during the time evolution of the system.

We now proceed to discuss the model distribution function for the energetic electrons possessing a one-sided loss cone. The model distribution is assumed to be valid for all times. That is, instead of solving the kinetic equation for the distribution function, we simplify the analysis considerably by assuming a time-dependent model for the loss-cone electron component. For the present purpose, we consider the following model distribution function:

\[
f_c(u, \mu, t) = \frac{1}{\pi^{1/2} \alpha_c(t)^3} \exp \left( -\frac{u^2}{\alpha_c(t)^2} \right) G(\mu, t),
\]

where \( \alpha_c^2 = 2T_c/m_e c^2 \) and \( T_c \) is the temperature of the cold background electrons, measured in energy units. The background distribution is assumed to be stationary during the time evolution of the system.

The total thermal energy associated with the energetic loss-cone electrons is given by \( E/mc^2 = n_c \langle u^2/2 \rangle = 3n_c \alpha^2 / 4 \), where \( \langle \cdots \rangle = 2\pi \int_{-1}^{1} d\mu \int_0^\infty du_+ \cdot \cdots \cdot \cdot (u_+, \mu) \).
Using the relation $E = 3nT_e/2$, one can relate the effective temperature of the loss-cone electrons to the parameter $\alpha$ as $T_e = m_e c^2 \alpha^2/2$.

In Eq. (11) $G(\mu,t)$ is the time-dependent pitch angle distribution modeled by

$$G(\mu,t) = \frac{1}{1 + \Delta(t) - \delta \tanh(1/\delta)} \left[ \tanh^2 \left( \frac{\mu - 1}{2 \delta} \right) + \Delta(t) \right].$$

(12)

The loss-cone angle $\theta_L$ can be determined by taking the second derivative of the function $G(\mu,t)$ with respect to $\mu$ and setting it equal to zero. It turns out that the loss-cone angle $\theta_L$ is given by

$$\theta_L = \cos^{-1} \left[ 1 + \delta \ln(2 - \sqrt{3}) \right].$$

(13)

For $\theta_L = 15^\circ$ the corresponding $\delta = 0.025$, for $\theta_L = 30^\circ$, $\delta = 0.1017$, for $\theta_L = 45^\circ$, $\delta = 0.2224$, for $\theta_L = 60^\circ$, $\delta = 0.3797$, and for $\theta_L = 90^\circ$, $\delta = 0.7593$.

Shown in Fig. 1 are three-dimensional surface plots as well as two-dimensional contour plots of the model distribution function for energetic electrons, for $T_e = 4 \text{ keV}$, loss-cone angle of $\theta_L = 30^\circ$ (corresponding to $\delta = 0.1017$), and for three different values of the parameter $\Delta$ ($\Delta = 0, 1, 10$). It should be noted that the limit $\Delta \to \infty$ corresponds to an isotropic distribution with no loss-cone feature.

The averages $\langle \mu^2 \rangle$ and $\langle \mu \rangle$, whose evolution in time is governed by Eqs. (6), are related to the parameters $\alpha$ and $\Delta$ as follows, which can be easily demonstrated:

$$\frac{d \alpha^2}{dt} = \frac{2}{3} \left( \frac{d \langle \mu^2 \rangle}{dt} \right), \quad \frac{d \Delta}{dt} = \frac{(1 + \Delta)^2}{\delta} \left( \frac{d \langle \mu \rangle}{dt} \right).$$

(14)

These relations are used in the numerical study of quasilinear evolution. Another useful notion, which is introduced as this point, is the notion of the ratio between wave energy and particle energy (associated with the energetic electrons), for each wave mode

$$\frac{E_{\text{wave}}}{E_{\text{particle}}} = \frac{\int d^3 k \left( |\delta E_k|^2 + |\delta B_k|^2 \right)/(8 \pi)}{n_e m_e c^2 \int d^3 u (u^2/2) f_e},$$

$$= \frac{4 \pi}{3 \alpha^3} \left( 1 + \frac{n_b}{n_e} \right) \frac{\Omega_e^2}{\omega_p} \int dq \int_0^q dw |\delta E_w|^2 \times [1 + |N|^2 (1 - |\hat{k} \cdot \hat{k}|^2)].$$

(15)

where $\hat{k}$ is a unit wave vector. This quantity is useful for the normalization of the wave spectra.

A. Evaluation of $I(n,m,l)$ and $e_{33}$ for the energetic distribution

The $I(n,m,l)$ integrals defined in Eq. (2) can be separated into principal and resonant parts, by the use of the Landau contour

$$I(n,m,l) = I'(n,m,l) + iI''(n,m,l),$$

$I'(n,m,l) = \mathcal{P} \int d^3 u \frac{u_n u_{\perp}^2}{\gamma - nY - N_i u_l} \mathcal{D} f_e,$

$I''(n,m,l) = -\pi \int d^3 u \frac{u_n u_{\perp}^2}{\gamma - nY - N_i u_l} \mathcal{D} f_e \delta (\gamma - nY - N_i u_l),$  

(16)

where $\mathcal{P}$ stands for the principal part of the integral.

Let us first discuss the case of energetic electrons, whose distribution is described by Eq. (11). The resonant part $I''(n,m,l)$ may be written as follows:

$$I''(n,m,l) = -2 \pi \Theta (nY - 1) \int_{-1}^{1} d\mu P_+(\mu)$$

$$+ \Theta (1 - nY) \Theta (n^2 Y^2 - 1 + N_i^2).$$
where

\[ P_x(\mu) = \frac{\mu^2 (1 - \mu^2)^{m/2} e^{-\mu^2/2}}{\alpha} \left[ y \partial_\mu f_\mu + (N) \right] \]

The symbol \([\cdots]_\mu\) means that the quantity has to be evaluated at the resonant velocity \(u_r\). The derivatives \(\partial_\mu f_\mu\) and \(\partial_\mu f_e\) can be obtained in a straightforward manner from Eq. (11). The limits of the integration, \(\mu_i\) and \(\mu_f\), are the same as defined immediately following Eq. (6).

The growth rate is very sensitive to changes in the distribution function along the resonance curve in momentum space. Therefore, the resonant parts, as given by Eq. (17), must be evaluated self-consistently at each time step along the time evolution of the distribution. On the other hand, the principal parts are dependent upon the integrated distribution and usually can be regarded as rather insensitive to detailed features in the distribution, unless some peculiar circumstances are satisfied. This virtual independence on detailed features of the distribution allows for some further approximations, which simplify the evaluation of the principal parts of the integral, and contribute very much to speeding up the quasilinear code. With this reasoning taken into account, the fact that the electrons are weakly relativistic, and have expanded the relativistic \(y\) factor as \(y = 1 + u_r^2/2\). In the evaluation of the resonant part [Eq. (17)], where the exact position of the resonance curve is more important, relativistic effects have been fully incorporated.

**B. Evaluation of \(l(n,m,l)\) and \(e_{33}\) for the background distribution**

For the case of the background distribution, which remains stationary throughout the time evolution, the principal parts are given by similar expressions as those obtained for the energetic electrons

\[ l'(n,m,l) = -\frac{4\alpha_0^2 m/2}{\sqrt{\pi}} \int_{-\infty}^{\infty} d\mu \, \mu^2 e^{-\mu^2/2} \left( \Theta(m) \sum_{k=0}^{m-1} (m-1-k)! x_n^k \right) \]

\[ e_{33} = \frac{4 \alpha_0^2}{\sqrt{\pi}} \int_{-\infty}^{\infty} d\mu \, \mu^2 e^{-\mu^2/2} \left[ e^{-y_0 Ei(y_0)} \right] , \]

where \(y_0 = -[(2)/(\alpha_0^2)](1 - N Y - N|u| + u_r^2/2)\), and \(X_b = (n/\gamma T_e)X\).

The resonant parts for the case of background distribution can be obtained by the application of Eq. (17) to \(f_b\) distribution. However, we further simplify the evaluation of these quantities by considering that for these very cold particles, \(f_b = A_0 e^{-\mu^2/2}\), where \(A_0 = 1/[(2\alpha_0^2 \pi K_2/2)]\), \(K_2\) being the modified Bessel function of the second kind. Therefore, the resonant part of \(l(n,m,l)\) is simply given by

\[ l'' = 2 \pi^2 \mu_b A_0 e^{-\mu^2 Y} \int_{-\infty}^{\infty} d\mu \, \mu^2 e^{-\mu^2/2} \left[ e^{-y_0 Ei(x_0)} \right] + 2 n Y N|u| - (1 - N^2) u_r^2 ]^m , \]

**IV. NUMERICAL ANALYSIS AND RESULTS**

The relevant parameters for our quasilinear investigation are the ratio of electron plasma to electron cyclotron frequency, \(\eta = \omega_{pe}/\Omega_{ce}\), the ratio between the energetic electron density and the background electron density, \(\rho = n_e/n_b\), the background electron temperature \(T_b\), the effective temperature of the energetic electrons, \(T_e\), the loss cone angle, and the ratio between wave energy and particle energy. We choose this set of parameters by considering a situation typical of the earth’s auroral zone plasma.

The physical condition at the auroral region is such that hot magnetospheric population prevails over the cold one for \(z \approx 1.5 R_E\), where \(R_E\) is the radius of the earth, while the cold population dominates at low altitudes. The effective temperature for the energetic electrons is never far from 4–5 keV. It is known that the ratio of plasma to cyclotron frequency is lower than 0.1 for \(1.1 R_E < z < 2 R_E\) and ap-
FIG. 2. (a) X mode growth rate for Δ=0 (initial value); (b) O mode growth rate for Δ=0 (initial value); (c) X mode growth rate for Δ=0.2; (d) O mode growth rate for Δ=0.2. ωp2/Ωc=0.05. n_e/n_i=0.1. x axis, normalized wave frequency (w); y axis, cos⁻¹(q).

proaches η=1 for z→4 R_E, and recent observations have emphasized the occurrence of low density plasmas (n_e<1 cm⁻³) in the source region.⁴⁵,⁴⁶

Taking these informations into account, we assume a low density case, which may be relevant for the AKR (auroral kilometric radiation), by considering η=0.05. The background temperature is taken as T_b=0.2 keV, the energetic temperature T_e=4 keV, and the loss-cone angle is taken as θ_LC=30°. We consider three different cases regarding the ratio of electron populations, ranging from the cold dominated case to the case of equal electron populations.

A. Initial growth rates

First we discuss the initial growth rates for each mode. For the present purpose, we concentrate on the fundamental X and O modes. The harmonics of these modes could be included in the analysis, in principle, but it turns out that they are only weakly unstable when compared with the fundamental modes, for the present choice of parameters. The W mode is also stable. The Z mode can play a very relevant role for higher density cases,⁴⁰ but is stable for the present case.

Panels (a) and (b) of Fig. 2 show, respectively, the initial normalized growth rates for the X and O modes, for ρ=0.1, vs normalized frequency w and cos⁻¹q. The quantity cos⁻¹q approximately coincides with the propagation angle, for w=1 and refractive index ≈1, which is the case except near the cutoffs. We have searched the parameter space, and concentrated in the region where the growth rates are significant, utilizing a 31×31 grid in w–q space. It is seen that absolute values of the growth rates are very small as compared to the real frequencies, which validates the use of quasilinear theory.

Panels (c) and (d) of Fig. 2 show the normalized growth rates for a case of partially filled loss cone, where we have assumed Δ=0.2. These panels illustrate the decrease in the absolute value of the growth rates, and the reduction of the unstable region in w–q space.

B. Quasilinear analysis

We now discuss the quasilinear evolution of the waves and particles. For this analysis, we start by discussing the initial wave spectral distribution. For the sake of simplicity, we assign the same initial level of wave energy for each mode. For the first set of applications, we assume that at τ=0, E_wave(0)/E_particle = E_wave(0)/E_particle = 1.0×10⁻⁴. In addition, we assume that the spectral electric field distribution is uniform over the initially unstable (w,q) space, and zero otherwise. The initial amplitude of the wave
spectrum is then constant over unstable space, determined in such a way that the integrated spectrum satisfies the condition $E_{\text{wave}}(0)/E_{\text{particle}} = 1.0 \times 10^{-4}$.

Using this procedure to determine the initial wave spectra, we have numerically solved the moment kinetic equations (6). These two equations, together with Eq. (7) for the third mode of wave spectra, form a set of three coupled equations, which we have solved by employing Runge–Kutta method with adaptive stepsize control,47 where $n_w$ and $n_q$ are the number of points in the spectral grid (we have used a $31 \times 31$ grid). In the solution of the dispersion relation we have neglected harmonics, and we have utilized the small Larmor radius approximation.

The resulting evolution of the parameters $\alpha(\tau)$ and $\Delta(\tau)$ vs the normalized time $\tau$ is depicted in Figs. 3 and 4, respectively, for three values of the population ratio, $\rho=0.01$, 0.1, and 1.0. Figure 3 shows that the effective temperature $\alpha$ changes very little, attaining in the three cases an asymptotic value $\alpha(\tau=\infty)=0.1215$. The difference between the three cases is the rate of change, with the steady state being quickly attained in the case of $\rho=1.0$, while the change is slowly produced in the case of $\rho=0.01$. In a different time scale one sees that the case of $\rho=0.01$ is still evolving at time $\tau=5.0 \times 10^5$, with the asymptotic state of $\alpha=0.12128$ attained for $\tau=3.0 \times 10^6$. Curve (d) of Fig. 3 is for the case $\rho=0.01$, and is the outcome of a quasilinear analysis based upon an approximation which assumes that cold electrons support the waves.40

Figure 4 shows that in the case of $\rho=1.0$, the loss cone is quickly filled up, until the parameter $\Delta$ reaches $\Delta=1.05$, for $\tau=1.8 \times 10^5$. The initial rate of evolution is smaller in the intermediate case, $\rho=0.1$, attaining the asymptotic state of $\Delta=0.75$. For the case of low population of energetic electrons, $\rho=0.01$, curve (c) of Fig. 4 shows that the asymptotic state of the quantity $\Delta$ is nearly $\Delta=0.5$, attained for $\tau$ even beyond $5 \times 10^5$. In Fig. 4(d) one can see the prediction based upon the cold plasma dispersion relation, featuring slightly larger loss-cone filling, as compared with Fig. 4(c).

In order to understand these results, one should note that the loss cone is already partially filled from the start by the cold electron population. In the case of smaller ratio between energetic and cold electrons a smaller amount of hot electrons diffusion into the loss cone is therefore sufficient to stabilize the instability, when compared to a case of larger population ratio. This explains why the saturation is attained for smaller values of $\Delta$ progressively when the population ratio decreases, as shown by curves (a), (b), and (c) of Fig. 4.

Figure 5 displays the time evolution of $E_{\text{wave}}/E_{\text{particle}}$, for the $X$ mode. The case of $\rho=0.01$ is depicted by curve (c), which shows the wave amplitude initially growing slowly, and tending to saturate at a level of intensity approximately 2 orders of magnitude above the original wave level. The saturation indeed occurs beyond the time limit shown in Fig. 5, for $\tau=3.0 \times 10^6$, with the asymptotic value of $E_{\text{wave}}/E_{\text{particle}}=1.286 \times 10^{-2}$. Figure 5(b) shows the case of $\rho=0.1$, which grows at a faster initial rate, but quickly saturates for $\tau=1.3 \times 10^5$. The case of equal electron populations is shown by Fig. 5(a). As a result of larger initial growth rates, the diffusion proceeds very quickly, but the instability saturates nearly at the same wave level attained in other cases of smaller population ratio, with asymptotic value slightly smaller than in the case of Fig. 5(b). Also shown is the result based upon the cold plasma dispersion relation, for $\rho=0.01$ [Fig. 5(d)]. The growth of the wave amplitude is

FIG. 3. Time evolution of the parameter $\alpha(\tau)$. (a) $\rho=1$; (b) $\rho=0.1$; (c) $\rho=0.01$. $\omega_p/\Omega_i=0.05$, $E_{\text{wave}}/E_{\text{particle}}(0)=1.0 \times 10^{-4}$, for each mode. Curve (d) was obtained with another approach, using cold plasma dispersion relation.

FIG. 4. Time evolution of the parameter $\Delta(\tau)$. (a) $\rho=1$; (b) $\rho=0.1$; (c) $\rho=0.01$. $\omega_p/\Omega_i=0.05$, $E_{\text{wave}}/E_{\text{particle}}(0)=1.0 \times 10^{-4}$, for each mode. Curve (d) was obtained with another approach, using cold plasma dispersion relation.

FIG. 5. Time evolution of $E_{\text{wave}}/E_{\text{particle}}$. (a) $\rho=1$; (b) $\rho=0.1$; (c) $\rho=0.01$. $\omega_p/\Omega_i=0.05$, $E_{\text{wave}}/E_{\text{particle}}(0)=1.0 \times 10^{-4}$, for each mode. Curve (d) was obtained with another approach, using cold plasma dispersion relation.
from Fig. 5 that the asymptotic value of the energy ratio energy, as given by the parameter $\omega_p/|\Omega_1|=0.05$, $E_{\text{wave}}/E_{\text{particle}}(0)=1.0\times10^{-4}$, for each mode. Curve (d) was obtained with another approach, using cold plasma dispersion relation.$^{28}$

Initially slightly faster than predicted by the thermal code, but the asymptotic level is nearly the same.

The results depicted by curves (a), (b), and (c) in Fig. 5 deserve further comments. The case of smaller population of energetic electrons features smaller growth rates, which makes the wave growth slower. However, the saturation of the instability depends upon the diffusion, which fills up the loss cone. Due to the normalization utilized, according to Eq. (15), the amplitude of the wave energy in the case of $\rho=0.01$ is nearly a factor of 100 smaller than the amplitude in the case of $\rho=1.0$. The smaller amplitude of the wave energy explains the slower diffusion, which allows continued growth even after the instability has saturated for the case of higher energetic population.

Another interesting feature which must be discussed is connected with the conservation of energy in the amplification process. The conservation must be analyzed by comparing the average particle energy, as given by $\alpha$, and the wave energy, as given by the parameter $E_{\text{wave}}/E_{\text{particle}}$. The degree of filling up of the loss cone by energetic particles (\(\Delta\)) is not directly involved in the energy conservation. It only contributes indirectly, through the average particle energy. It is seen from Fig. 5 that the asymptotic value of the energy ratio $E_{\text{wave}}/E_{\text{particle}}$ slightly increases with the decrease of the population ratio, while the quantity $\alpha$ decreases with the population ratio, as shown in Fig. 3. This behavior is as expected from wave–particle energy conservation.

The ordinary mode shows similar features as those obtained for the extraordinary mode. These features can be observed in Fig. 6, which shows the time evolution of $E_{\text{wave}}/E_{\text{particle}}$, for the $O$ mode. However, for the case of the ordinary mode, the growth is much less conspicuous, and the final wave level is between 10% and 15% above the original wave level. Similar to what we have in Fig. 5, curve (d) is obtained with the cold plasma code, for the same parameters as curve (c).

We also studied the influence of the initial level of wave activity, by considering different values of the ratio $E_{\text{wave}}(0)/E_{\text{particle}}$. Figure 7 shows the time evolution of the energy ratio for the $X$ mode, for $\rho=0.01$ and three different values of the initial ratio. In the case of very low initial activity $E_{\text{wave}}(0)/E_{\text{particle}}=1.0\times10^{-6}$, depicted by curve (c), the diffusion proceeds slowly, while the wave level grows by a factor of 4 orders of magnitude. In the intermediate case, $E_{\text{wave}}(0)/E_{\text{particle}}=1.0\times10^{-5}$, shown by Fig. 7(b), the growth is nearly of 3 orders of magnitude, while in the case of higher initial wave level [Fig. 7(a)], the growth is by a factor of 2 orders of magnitude.

Taking into account the results shown in Fig. 7, for different levels of initial wave activity, and also those of Fig. 5, one arrives at the conclusion that, for a significant range of initial wave levels and ratio of populations, the amplification due to the loss-cone instability, for $X$-mode waves, saturates at a level such that $E_{\text{wave}}(0)/E_{\text{particle}}(t=\infty)=1.0-2.0\times10^{-2}$. It is expected that this saturated level could be higher, however, if a source of loss-cone particles is taken into account in the kinetic equation. We have also included in Fig. 7 the results obtained with the formulation which uses the cold plasma dispersion relation. The qualitative results regarding the effect of the initial wave level are similar to those exhibited by Figs. 7(a)–7(c). For the entire range of initial wave levels considered, the initial rate of wave growth predicted by the thermal calculation is smaller than that predicted by the cold plasma version, but the asymptotic level attained by the wave field is nearly the same in both cases.

Figure 8 shows the time evolution of the energy ratio for the $O$ mode, for $\rho=0.01$ and for the same three different values of the initial ratio as those considered in obtaining Fig. 7. The outcome is that the $O$ mode growth is not significant and remains on the order of 15%–25% growth over the initial value, for the whole range of initial wave level considered.

All these results were obtained for a fixed value of the parameter $\eta$, namely, $\eta=0.05$. However, it is interesting to verify the dependence on $\eta$ exhibited by our formulation, since previous studies based on an approximated analytical approach and numerical simulations have indicated that the efficiency of the amplification increases with the decrease of the frequency ratio $\eta$. The saturation efficiency, denoted in Ref. 28 as $\varepsilon$, was defined as the ratio between the average electromagnetic wave energy density at saturation and the perpendicular particle energy density. The distribution func-
tion utilized as starting point for the simulations was a DGH distribution with loss-cone index $l$, assuming absence of the cold electron component.

Therefore, we have considered the case of $\eta=0.03$ and $\rho=1.0$, in order to compare our results with those of the numerical simulation of Ref. 28, regarding the $\eta$ dependence. In Table I we list the saturation value of $E_{\text{wave}}/E_{\text{particle}}$, for the $X$ mode, for $\eta=0.03$ and $\eta=0.05$, and for $\rho=1.0$. We also list in Table I the saturation efficiency for the $X$ mode obtained in the numerical simulations described in Ref. 28 for the case $l=2$.

The ratio between the two values of $E_{\text{wave}}/E_{\text{particle}}$ listed in Table I is $1.997/1.113=1.79$. The ratio between the two values of the efficiency $\epsilon$ is $0.069/0.044=1.57$. On the other hand, the inverse ratio between the two values of $\eta$ considered is $0.05/0.03=1.67$. Therefore, we can conclude that the present quasilinear approach predicts a saturation efficiency for the $X$ mode which is nearly proportional to $\Omega_2/\omega_{pe}$, similarly to what has been obtained with numerical simulations conducted in the same range of electron energies.28

V. SUMMARY AND CONCLUSIONS

In the present paper we have carried out a quasilinear analysis of the electron cyclotron maser instability driven by a loss-cone population. The novel feature of the present approach is that, instead of solving the quasilinear kinetic equation for the particles, we have modeled a time-dependent loss-cone distribution function, and discussed the evolution of the particles by only considering moments of quasilinear equation. This approach has already been used in another article based upon an approximation which assumes that the waves were supported by the cold plasma population,39,40 but the present analysis introduces thermal effects and utilizes the full dispersion relation in the quasilinear treatment of the loss-cone instability. For the sake of demonstration, we have chosen a set of parameters typical of the earth’s auroral zone plasma, which may be relevant to the description of the auroral kilometric radiation. For the parameters chosen, the ratio between electron plasma frequency and electron cyclotron frequency is sufficiently small in order that the only relevant unstable modes are the fundamental $X$ and $O$ modes.

We have initially considered the case of moderately high initial wave level, for three different ratios between the energetic and the background population. The results indicate that, even though the case of higher population of energetic electrons displays larger growth rates, the fast diffusion saturates the instability at a wave level which is not significantly different than that obtained in the case of small population of energetic particles. We have also studied the influence of the initial wave level, for a given ratio of populations. When the wave level is initially very small, the ensuing growth of $X$ mode waves is very significant, while it is only moderate in the case of relatively high initial wave level. For the $O$ mode, however, the wave growth has been demonstrated to be small for any initial wave level.

The dependence of the amplification efficiency on the frequency ratio $\omega_{pe}/\Omega_2$ has also been briefly discussed. It has been seen that the saturation amplitude for $X$ mode waves increases when this frequency ratio is decreased, in agreement with results previously obtained by means of numerical simulations.

We have also presented some results obtained with the use of an approximation which assumes that the cold electrons support the waves. In order to validate this approximation, we have considered the case of small population of energetic electrons, as compared to background electrons, for several values of the initial wave level. The resulting time evolution has been shown to be quantitatively similar to that obtained with the code which fully incorporates thermal effects, for the same population ratio.

The approach using the cold plasma approximation has been previously utilized for a case with higher value of the ratio between electron plasma to cyclotron frequency, such that the $Z$ mode was also initially unstable. For the case of dominant cold plasma, it has been seen that despite the fast initial growth for the $X$ mode, the $Z$ mode actually saturates at a larger amplitude.39,40 The method for calculating the growth rate introduced in the present paper is not particularly well suited for the $Z$ mode, because the $Z$ mode instability is an absolute instability with the group velocity approaching zero. However, if the limitation of the present method can be overcome (say, by directly calculating for the complex frequency), it would be interesting to investigate the situation in which the $Z$ mode competes with other modes, with the use of the code which fully includes thermal effects. The method presented in this paper can also be used for quasilinear analysis of the maser instability in the case of other applications, such as solar microwave bursts.
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