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We investigate the universal thermodynamics of the two-component one-dimensional Bose gas with
contact interactions in the vicinity of the quantum critical point separating the vacuum and the
ferromagnetic liquid regime. We find that the quantum critical region belongs to the universality class
of the spin-degenerate impenetrable particle gas which, surprisingly, is very different from the single-
component case and identify its boundaries with the peaks of the specific heat. In addition, we show that the
compressibility Wilson ratio, which quantifies the relative strength of thermal and quantum fluctuations,
serves as a good discriminator of the quantum regimes near the quantum critical point. Remarkably, in the
Tonks-Girardeau regime, the universal contact develops a pronounced minimum, reflected in a
counterintuitive narrowing of the momentum distribution as we increase the temperature. This momentum
reconstruction, also present at low and intermediate momenta, signals the transition from the ferromagnetic
to the spin-incoherent Luttinger liquid phase and can be detected in current experiments with ultracold
atomic gases in optical lattices.
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Experiments with ultracold atomic gases allow for the
creation and manipulation of various physical systems with
an unprecedented degree of control over interaction
strength, statistics of the constituent particles, and dimen-
sionality [1]. This control materialized in the experimental
realization of many low-dimensional systems whose phys-
ics is well captured by many-body integrable models
allowing for a parameter free comparison between theory
and experiment [2,3]. The need for accurate theoretical
predictions is particularly stringent in low dimensions due
to the enhancement of quantum fluctuations which invalid-
ates our physical intuition based on the free-particle picture
and mean-field theory. In the case of integrable models,
powerful techniques associated with Bethe ansatz [4,5] can
be employed to analytically investigate the physical proper-
ties of such systems for all values of the interaction strength
including the strong coupling limit.
One-dimensional (1D) multicomponent systems in

which the constituent particles have a variable number
of internal “pseudospin” states present very rich physics
exhibiting quantum regimes not found in higher dimen-
sions or in the case of their single-component counterparts
[2,3,6,7]. As is well known, the single-component Bose gas
in the Tonks-Girardeau regime with infinitely strong
coupling realizes an impenetrable particle gas which is
fully described by spinless free fermions. We see that the
spinor gases in the very strong coupling regime behave very
differently from free fermions.
At zero temperature, these systems present quantum

phase transitions (QPT) which are driven by varying certain

nonthermal parameters (chemical potential, magnetic field,
pressure, etc.). In the vicinity of the quantum critical point
(QCP), quantum and thermal fluctuations couple strongly
characterizing the quantum critical (QC) regime [8]. In the
phase space, the QC region has a distinct V-shape fanning
out from the QCP [8,9] at low temperatures, and in this
region, the thermodynamics of the system is universal and
scale invariant.
Motivated by the recent experimental confirmation [10]

of quantum criticality in the Lieb-Liniger model [11], in
this Letter, we theoretically investigate the more complex
problem posed by the two-component generalization
known as the spinor Bose gas [12–14]. We provide an
analytical description of the universal thermodynamics and
determine the location of the QCP, the critical exponents,
and the boundaries of the critical region. The analytical
description is derived for an arbitrary number of spin
components. It is universally valid for bosons and fermions.
It also explains the first order transition in the finite density
regime with jump of the magnetization at a zero magnetic
field. In addition, for the two-component Bose case, we
perform a detailed analysis of the universal contact [15–18]
and show that in the Tonks-Girardeau regime it presents a
pronounced minimum, signaling the transition from the
ferromagnetic [19–23] to the spin-incoherent liquid phase
[24–26]. This transition is accompanied by a significant
momentum reconstruction which can be experimentally
detected.
Weconsider a systemof 1Dbosonswith two internal “pseu-

dospin” states denoted by ↑ and ↓ with spin-independent
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contact interactions. In the second quantization, the
Hamiltonian is H ¼ R

HðxÞdx with density

HðxÞ ¼
X

σ¼f↑;↓g

�
ℏ2

2m
∂xΨ

†
σðxÞ∂xΨσðxÞ − μσΨ

†
σðxÞΨσðxÞ

�

þ ℏ2c
2m

X
σ;σ0¼f↑;↓g

Ψ†
σðxÞΨ†

σ0 ðxÞΨσ0 ðxÞΨσðxÞ ð1Þ

where ΨσðxÞ, Ψ†
σðxÞ are bosonic fields satisfying ½ΨσðxÞ;

Ψ†
σ0 ðyÞ� ¼ δσ;σ0δðx − yÞ,m is themass of the particles, μσ are

chemical potentials, and the coupling constant can be
expressed in terms of the 1D scattering length via
c ¼ −2=a1D [27]. In the following, it is useful to introduce
μ ¼ ðμ↑ þ μ↓Þ=2 and H ¼ ðμ↑ − μ↓Þ=2. In units of ℏ ¼
2m ¼ 1, the dimensionless coupling constant is γ ¼ c=n
with n the total density, and the Fermi temperature is
TF ¼ π2n2. The system is weakly (strongly) interacting
when γ ≪ 1ðγ ≫ 1Þ.
The Hamiltonian (1) is integrable [12,13] and the ground

state and low-lying excitations were derived using the
nested Bethe ansatz [14]. Compared with the fermionic
model, for which the ground state is antiferromagnetic, in
this case, the ground state is fully polarized (ferromagnetic)
which is a general characteristic of bosonic 1D models with
spin-independent interactions [28]. At low temperatures,
the longitudinal low-lying excitations are plasmons
(ϵðpÞ ∼ jpj), but the softest transversal low-lying excitation
is a magnon with quadratic dispersion limp→0ϵðpÞ ∼
p2=2m� which prevents the use of Luttinger liquid (LL)
theory (m� ¼ 3mγ=2π2 for large γ [29]).
Computing the thermodynamic properties of the spinor

Bose gas is a notoriously difficult task despite the integra-
bility of the Hamiltonian (1). In contrast with the single
component case (the Lieb-Liniger model), the thermody-
namic Bethe ansatz (TBA) [30,31] description of the
multicomponent model [32] involves an infinite number
of nonlinear integral equations (NLIEs). Even though
numerical schemes can be developed to approximately
solve such systems [33–35], they are rather cumbersome
and require truncations in the number of equations which
can introduce uncontrollable errors. In [36,37], two of the
authors derived an efficient thermodynamic description
which made use of the lattice embedding of the spinor Bose
gas in the q ¼ 3 Perk-Schultz spin chain and the quantum
transfer matrix [5,38,39]. In this description, the grand-
canonical potential per length is given by ϕðμ; H; TÞ ¼
−ðT=2πÞ Rþ∞

−∞ ln½1þ a1ðkÞ� þ ln½1þ a2ðkÞ�dk, with aiðkÞ
auxiliary functions satisfying the following system of
NLIEs:

ln a1ðkÞ ¼ −ðk2 − μ −HÞ=T
þ ðK0 � lnA1ÞðkÞ þ ðK2 � lnA2Þðk − iϵÞ; ð2aÞ

ln a2ðkÞ ¼ −ðk2 − μþHÞ=T
þ ðK1 � lnA1Þðkþ iϵÞ þ ðK0 � lnA2ÞðkÞ; ð2bÞ

where AiðkÞ ¼ 1þ aiðkÞ, K0ðkÞ ¼ 2c=ðk2 þ c2Þ, K1ðkÞ ¼
c=½kðkþ icÞ�, K2ðkÞ ¼ c=½kðk − icÞ�, and ½f � g�ðkÞ ¼
ð1=2πÞ Rþ∞

−∞ fðk − k0Þgðk0Þdk0. We stress that Eqs. (2) are
valid for all values of μ, H, T, and c, and they can be easily
and efficiently numerically implemented allowing for the
exploration of certain regions of the relevant parameters
space (like H ≪ T, μ, c) which are inaccessible by TBA.
These equations constitute the basis of our investigations.
At T ¼ 0 and fixed H, the spinor Bose gas presents a

QPT between the vacuum and ferromagnetic liquid phase
when the chemical potential reaches the QCP. In the
vicinity of the QCP, the thermodynamics of the system
is universal and scale invariant and can be described by
[40,41]

pðμ; H; TÞ ∼ prðμ; H; TÞ þ Tðd=zÞþ1PH

�
μ − μcðHÞ
Tð1=νzÞ

�
ð3Þ

where p ¼ −ϕ is the pressure, pr the regular part, z the
dynamical critical exponent, ν the correlation length
exponent, d ¼ 1 the dimension, and PH is a universal
function describing the singular part of the pressure. The
determination of the universality class (the values of z and
ν) and of the universal function is accomplished by
performing the following steps [40]. (i) Choose z and ν.
(ii) For these values of z and ν, plot for several values of
temperature the “scaled pressure” ðp − prÞT−ðd=zÞ−1 (at low
T pr can be replaced by a constant which in our case is
zero). If the critical exponents are chosen correctly, then all
plots should intersect at μcðHÞ identifying the QCP.
(iii) With z, ν, and μcðHÞ determined, the plots of the
“scaled pressures” at all temperatures as functions of
ðμ − μcðHÞÞ=Tð1=νzÞ will collapse to a single curve which
is the universal function PH.
Our investigations reveal [42] lines of QCPs at μcðHÞ ¼

−jHj with critical exponents z ¼ 2 and ν ¼ 1=2. We
identify the universality class as the spin-degenerate
impenetrable particle gas. This can be understood intui-
tively by an elementary, yet quantitative derivation. For any
repulsive interaction, at low densities, the system is in the
strong coupling regime with finite energy states realized by
wave functions ψðx1;…; xN; s1;…; sNÞ that vanish if the
spatial coordinates of any two particles coincide. We
construct such wave functions by first considering the
fundamental regime with order of spatial coordinates
x1 < x2 < � � � < xN . Here, we use the product ansatz ϕ ·
χ where ϕðx1;…; xNÞ is a Slater determinant of plane
waves with pairwise different wave numbers k1;…; kN , and
χ ¼ jσ1;…; σNi is an arbitrary spin part. For all other
sectors with different order of spatial coordinates, we
reorder simultaneously all spatial and spin coordinates
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leading to the fundamental regime and then invoke the
symmetry of the total wave function.
The energy of the product states is given by the sum of

the kinetic energy terms (k2) and the Zeeman terms (�H).
We set up the partition function of the grand-canonical
ensemble. The space of configurations consists of all
combinations of occupations of k modes: empty and
singly occupied with spin up or spin down. The partition
function is a product over characteristic factors Z ¼Q

k½1þ e−βðk2−μ−HÞ þ e−βðk2−μþHÞ� for all k values allowed
by the boundary conditions. Note that this derivation with
exactly the same result also works for fermions with
infinitely strong repulsion. The generalization to arbitrary
spin numbers is obvious.
The universal thermodynamics (for both fermions and

bosons) in the vicinity of the QCP is given by Takahashi’s
formula [31] ½x ¼ ðμþ jHjÞ=T; y ¼ H=T�,

p ¼ T3=2

2π

Z þ∞

−∞
ln ½1þ ð1þ e−2jyjÞe−k2þx�dk: ð4Þ

Figure 1 shows the collapse ofWilson ratio (see below) data
onto the universal function analytically derived fromEq. (4).
Also, the structures of the QC regime are fully described by
Eq. (4), see Fig. 2. Despite its apparent simplicity, the spin-
degenerate impenetrable particle gas has a rich phase
diagram and surprising properties. The critical expo-
nents suggest that the system might be equivalent to free

fermions with the pressure given by (x0 ¼ μ=T), pFF ¼
ðT3=2=2πÞ R ln ½ð1þ e−k

2þx0þyÞð1þ e−k
2þx0−yÞ�dk. How-

ever, free fermions have a μ −H phase diagram with four
phases (vacuum, spin-up particles, spin-down particles, and
a mixture of spin-up and spin-down particles) and critical
lines μ ¼ �H. In contrast, the spin-degenerate impenetrable
particle gas has only three phases (vacuum, spin-up par-
ticles, and spin-down particles) with critical lines μ ¼ −jHj
and μ > 0, H ¼ 0. At the latter line, first order transitions
take place. Here, simply by taking theH derivative of Eq. (4)
(see also [42]), we find a magnetization with jump at zero
field m ∼ sgnHðμþ jHjÞ1=2=π, and at T ¼ H ¼ 0 also
residual entropy s ∼ μ1=2 ln 2=π! Despite the deceiving
familiar values of the critical exponents, the physics of
the spin-degenerate impenetrable particle gas is drastically
different from that of ordinary free fermions.
It was shown in [43–45] that the susceptibility and com-

pressibility Wilson ratios can serve as good discriminators
of quantum phases in attractive multicomponent ultracold
gases. In our case, the relevant quantity is the compress-
ibility Wilson ratio defined by Rκ

W ¼ ðπ2k2B=3ÞTðκ=cVÞ

FIG. 1. Scaling behavior of the compressibility Wilson ratio Rκ
W

for H̃ ¼ 0 (upper panels) and H̃ ¼ 0.0625 (lower panels)
(H̃ ¼ H=c2, μ̃ ¼ μ=c2, t ¼ T=c2 with c ¼ 2). The curves at
different temperatures intersect at QCP μ̃c ¼ −jH̃j. Plots of the
ratio as a function of ðμ̃ − μ̃cÞ=t reveal the universal function
QHðxÞ. In the right panels, the magenta diamonds represent the
analytical predictions given by Eq. (4) with e−jyj ¼ 0 for H ≠ 0

and e−jyj ¼ 1 for H ¼ 0.

FIG. 2. Density plots of the grand-canonical specific heat c̃V ¼
cV=c (upper panels) and Wilson ratio (lower panels) for H̃ ¼ 0

and H̃ ¼ 0.02 (c ¼ 5). The specific heat presents maxima
fanning out from the critical value of the chemical potential μc ¼
−jHj which determine the boundaries of the QC region. The
white lines in the Wilson ratio plots are the boundaries of the QC
region given by the maxima of the specific heat. To the left of the
boundary lies the vacuum phase at finite temperature which can
be well approximated by a classical gas and to the right the
ferromagnetic liquid regime.
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with κ ¼ −∂2ϕ=∂μ2 the compressibility and cV ¼
−T∂2ϕ=∂T2 the grand-canonical specific heat at constant
volume. In the vicinity of the QCP, the Wilson ratio scales
like Rκ

W ∼QH½ðμ − μcðHÞÞ=T� with QHðxÞ ¼ P00
HðxÞ=

( 3
4
PHðxÞ − xP0

HðxÞ þ x2P00
HðxÞ) a universal function. In

the vacuum phase, Rκ
W is zero and presents a sudden

enhancement in the QC region becoming almost constant in
the ferromagnetic liquid phase. Taking into account that in
the grand-canonical ensemble the compressibility and
specific heat quantify the energy and particle fluctuations
via kBTκ ¼ hδN2i and kBT2cV ¼ hδðE − μNÞ2i, it is easy
to understand why Rκ

W identifies the quantum regimes so
efficiently. In the critical regime, the thermal and quantum
fluctuations couple strongly resulting in the anomalous
enhancement in the vicinity of the QCP. In the upper panels
of Fig. 2, we show that the specific heat presents a
continuous set of local maxima on both sides of the
QCP, peaks that can be identified with the boundaries of
the QC region (see also [10,45,46]). Depicting these
boundaries in the density plots of the Wilson ratio (lower
panels of Fig. 2), we see that they clearly delimitate the
three quantum regimes.
A universal property of physical systems with contact

interactions is that the large momentum distribution
behaves like limk→∞nσ ∼ Cσ=k4 with Cσ the amplitude
called contact [15–18,47]. In the case of the bosonic
Gaudin-Yang model, the total contact can be computed
from the thermodynamics [47] as C ¼ C↑ þ C↓ ¼
c2∂2ϕ=∂c2. In Fig. 3, we show the temperature dependence
of the dimensionless total contact s ¼ C=k4F with kF ¼ πn

for several values of coupling constant and magnetic field.
For γ ¼ f0.2; 1g, it is a monotonically increasing function
of the temperature for all values of H. At strong coupling,
the contact develops a minimum at low temperatures which
is more pronounced as H decreases. This means that for
γ ≫ 1, we encounter the counterintuitive phenomenon in
which the fraction of particles with high momenta
decreases as we increase the temperature. It was first
noticed in [48] for the case of impenetrable particles at
H ¼ 0 that this momentum reconstruction signals the

FIG. 3. Dependence of the dimensionless total contact s on the
temperature (tF ¼ T=TF, γ ¼ c=n, n ¼ 1=2) for γ ¼
f0.2; 1; 10; 1000g and several values of H. At strong coupling
and low H, the contact develops a minimum.

FIG. 4. Upper left panel: Momentum distribution in log-log
coordinates for the balanced impenetrable gas (H ¼ 0) for
tF ¼ f0; 0þ; 2g. For the balanced system at a fixed temperature,
n↑ðkÞ ¼ n↓ðkÞ. Data show a significant momentum reconstru-
ction especially at low and high momenta as we increase the
temperature from the ferromagnetic liquid ðtF ¼ 0Þ to the spin-
incoherent LL regime ðtF ¼ 0þÞ. The inset shows the high
momentum tail from which the contact can be extracted and
shows that s↑ðtF ¼ 0Þ > s↑ðtF ¼ 0þÞ. Lower left panel: Depend-
ence of the dimensionless total contact s↑ þ s↓ (black squares)
and contact of spin-up particles s↑ (blue disks) as functions of the
temperature for the balanced system. While at tF ¼ 0 the ground
state is populated only by type 1 particles, at tF ¼ 0þ the system
is balanced and s↑ ¼ s↓. The total contact and also s↑ present a
sharp minimum at tF ¼ 0þ. Upper right panel: Momentum
distribution for H ¼ 0.1 and tF ¼ f0; 0.08g. In this case, for a
fixed temperature, n↑ðkÞ ≠ n↓ðkÞ. Data also show a significant
momentum reconstruction but not as pronounced as in the
balanced case. The inset shows that s↑ðtF¼0Þ>s↑ðtF¼0.08Þ>
s↓ðtF¼0.08Þ. Lower right panel: Temperature dependence of the
contact forH ¼ 0.1. Even though s↓ is monotonically increasing,
the total contact and s↑ present a local minimum at low
temperatures. In all cases, n ¼ 1=2.
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transition from the ferromagnetic liquid phase ðT < T0 ∼
TF=γÞ to the spin-incoherent LL regime ðT0 < T < TFÞ
[24–26]. The two temperature scales becomewell separated
for γ ≫ 1 which explains why we encounter this phenome-
non only in the strong coupling limit.
In the impenetrable case, the momentum distribution and

the contact of each species of particles can be computed
using the Fredholm determinant representation for the
Green’s function hΨ†

i ðxÞΨið0ÞiT;μ;H obtained in [49]. Its
Fourier transform yields the momentum distribution niðkÞ,
and the contact is extracted as Ci ¼ limk→∞niðkÞ=k4. The
detailed results in Fig. 4 reveal in addition to the high
momentum crossover also a significant momentum
reconstruction at low momenta. This reconstruction, which
takes place in a very narrow interval of temperature, is
largest for the balanced system (see the left panels of
Fig. 4), and becomes more attenuated as we increase H.
The low-momentum crossover has a simple explanation. At
T ¼ H ¼ 0, the system is described by the impenetrable
Lieb-Liniger model for which the ground state is a
quasicondensate with n↑ðkÞ ∼ 1=

ffiffiffi
k

p
for small k (corre-

sponding to the large distance asymptotics of the Green’s
function ∼1=x1=2). As we increase the temperature, the
system is described by the spin-incoherent LL with
exponentially decreasing Green’s function at large distan-
ces [48] and a finite momentum distribution at low
momenta. The same type of reasoning also holds for strong
but finite coupling implying that the momentum
reconstruction both at low and high momenta can be
experimentally observed even for moderate values of γ.
In summary, we have investigated the universal proper-

ties of the spinor Bose gas and identified the universality
class and boundaries of the QC region separating the
vacuum from the ferromagnetic liquid phase. The universal
contact increases with increasing magnetic field opposite to
the behavior of fermionic systems. In the Tonks-Girardeau
regime, the contact develops a pronounced minimum
indicating a significant momentum reconstruction at low
temperatures which can be detected in current experiments
with ultracold gases.
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