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ABSTRACT

In complex integrated circuits, power and perforoeahave moved in opposite
directions making the design of low-power devicedighly costly task. Traditionally,
integrated circuit design companies adopt manyniectes to ensure power requirements,
however, techniques based on cell library has becanbottleneck for the development
process. As the design complexity and density aszegreater will be the power dissipated,
and thus its reduction becomes more important. iBgeto increase the power reduction
capability, designers have applied different teghas for each level of the design flow
abstraction. At the physical level, so as to byghedimits of cell libraries, the development
of specifically designed cells has become a rodtnelesigns with large power constraints.

Observing this requirement, this work aims to iriiggde the implementation and
optimization of digital static CMOS (Complementavietal-Oxide-Semiconductor) cell at
transistors level, and the use of library free giesnethodology as a resource for designing
low power systems. In general, fewer transistoes desirable to reduce power dissipation,
however, long chains of transistors, necessaryinimlementing specific logical functions,
leads to the increase of the transition time, amach greater energy dissipation. In order to
avoid this effect, we constructed a mapping fumgtibased on transistor size, in order to
avoid slow transition time and minimize the numbktransistors.

The use of this method has proven effective foe fadjustment low power
circuits, resulting in an average reduction of é63Hm dynamic power and 8.26% in static
power as compared with the cell library based ndlagy. As further work, an automated
flow set is presented for the logical mapping ablgenerate specific networks of transistors

for each design, making possible their use in ti@uhl design tools.

Keywords: Computer-Aided Design, Logical Mapping, low-Power Systems, Networks
of Transistors, Microelectronics.



REDES DE TRANSISTORES PARA O DESENVOLVIMENTO
DE PROJETOS DE BAIXO CONSUMO

RESUMO

Em circuitos integrados complexos, poténcia e dpsahn tém caminhado em
direcbes opostas tornando o desenvolvimento deslisms de baixo consumo uma tarefa
altamente custosa. Tradicionalmente, empresas sEndalvimento de circuitos integrados
utilizam variadas técnicas para garantir os retpasde poténcia, no entanto, técnicas
baseadas em biblioteca de células tem se tornadogawgalo para 0 processo de
desenvolvimento. A medida que os projetos aumekarmomplexidade e densidade, maior
tende a ser a poténcia dissipada por estes dispgsie assim, mais importante torna-se sua
reducdo. Buscando aumentar a capacidade de redecpoténcia, projetistas tem aplicado
diferentes técnicas para cada nivel de abstracafiudo de projeto. No nivel fisico, de
maneira a contornar os limites das bibliotecas éelas, o desenvolvimento de células
especificamente projetadas tem se tornado umaaretim projetos com grandes restrices de
poténcia. Observando este requisito, este trabalba pesquisar a implementacdo e
otimizacao de células digitais CMJS8omplementary Metal-Oxide-Semiconductesjatica
em nivel de transistores, e 0 emprego de metodotigiprojeto livre de biblioteca como um
recurso para a concepcdo de sistemas de baixacpotdde um modo geral, menos
transistores sao desejaveis para reduzir a dissp#e poténcia, no entanto, longas cadeias de
transistores, necessarios para implementar fulggess especificas, conduz ao aumento do
tempo de transicdo, e, portanto, maior dissipagd@rergia. A fim de evitar este efeito,
construimos uma funcdo de mapeamento, com basamamho dos transistores, de forma a
evitar um tempo de transicdo lento e minimizar meio de transistores. O uso deste método
demonstrou ser eficaz para o ajuste fino de cosuile baixa poténcia, resultando em uma
reducdo média de 6.35% no consumo dinamico e d@¥8.80 consumo estatico em
comparacao com a metodologia baseada em biblideecaélulas. Como trabalho adicional, €
apresentado um fluxo automatizado de mapeamenticolég capaz de gerar redes de
transistores especificas para cada projeto, tommposdsivel sua utilizagdo em ferramentas de
desenvolvimento tradicionais.

Palavras-chaves: EDA, Mapeamento LoOgico, ProjetosedBaixo Consumo, Redes de
Transistores, Microeletronica.
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INTRODUCTION

Along last decades, we observed a huge progressarnelectronics technology.
Integrated devices became essential when appliedifferent areas and for different
purposes. Performance requirements moved the m®gRequirements to process more
information in the least amount of time resultedfaster components. At the same time,
devices became denser, with more and more compopéated closer in the same area, as
predicted by Moore’s Law [MOORE, 1965].

In order to achieve the requirements, designerseldped different design
methodologies. Not so far, companies applied fuitom design techniques [CHEN, 2000] to
build handcrafted designs. For each component afsetasks were drawn and verified,
assembling the whole circuit layout. Due to thedmade nature of the method, area, speed
and power [MICHELI, 1994] could be managed and -fimeed, in detriment of a long
development time.

Aiming to minimize the time to market, companiesagnized that many blocks
repeated several times in the project and staadulild sets of functional blocks to increase
the project reusing. Reusing functional blocks ghvafter called cells, ramp up a new design
methodology based on pre-designed libraries, i.¢andard cell methodology
[FISHER, 1996].

In a typical standard cell methodology, the flonars with a high-level
description and several steps runs in order toimla#ananufacturable physical layout. The
main advantage of this methodology comes from #w €ach cell is fully characterized,
resulting in a set of accurate information aboetliehavior of the cells, e.g. delay, power and
area. According to these characteristics, desigoaukl evaluate the behavior of the system
early in the design flow.

Current, integrated circuit design based on stahdails allows the design of
denser systems; nevertheless, on novel processolegies such integration turns the
development flow a challenge. Phases like designthssis, verification and test become
more complex, and aspects like power and varigtstéands as a challenge on modern system
designs.

Despite the development of different methods fowgominimization, on last
technologies power became a critical issue facedht® process scaling. Problems involving
heat removal and cooling are worsening stimulabtedhe power dissipated on those systems.
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Nowadays, a big challenge is to minimize the amaofighergy consumed by devices keeping
the same performance.

Along years, many techniques were developed aitwimgduce power dissipation
[GONZALEZ, 1997] [DE-SHIUAN, 2006] [JEONG, 2006],olwever most efficient ones
imposes limits to the performance. According to limernational Technology Roadmap for
Semiconductors 2011 (ITRS 2011) there was an irapbrmprovement related to the power
in last years, as illustrated in Figure 1, howetemchieve the expected goals for low-power

designs there is still a large gap to the desirtbiget.
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I Original Dynamic Power
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Figure 1: Impact of Low-Power Design Technology on
Portable SOC Power Consumption (ITRS Design ITW®120

In order to improve low-power capability, designeshould apply power
optimization in all abstraction levels of the desijpw [CHANDRAKAZAN, 1995]. This
optimization involves since the algorithm used toplements the circuit, up to the
architecture, design and the technological nodd t@emanufacture.

At algorithm level, the designer explores the temapaharacteristics of the
circuits to implement sequential or parallel arebitires in order to minimize the number of
operators, e.g. adders and multipliers. As consempjearea can be reduced, which leads to
lower static and dynamic power dissipation [CHANDRAZAN, 1995]. Architectural level
optimization aims to implement specific algorithntlwparallel and/or pipelined structures to
achieve same performance in reduced supply voltagesequency [BENINI, 2001]. In
design level, goal is to optimize both physical églcal design. Logical means to minimize
the structure required to implement the modeledhitacture, i.e. make optimizations in a
technology-independent logical representation, gu8lnolean and algebraic techniques, and

in the technology mapping phase [PEDRAN, 2005].9rt&), on the other hand, represent
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optimizations in place and route stages, transisizing [PEDRAN, 1997] or primarily in
library, through the development of digital cellptimized to speed, area and power. In
technology level, manufacture features are the rfagtor, e.g. the use of high-K or metal
gates [KAPUR, 2004], dimensions and concentratibthe components as oxide thickness
and substrate implantation, and device structw&ilecon-On-Insulator (SOI).

According [BRATTACHARYA, 2002] digital design autation tools and
methodologies have failed to keep pace with theegmed ability of fabrication processes to
pack tens, or even hundreds of millions of devioesa die. Consequently, the quality of
designs created using cell-based automated todds féléen far behind the quality of
handcrafted designs [CHINNERY, 2000]. As an examiiles gap is most visible in the area
of performance, and actually in power. While thedwaafted digital designs are approaching
up to 5 GHz clock speed mark, getting the standalidbased synthesized designs to work at
500 MHz at state-of-the-art 90 nm and 65 nm procestes, remains a serious challenge.
Heavy manual intervention to achieve lower delag hacome commonplace, and manual

creation of design-specific tactical cells has Ioeewirtually routine for cell based designs.
1.1 MOTIVATION AND ORGANIZATION

In the previous statements we verified a huge ehgh for the development of
state-of-art designs. In complex integrated cisgsugtower and performance tends to be in

opposite directions, and comply with the power fmations are a complex task.

Companies use to apply several techniques to ertbargpower requirements
without costly redesign; however, traditional destgchniques are inefficient. As designs
become denser and complex, greater tends to bgother dissipated, and most importantly
is the reduction, in some cases making design-pemlls a routine on state-of-art cell
based designs. Observing this requirements, thik addresses the logical implementation
and optimization of digital design-specific sta@VIOS cells at transistor level, and the
employment of library-free design methodology [BERKAAR, 1988] [REIS, 1997]
[MARQUES, 2007] [ZIESEMER, 2007] [MARQUES, 2008] H®S, 2008] [REIS, 2011] as

a powerful resource for design of low power systems

Throughout this work, we studied the influence loe humber of transistors allied
to the size of the transistors in power dissipatlorgeneral, fewer transistors are desirable to
reduce power dissipation; however, long chainsraridistors leads to slow transition time,

and hence more power dissipation due short-cicuitent. In order to prevent this fact, we
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build a mapping function, based on the size oftthasistors, to avoid slow transition time
and minimize the number of transistors.

The use of this method demonstrated to be effectesulting in a lower power
dissipation compared to pre-defined standard @gisroach. As an incremental work, we
developed an automated flow for logical mappingatdg of generating sized design-specific
networks of transistor, leading to the use of thageaditional commercial place and routing
tools.

The remaining of this work is organized as follaw.section 2, fundamentals
aspects of power consumption and design flow apta@ed. Section 3, present a review of
the literature and related works. Section 4 pregmetiminary studies. In section 5 is
presented the methodology adopted for this worksdotion 6, a set of experiments in
submicron technologies are presented comparingnbgosed method to the standard cells

approach, finally, in section 7, conclusions anesarized.
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2 BASIC CONCEPTS

2.1 DiGITAL DESIGN FLOw S

The rapid progress in design brings the need ofe agiethodologies and
procedures to enable the development of desigsisart time to market; the adoption of rigid
methodologies and project strategies has beconemtessfor the process design automation

of integrated circuits.

As methodologies, innumerous approaches were ati@iveg the years. These
approaches range from high performance, handcrdésn to fully programmable medium-
to-low performance designs [RABAEY, 2002]. In Figu2, based on [MICHELI, 1994], is
possible to visualize the different methodologi@sdigital integrated circuit design. In order
to clarify some terms used on this work, two apphes are explained in details: Cell Library
and Library-Free based methodologies.

Digital Circuit Design Approaches

Semicustom

Cell Library Library-Free Array

Custom Based Based Based

Standard Macro Automatic Cell GGt Pre-wired

Ccells Ccells Generation (Gate Arrays & (FPGA's)
CellArrays)

Figure 2: Overview of design methodologies for @igintegrated circuits.

2.1.1 Cells Library Based Design

The reason for the use of cell-based design isdaae the implementation effort
by reusing a discrete library of cells, called dtma cells. As an advantage of this
methodology, the cells are designed and charaetéonly once for a determined technology
node, making possible its reuse for many timestedesing the design cost. As disadvantage,
the constrained nature of the library reduces tppodunity of fine-tuning the design
[RABAEY, 2002]. Typical cell libraries do not comamore than 150 different functions.
However, the possible space for logical functidreg tan be mapped with a specific number

of stacked transistors is much larger, as can ée iseTable 1.
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Tablel: Number of possible different functions
using a limitecnumber of stacked transistgBBETJENS, 1987

Number of stacked PMOS transistors

I W B N Y S R

=

5 1

S 4

g3 2 7 18 42 90
‘§ Ju 3 18 87 396 1677
é é 4 42 396 3503 28435
22 5 90 1677 28435 125803

2.1.1.1 Standard Cells

For agiven technolog, a set of standardized cells areate containing a limited
collectionof logical gates over a range of -in and fan-outscomplementanphysical gates
like fillers and diodes aravailable too. Theseset of cells are known as standard (, and are
the primitivesfor the cell librarie, widely used in cell based desic In a general library,
besides the basic logical function, such as invgr@nd/nand, or/noxor/xnor and register:

also contain complex functions, such -or-inverter, muxes, adders, decoder and enc

[WESTE, 2005].

|

?”‘W "
1|

- e

%ﬁ‘?

Figure 3: Example of standard cell layout.

Traditional standard cellhave a fixed height, adlustrated in Figure , with
power and ground pins routin fixed sides, normally otop and bottomfact that allows the
cells to be easilybutted to the power ra [WESTE, 2005] Usually,these cells try to use
minimum-width transistors to reduce cacitanceand the widest transistor that fit within t

heightdefined for the standard library. In cases whergelatransistors are necessary, i.e
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develop cells with larger current capability, trstsr folding [HER, 1993] is required to
ensure the standard height, resulting increaséavizih.

According [RABAEY, 2002] to determine the compamitiof the library is a non-
trivial task. It is difficult to measure in advaneéhat is better: to create small libraries in
which most cells have a limited fan-in, or to bualdarge one, with many versions of the same
gate, i.e. cells with two, three or four inputstidé same logical function and different sizes
for each one. Common practice uses the secondnpm@rtsuring a vast range of cells, with
different sizes and characterization corner to $®dun logical synthesis. While this practice
turns design process more reliable, also may causketrimental effect, increasing the
complexity of the technology mapping process.

2.1.1.2 Design Flow

Standard cells flow, as illustrated in Figure 4, tlee most implemented
methodology for commercial EDA companies. The mpaimotivation for its use is the
flexible and reliable flow based on a set of preigeed and verified cells, i.e. standard cells
library, distributed for foundries or third-patgmpanies, as [XFAB] and [FARADAY].

Typical standard cell flow can be divided by threategories: (i) Test, (ii)
Verification and (iii) Implementation. The first tw respectively, aims to validate the post-
silicon prototype and verify the behavior of theplemented design, according to the
functional and structural specification. Both usgeecific methodologies and EDA tools,
however, to explain each one in details is notftoais of this work. At this point, special

attentions will be given for the implementation.
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Figure 4: Traditional implementation cell-basedigiedlow.

Implementation comprises all the steps from theifipation to the layout, and it

is subdivided into several well-defined steps, \whaze: specification, architecture, coding,

logical synthesis, physical synthesis and sign-off.

Specification: Technical leader defines the functionality of tlkgstem, in

concordance with the customer, development teamrketiag department and other

stakeholders.

Architecture: Use simulation environment to "prototype" or vatie the system

operation. By modeling architectures, designergop@r numerous simulations of

the system before building itself to ensure thatchieves the goals detailed in the

specification.

Coding: Aims to describe the functionality of the modulesystem architecture

using a Hardware Description Language (HDL), alotitng the details regarding

the technological node.

Logical synthesis:Consists in change a Register Transfer Level (Rdesigned

in a hardware description language, into generits,cee. independent mapping,

and/or cells from a specific technology librarg. technology mapping.
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o Independent Mapping: Performs optimizations as speculation, carry-save
arithmetic, resource sharing, arithmetic optimizasi, sharing of sub-

expressions, logic minimization and remove of uessary logic.

o Technology Mapping Involves the mapping of logic equations to the
cells available in the cell library to meet the uggments specified in the
constraints file, aiming to get the better utilinatin terms of area and/or

power.

* Physical synthesis Run thought a mapped netlist, from logical sysiteand
comprises all the steps up to the final layout, alvhare: floorplaning, power

planning, placement, clock tree synthesis and mguti

» Sign-off: Ensure that the project achieved all specified tamds, in extremes
circumstances. At this stage, stringent checkscaraed out through the project
ensuring minimum conditions to the circuit to benufactured with an acceptable

margin of confidence.

2.1.2 Library-Free Based Design

Unlike library based design flow, where the whaledry was previously ready
for use; in a network of transistor based, alsdedallibrary-free and virtual library
methodology, each logical element from design iscdbed as a network of transistors,

allowing unrestricted logical combinations, as awnbus drive capability.

As advantage, the use of a lower abstraction ldesign allows higher flexibility
in logical synthesis phase, making possible fimeetloptimizations. Even an extensive cell
library has the disadvantage of being discreteciwhieans that the number of design options
is limited. When targeting performance or poweistomized cells are attractive [RABAEY,
2002]. Furthermore, with the increased impact dérconnect load on novel process, to
provide cells with adjusted driver sizes is ess¢nfiiom both, performance and power
perspective [SYLVESTER, 1998].

As drawback, the use of transistor makes the dgsigoess costliest. Once the
flow run in a transistor level, all elements must ¢tharacterized and its layout must be

generated along the design, increasing the develpptime.
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2.1.2.1 Design Flow
Network of transistor flow, illustrated in Figurei§ an alternative to standard cell

flow, and mostly adopted for fine-tune optimizasorinstead of using a couple of pre-

designed cells, all the logical functions can beegated along the design as required.
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Figure 5: Network of transistors based design flow.

On this approach, the flow phases are very closghedraditional standard cell
flow, presented in Figure 4. The main differenceegarding to the technological mapping
process, now called logical mapping, and the avaadbf new phases required for implement
the customized cell, i.e. cell generation phasstebd of mapping the design in a restrictive
set of technological functions, a new mapping tmolrequired to represent the system
behavior into unrestricted logical functions. Retjag to the phases required to implement
the customized cell, the process can be divided faur steps: transistor sizing, layout,

extraction and characterization.

e Transistor sizing: as mapping process, transistor sizing is one ef niost
important phases on circuit design. Low sizing desimay minimize area and
internal power; however when connected to a higiodig have it load capability

minimized, increasing delay. On the other handh Eiging devices may increase
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performance, however, also increase power consaompind area. To identify the
design requirements, and evaluate the better siamiipe networks of transistors is
a huge problem, and to understand the effectseofrémsistor sizing on power and
delay are mandatory to design fine-tuned systenss.aArelevant component,
transistor sizing research is finding in [SAPATNERA1993] [POSSER, 2011].

Layout: Process of physically draw the rectangles thdtexipress the features of
the process, and will be used to manufacture tgedb function. In general, this
step is fully handcrafted, using EDA tools to valiel the design. However, it can be
automated with the use of layout or cell generatdidILL, 1985]
[BRATTACHARYA, 2002] [ZIESEMER, 2007].

As a local reference, we describe the academicegpitayout tool
ASTRAN, developed in [ZIESEMER, 2007]. The tool @uatically generates
layouts, as illustrated in Figure 6, on linear araad is capable of supporting cells
with different networks of transistors, observimg ttransistor sizing specified by

the designer.

Figure 6: Example of automated generated
layout using ASTRAN tool.

For the layout generation, ASTRAN takes as inpuedlfiles: a spice-like
netlist containing the description of each netwaoaskconfiguration file, which
defines the topology of the layout and several patars for the generator; and the

technology file, which contains the design rulesthe netlist, a list of networks of
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transistors is defined, stating the length and hwidr each component, and their
input and output pins. The generator receives ftl@sas input and generates the

layout of each network of transistor accordinght® technology rules specified.

« Extraction: Evaluate the circuit searching for parasites comepts that normally
change the system behavior. Once the layout isyreadraction can be done in
search for components as capacitors, resistordediand BJT transistor. As output,

the extractor creates a new netlist containingotirasites, used in characterization.

» Characterization: Aims to determine the behavior of the circuits wiapplied a
set of parameters over there, some common paramnater Input slope, Output
load and PVT (Process, Voltage and Temperaturejoing to the combination
of those parameters, i.e. running several transist@l simulations, delay,
transition time and power characteristics may bquied, creating high-level

models used on logical and physical synthesis.
2.2 POWER DISSIPATION M ECHANISMS

By construction, static CMOS technology use to ey power-efficient device
because dissipates almost zero power while in gistadle mode. In order to achieve higher
performance and integration, in each new technolygyeration, devices have scaled down.
Nevertheless, as transistor count and clock fregjaenincreased, power dissipation also
increased. Actually, minimize power is a big chafje and the understanding of its
components is essential to reach this goal. Powssipdtion in static CMOS circuits is

mainly defined by two mechanisms, dynamic andctadwer, as described below:

Protar = denamic + Pstatic

2.2.1 Dynamic Power
Dynamic power is characterized by the sum of twaidies, switching power plus

short-circuits power:

denamic = Fswitching + Pshort—circuit

2.2.1.1 Switching Power

Primary switching power is dissipated when chargargdischarging internal

and/or external nodes and net capacitances anddsled as follow:



25
Pswitching =a-f- Ceff ’ Vc%d
Where a is the switching activity f is the switching frequenc C.¢¢ is the

effective capacitancavhich meansC,.; + Cpin + Cinternar (Figure 7)ancVy, is the nominal

supply voltage.

Switching

C
—lir =
TT

Figure7: Dynamic switching power intatic CMOS desig!

2.2.1.2 Short-circuit Current

For all designsa load capacitance and resistanceelated tothe path. This fact
turn the assumption of zero rise and fall inpuhsraon an untruth For each switching,
simultaneous conduction in both PMOS and NMOS tsamswill occur, leading to a dire

current between power and grousupply.

Shorteircuit poweris defined aghe power dissipated by an instantaneous ¢
circuit connection between the supply voltage dradroud at the time the gate switcl.
This component is defineby the following expression:

Pshort—circuit = Ishort * f “Vaa

Where I+ is the shok-circuit current during switchingFigure 8),V,, is the

supply voltage and is the switching frequenc

lshort

VO ut

¢ —— cload

Figure8: Short-circuit current intatic CMOS desig!
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2.2.2  Static Power

Ideally, the static current of CMOS devices is édoazero, as the PMOS and
NMOS devices are never ‘ON’ simultaneously in sjeathte operation [RABAEY, 2002].
However, it cannot be a correct affirmation becawseontrollable currents flow throws the

transistor even in steady-state operation, digsigpg@ower even in the absent of switching.

Static power dissipation is defined by the follog/expression:

Pstatic = Istatic * Vaa
Wherel .- IS the current flowing in steady state dng is the supply voltage.
On the other hand, static current is a function ntyabf three components: switching
voltagethresholdvy,, transistor sizing and transistor count. Figurell@trates the main
sources of static current [KEATING, 2007]; follow presented a short description of each

component.

Vaa

Gate Oxide

\ Gate ’ 0 _/_
|/

p-substrate

l Subthreshold
‘7 out

— C_

GND
Figure 9: Static power sources in Static CMOS de$lEATING, 2007]

* I1: Reverse Bias Junction Leakage
* 12: Sub-threshold current

* I3: Gate-induced drain leakage

* |4: Gate oxide leakage

2.2.2.1 Reverse Bias Junction Leakage

Parasitic diodes formed between the diffusion negad the transistor and
substrate consumes power in the form of reverse cairent which is drawn from the power
supply. Diode reverse bias current, results fromamiy carrier diffusion and drift near the
edge of depletion regions, and also from generadioalectron hole pairs in the depletion
regions of reverse-bias junctions. When both “Nd 8R” regions are heavily doped, as is the

case for some advanced MOSFETSs, there will alspuhetion leakage due to band-to-band
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tunneling (BTBT), i.e., electron tunneling from gate band of the p-side to the conduction
band of the n-side. In an inverter when the inguhigh, the NMOS transistor is ON and

output voltage is discharged to ground. Now betwdram and the n-well a reverse potential
difference of VDD is established which causes diedé&age through the drain junction. The
n-well region of the PMOS is also reverse biasdds &lso leads to leakage current at the N-
well junction [PEDRAN, 2007].

2.2.2.2 Sub-threshold current

As devices become smaller, also power supply ikedda order to keep dynamic
power under control. However, to keep performamotiage threshold has to be scaled down.
Sub-threshold current flows from source to draiereif the gate to source voltage is lesser
than the threshold voltage of the device. This kappmlue to the carrier diffusion between the
source and drain regions of the CMOS transistowéak inversion. When gate to source
voltage is smaller than but very close to threshaltlage of the device then sub-threshold

current becomes significant.

Sub-threshold current,,;,, which occurs when gate voltage is below threshold
voltageV,,, iIs a main part of leakage current [PEDRAN, 200¢], depends on different
effects and voltages. From BSIM transistor mod@&lf®, 1987], the sub-threshold leakage

current can be expressed as:

Vgs—Vin _Vas
Igyp =1p-e ™e -|1—e Vr

_VV'.UO'Cox'VYg'eL8
Iy = i

q
WhereV; is the thermal voltagey,, is the threshold voltagd/;; andV, are,
respectively, the drain-to-source and gate-to-sowuaitage; W andL are the transistor width
and length, respectively,,, is the gate oxide capacitangg; is the carrier mobility and is

the sub-threshold swing coefficient.
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2.2.2.3 Gate-induced drain leakage

Gate-induced drain leakage (GIDL) is caused by Highl effect in the drain
junction of MOS transistors. In an NMOS transistarhen the gate is biased to form
accumulation layer in the silicon surface under glage, the silicon surface has almost the
same potential as the p-type substrate, and ti@csuacts like a p region more heavily doped
than the substrate. When the gate is at zero @tivegvoltage and the drain are at the supply
voltage level, there can be a dramatic increaseffetts like avalanche multiplication and
band-to-band tunneling. Minority carriers underhetite gate are swept to the substrate,
completing the GIDL path. Higher supply voltage atidnner oxide increase GIDL
[PEDRAN, 2007].

2.2.2.4 Gate oxide leakage

When there is a high electric field across a thategoxide layer, tunneling of
electrons over the gate oxide can result in leak@getrons may tunnel into the conduction
band of the oxide layer; this is called Fowler-Nwetn tunneling. There can also be direct
tunneling through the silicon oxide layer if itless than 3—4 nm thick. Mechanisms for direct
tunneling include electron tunneling in the conductand (ECB), electron tunneling in the
valence band (EVB) and hole tunneling in the vadéeband (HVB). The dominant source of
leakage here is the direct tunneling of electrdmeugh gate oxide. This current depends
exponentially on the oxide thickness and the VDEIPRAN, 2007].

Of the following leakage components, sub-threshHetikage is dominant [LIU,
2007]. While dynamic power is dissipated only wisswitching, static power due to leakage

current is continuous, and must be dealt with bggudesign techniques.
2.3 DISSIPATION REDUCTION TECHNIQUES

This chapter aims to present some common power geamant techniques for
reducing power. In order to simplify the readirtg techniques were divided according to the
goals, as follow: Only dynamic power reduction,yostatic power and both dynamic and

static power reduction.
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2.3.1  Only Dynamic Reduction
Only dynamic reduction techniques are mainly agpieeminimize transition time
and capacitive factor of the nets/pins. As thodeesare direct related to short-circuit and

switching power, its improvement imply directlydynamic power.

2.3.1.1 Clock Gating

Clock gating is a common technique used on syndu®rcircuits to reduce
dynamic power dissipation. The main goal of thishteque is to insert extra logic to avoid
unnecessary switching on clock tree. On this kihduits, clock trees are the largest source
of dynamic power moved for two factors, clock teégnal present the larger capacitive load
and, normally, switch at the maximum rate. Whemriitezl a logic structure on the clock tree,
Figure 10, portions of the tree can be disabledjdivg unnecessary switching in the gated

branches, and decreasing the capacitive load indhegated tree.

DSETQJ IN— D " Q
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Figure 10: Register with clock gating (B) and withalock gating (A).
2.3.1.2 Operand Isolation

In a normal operation system, datapath elementsargled only periodically.
For instance, a controlled counter operation isiireqg a few times over hundreds of clock
transitions, Figure 11-A. Which means, even whendperation is not required, the inputs of
the operator will be switching, i.e. charging anscdrding the load capacitance, resulting in

power dissipation.

Operand isolation aims to break the switching efaperator inputs, Figure 11-B.
This action leads to aggressive reduction in tliece¥e capacitance, as result, the datapath

connected to operator, with higher capacitance,neil switch, saving dynamic power.
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Figurell Example of datapath, in (A) a direct patt
operator, in (B) an isolated operator.

2.3.1.3 Logic Restructuring

When working with dynanc power, an important component is the switching
much a net or cell pin switch, more tends to baiaxdated dynamic poweThe basic idea
behind logic restructuring is to move hifrequencyswitching operations up in the loc
cone, and low frequencgwitching operations back in the logic cone.s change in design
minimize output frequency switching, i.e. requirement of charge and discharload
capacitance, without modifyil the output logic; e.greduce two stages, Figur2-A, to three
stages through logic equience transformation, Figure 12-Bo theoutput has lower

switching activity.

DI
m B =R
ouT D1
ouT
D2 D2
D3 73_,7 D3 [

(A) B)

Figure 12 Example of datapath, i1A) atwo stages logic structur
in (B) the logic restructured to reduswitchingactivity.

2.3.1.4 Transition Rate Buffering

Extended transition time is the main aggravatosslubr-circuit current. When
transition is too long, due high capacitance, podissipated becomes greater. In orde
minimize transition time and leads to lowedynamic power, buffer manipulation is

practical aproach, illustrated in Figure .
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ouTo D2
P 27 aum

D3 ]
L OUTH | D3 \— ouTt
o1 D o1
D1 \ouT2 )‘l—D— )
D4 D1 e ouT?

(A) (8)

Figure 13 Buffering of datapath to reduce transition tinme(A) no buffering,
high transition time, in (B) buffered logic, lowatrsitiontime.
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2.3.1.5 Pin swapping

The main goal of swapping gate pins is to ensua¢ filsst switching occurs at
gates/pins with lower capacitive loads. The pins swapped so most frequently switching
occurs at the pins with lower capacitive load. ihstance, since the capacitive load of pin D1
is lower, lower will be the power dissipation whamitching, Figure 14.

Coo > Cor

% E? :} ouT2
(A)

ﬁ g? :D ouT2
(B)

Figure 14: Pin Swapping, in (A) High frequency inshcapacitive pin,
in (B) High frequency in less capacitive pin.

2.3.2  Only Static Reduction
Only static reduction techniques are applied taucedmainly the subthreshold
current. As subthreshold is a mandatory compongéstatic power, its improvement imply

direct in the reduction of the static power.

2.3.2.1 Multi-V w

Most library vendors provide libraries that havdlscevith different switching
thresholds. This is due to the different featurethe transistors, i.e. in a same library there is
gates using low thresholds transistors (faster withher leakage) or high thresholds

transistors (slower with lower leakage).

Multi-V ¢, optimization takes into count the gates with ddf@ thresholds, as
illustrated in Figure 15, to optimize the design power, timing, and area constraints. Good
synthesis tools for low-power applications are ablenix available multi-threshold library

cells to meet timing and area constraints withlolneest power dissipation.
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Figure 15: lllustration of design using Multir\¢ells.

2.3.2.2 Substrate biasing

With this technique, the substrate or the appropneell is biased to modify the
thresholds voltage of the transistor, since leakageents are a function of devicg,Mt leads
to reduced leakage. In PMOS, the body of transistbrased to a voltage higher than power
voltage. In NMOS, the body of transistor is biased voltage lower than ground voltage.
Since raising ¥, also effects performance, some advanced technigless the bias to be
applied dynamically, so during an active mode agragion the reverse bias is small, while in

standby the reverse bias is stronger.

Substrate bias returns are diminishing at smallescgsses in advanced
technologies. At 65nm and below, the body-bias ctfidecreases, reducing the leakage
control benefits. TSMQTaiwan Semiconductor Manufacturing Compaigs published
information pointing to a factor of 4x reduction @nm, and only 2x moving to 65nm.

Consequently, substrate biasing is predicted toveeshadowed by power shut-off.

2.3.2.3 Power shut-off

Power shut-off, also called power gating, is oneéhef most effective techniques
to minimize static power. Power gating uses lovkégge PMOS transistors as header
switches to turn-off power supplies to parts ofesign. NMOS footer switches can also be
used as sleep transistors [SHI, 2007].

Inserting sleep transistors splits the chip's powedwork into a permanent power
network connected to the power supply and a vinaaver network that drives the cells and
can be turned off, as can be seen in Figure 16,[3B07]. According [SHI, 2007] this
technique is increasingly being used in the inguatrd can eliminate up to 96 percent of the

leakage current.
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Figurel6: Grid implementation of sleep transistors.

2.3.2.1 Memory splitting
Normally, systems adopt memory size looking for pleak usage, which meai
the maximum memory required for an application. lde&r, during normal system operati

only a portion of that memory is used at any gitiere.

In many cases, it is possible divide the memory into several sections,
selectively power down unused parts of the mem@myce, those parts are basically
amount of transistor, cihg down the power leads static power minimization. Wit
increasing SOC memory capacity, reing the power consumed by memories is gradt

more important.

2.3.3 Dynamic and Static Power Reductio

Dynamic and tic reduction techniques te common characteristics between
two types of consumption, to minimize both dynamia static disipation. Supply voltage
and cell/transistor size are examples of featurasdffect bot, thus, nanaging at least one of

those features can lead to improvers in power dissipation.

2.3.3.1 Multi- Supply Voltage

Running at a lower voltage reduces power consump#abthc expense of speed.
In some applications, different supply voltages ddferent parts of the chip can be appl
based on their performance requirements. The gotdi® technique is to operate differe
blocks at different voltagesLowering voltage has squared effect on switching pov
consumption, and a linear ect in static power consumption. Mu#tupply Voltage is an
essential technique for I-power designs. Instead of the benefits, MSV teadlmicequire
attention to be implemented, once nehe use of level shifters on signals that go frome

voltage level to another.
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2.3.3.2 Dynamic Voltage and Frequency Scaling

Dynamic voltage and Frequency Scaling techniquewige ways to reduce
power consumption of chips scaling down the voltagpply, and the frequency on-the-fly,
based on the targeted performance requirementseofpplication. Since DVFS optimizes
both, frequency and voltage, this technique is effgctive on both dynamic and static power

reduction.

2.3.3.3 Dynamic voltage scaling

Dynamic voltage scaling is a subset of Dynamic &gt and Frequency Scaling

that dynamically scales down the voltage basedhemérformance requirements.

2.3.3.4 Adaptive Voltage and Frequency Scaling

Adaptive voltage and frequency scaling is an extensf Dynamic Voltage and
Frequency Scaling. In DVFS, the voltage levelshef targeted power domains are scaled in
fixed discrete voltage steps. Frequency-based gmltables typically determine the voltage
levels. It implies large margins in the steps, dretefore the power reduction is not optimal.
On the other hand, AVFS deploys closed-loop voltagaling and is compensated for
variations in temperature, process, and IR dropgudiedicated circuitry (typically analog in
nature) that constantly monitors performance araliges active feedback. Although the

control is more complex, the payoff in terms of goweduction is higher.

2.3.3.5 Logic resizing ( Transistor Resizing )

Logic resizing is a commonplace technique applied gower reduction. As
described on previews chapters, both dynamic aatat gtower are direct related to the sizing
of the components. On dynamic power, capacitanad taansition times are the key
components to control power consumption. Once @elransistor upsizing improves slew
times, minimizing short-circuit current, downsizimgduces load capacitance on previews
cell, leading to a lower effective capacitance, deetower switching power. On the other
hand, for static power, as sub-threshold curremidénected dependent of the transistor width,
minimize it can help to decrease static power. Othgoortunity is to regroup equivalent
logical cones in order to minimize the overall systtransistor count and reduce static power

dissipation.
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3 RELATED WORKS REVIEW

This section aims to review the main approachesdan literature to handle with
implementation and optimization of combinationajit@l, both on standard cells and library-
free methodology. In sequence, we present studisscated to transistor sizing and its use

on system design.

3.1 LoGicAL MAPPING REVIEW

3.1.1 Cells Library Based Methodologies
3.1.1.1 Gregory - 1986

The first automated process to map combinationclogas introduced in
[GREGORY, 1986]. In his work was presented Socradeset of programs, illustrated in
Figure 17, which synthesize and optimize combimaiologic circuits from Boolean
equations. Socrates optimizes logic using Booleahadgebraic minimization techniques, and
it optimizes circuits derived from this logic inuser-defined technology with a rule-based

expert system.

Socrates also presents a circuit optimizer to iwg@raneasurable circuit
characteristics by iteratively replacing and reagrag small portions of a circuit. The
program uses a library which describes alternativeuit implementations in a rule (if

antecedent then consequent) form. New rules cgieierated automatically from netlist.

11--0-- 1
100--110
--1011-1

Compile U U U

Espresso Compare Weak Division

Synthesize

l€— tdlin
FUNCTION NETLIST
ircui | I - tdlout
Circuit ] S
F=ab+c Optimizer — ) - > display
[ B - draft

~_

Extract

Figure 17:Socratesystem diagramfGREGORY, 1986]
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A constraint specification allows designers to déscthe desired characteristics
of their circuits. Designers can specify when sigrarive at inputs, and the drive factor
associated with them. Also it is allowed to spedifye maximum propagation delays to
individual outputs, and the loads that must be airiat those outputs. Socrates does not
accept area constraints; it automatically triesyiathesize the smallest circuit it can under the
timing constraints specified.

3.1.1.2 Keutzer — 1988

In [KEUTZER, 1988] was presented the process of pmap a technology
independent description of a circuit into a patacuechnology. In this work, the author
found a relation between the technologies mappirablem with those that have been

encountered in the field of programming languagamters.

More specifically, verifying that the matching betn graph-like descriptions of
a technology independent circuit against a librafypatterns in a technology, such as a
standard cell library, is similar to matching a mjrdike intermediate representation of a

computer program against the patterns of an instruset of a given machine.

In this implementation a tree manipulator is usadcbnstructing code generators
for programming language compilers, and to buildoatimizing technology mapping tool.
The result is DAGON, which is capable of optimizifay time, area or a function of both.
DAGON rests on a firm algorithmic foundation, arslable to guarantee locally optimal

matches against a set of over three thousand pstter

technology
independent
netlist

circuit
parser

circuit as
labelled graph

partition into
trees

technology
patterns

twig

{

technology
matcher

technology
bound circuit

Figure 18 DAGON approach. [KEUTZER, 1987]

v
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DAGON takes a canonical technology-independentrgesm of a combinational
circuit and a list of patterns describing both tbells in the technology and local
transformations. DAGON creates a technology bouralit by partitioning the circuit into a
forest of trees, then using a tree pattern matchutgmation to match the individual trees.
The tree matcher that is used in DAGON is basetivay a tree matching generator tool that
is generally used for constructing code generdmrgprogramming language compilers. In

Figure 18 is given an overview of this approach.

3.1.1.3 Crastes — 1991

[CRASTES, 1991] deals with the logic mapping phasel takes as main
optimization criterion the depth of the standarlll metwork, where the depth is defined as the
number of standard cells on the longest path of rteevork. The second optimization
criterion is the gate area. Differently from eaalyproaches, [CRASTES, 1991] method does
not allow extra factorization (such as a.b + aangformed in a.(b+c)), because there is
several constraints on the variable ordering indunethe lexicographical factorization. The
cells of the considered library are representedguaiconcise and simplified model, so-called,
pattern. The technology mapping phase starts flemrtitial factorized trees and is based on
a pattern matching phase leading to pattern tr€es matching phase is followed by a

definitive mapping leading to the standard celinogk.

+
| First algorithm | . | 1
+| > 0A22 *
| T
& *
1 ] +

M
o

>

Second algorithm OR2 OR2
(highest priority to
perfect matchings)

Figure 19:Matching algorithms[CRASTES, 1991]

The technology mapping consists in transformingstieof pattern trees obtained
after the covering phase by a standard cell netwackording to the author definitions, two

algorithms for the optimal covering of a due adie#g have been implemented. The first one
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starts from the root of the directed tree and perfo perfect and semi perfect 2-level
matching as soon as possible. The second algoufiies absolute priority to the 2-level
perfect matching as they minimize the depth of titee. In Figure 19 is presented the

difference between both algorithms.

3.1.1.4 Tiwari — 1993

[TIWARI, 1993] focuses on the problem of mappingeahnology independent
circuit to a technology specific one, with powertlas optimization metric. This algorithm for
low power uses de same idea of technology mapmngrea and delay as described early.
Specifically, a canonical representation (calleel shibject DAG) is created for the Boolean

functions to be mapped through two-input NAND/NOé&eg and inverters structures.

a— ™
G1 &
[ A . Gate Type Area Imtrinsic Input Load
|~ ~ . ou Cap. Cap.
G3  p{>o— NV 928 0.1029 0.0514
A NAND2 1392 0.1421 0.0747
c— ™, 1 NAND3 1856 0.1768 0.0868
G2 z AOI21 1856 0.2310 0.0850
d— S P, =000 =
(a) Circut to be mapped (b) Characteristics of the Library
NAND2
AQI21 /( NV

a ——‘\I /

b —|

G2

d —] _./I \\ Area Cost: 4176 d Area Cost: 4176
ﬁﬂ]\ Power Cost: 0.2863 Power Cost: 0.1371
NAND2 : AOI21
(¢) Minimum-Area Mapping (d) Minimum—Power Mapping

Figure 20:lllustration of the difference between
technology mapping for power and area

Canonical representations (called patterns) aceadsained for each of the gates
in the library using the same basic functions. Téehnology mapping problem is then
formulated as one covering the nodes in the sull)&& with patterns, so that cost function
modeling power dissipation is minimized under toastraint that the inputs to a match are

available as the outputs of other matches.

3.1.1.5 Kukimoto — 1998

[KUKIMOTO, 1998] consider the minimum-delay techagy mapping problem

for library-based designs where a subject graph BAG. Careful analysis shows that the
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basic dynamic programming approach is not spetifiEPGA mapping and can be easily
adapted to library-based mapping. This leads tmeat time algorithm for minimum-delay

DAG covering under load-independent delay modeksfa as know, this is the first result
that shows that the minimum-delay technology magpgroblem for DAGs can be solved
optimally in polynomial time. This implies that &elecomposition in performance-oriented
mapping is not necessary; a given subject DAG candbectly mapped optimally.

[KUKIMOTO, 1998] experimentally confirmed that tlaelditional solution space explored by

this direct approach finds significantly faster pqgs especially under a rich library.

3.1.1.6 Mishchenko — 2005

[MISHCHENKO, 2005] makes three main contributiorighe first is a new
locally-Boolean matching framework for ASICs whiclombines exhaustive cut function
enumeration with Boolean matching ensuring optiptese assignment. Second, shows how
this framework can naturally accommodate supersgatghout any change to the core
algorithm using library pre-processing. Third, exte the matching algorithm to include
choices in the mapping graph, and present a newolvggnerating choices leveraging ideas
from combinational equivalence checking. The olbyeodf this work is to minimize the delay
of the longest path in the mapped netlist. [MISHQH®E, 2005] assumes a load independent
delay model for the gates in accordance with a based logic synthesis flow. As shown by
[KUKIMOTO, 1998], this problem can be optimally setl using dynamic programming for
DAG-covering. The key difference of this methodhwilhe conventional approaches based on
DAG-covering lies in the matching step, where [MISHENKO, 2005] used Boolean

matching instead of structural one.
3.1.2 Library-Free Based Methodologies
3.1.2.1 Berkelaar — 1988

In [BERKELAAR, 1988] was presented a new approachethnology mapping
based on a library-free methodology, in his worksvpaesented the process of making a
standard-cell integrated circuit implementatiomira previously optimized and decomposed
set of Boolean functions. As defined in literatutes problem of mapping Boolean functions
onto a random library of standard-cells is knowrbéoNP-complete. So, in [BERKELAAR,
1988] is not solved the problem for random librayileut rather for those libraries that can be

produced by cell generators. Another approach dinited is the use of Boolean expression
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denoted by a prefix notation; all expressions asumed non-redundant and factorized.
About the representation, each Boolean expressicassociated with a directed graph, as

illustrate in Figure 21.

(+(*abe)(*de (+fg)(+ hi))(*jk))

Figure 21: Graph expression representation.

The approach used to split up the functions islypdréuristically and partly
analytical. Functions are taken one at a time &edalgorithm does not look across their
boundaries. The mapping process will be top-dowwill start the mapping operation from
the source node and at each moment the proceissitisdl in a certain expression to 1 level
and solved the problem of mapping this expressioradree of standard-cells completely
optimal, in an analytical way. According to thelautthe result of his algorithm will generate

an optimal Boolean network.

3.1.2.2 Jiang — 2001

Two new techniques for mapping circuits are progose[JIANG, 2001]. The
first method, called the odd-level transistor replaent (OTR) method, has a goal that is
similar to that of technology mapping, but withahé restriction of a fixed library size, and
maps a circuit to a virtual library of complex staCMOS gates. The second technique, the
Static CMOS/PTL method, uses a mix of static CM@8 pass transistor logic (PTL) to
realize the circuit, and utilizes the relation beéw PTL and binary decision diagrams. The
main goal was to a dynamic programming frameworktéchnology mapping for a library-
less environment and for PTL. [JIANG, 2001] works ldorary-less mapping focuses on the
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formation of gates, a procedure they called galegsing, which collapses smaller gates in a

decomposed circuit into more complex gates.

Figure 22: An example of gate collapsing.

For PTL mapping, his approach uses dynamic progiagnechniques to
partition the circuit into PTL segments separatgdstatic CMOS gates. The basic unit in a
PTL circuit is a multiplexor, and there is a clostationship between the BDD representation
of a circuit and its PTL implementation. [JIANG,@) method dynamically builds BDD's of
logic functions and finds an optimal mapping, untlex constraint that the number of PTL
transistors in series must be constrained nevexdeed a user-specified number.
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Figure 23: Transformation of a circuit from BDBpresentatiot PTL.
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3.1.2.3 Correia — 2004

[CORREIA, 2004] explore several AND/OR circuit degoositions by using a n-
ary tree representation of the circuit taking in&mcount criteria that optimize the logic
depth of the nodes before gathering them into cexghtes. The mapping procedure acts
over tree representations of Boolean expressiomsschwcan be achieved by partitioning
heuristics. In his implementation, each comboral portion of a given circuit is
initially represented as a DAG. Later, eacHtiple fanout node is taken as the root of a
partitioned sub-tree. By applying this transfonorf it is possible to get a disjoint forest of
mappable trees.

Figure 24: Transformation of a circuit into n-argéd.

The subject tree is mandatorily modified by thédwing rules. First, each and
every inverter node is propagated to ftiheut variables, in the leaf boundary oe th
tree. Afterward, every connected pair of noaath the same operator label is gathered

into a single node, as illustrated in Figure 24.
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(11 (1,1

Figure 25: N-ary tree with the initial costs.
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After initial transformations, each node has assted (s,p) costs and a logic
depth (), Figure 25. All logic depths are cal¢athstarting from the primary inputs of the
entire Boolean network. If a node is found havihg {s,p) costs in the maximum value
allowed, it is marked as an ideal cut, illustraiedrigure 26. The sub-tree rooted at this node

is then cut and directly associated to a CMOS cerpéte.

Figure 26: N-ary tree with a cut.

According [BERKELAAR, 1988], the advantage dhis method is that it
considers dynamically several decompositions oftiigect description at low or no cost and

covers it optimally in a dynamic programming maniieifowing a bottom-up strategy.

3.1.2.4 Marques — 2008

The approach presented in [MARQUES, 2008] introduteo library-free
technology mapping tools: VIRMA-WF and VIRMA-K. Higchnology mapping tool puts
together two concepts: library-free methodology #meuse of CMOS gates with minimum
transistor stack. In both is defined as object fiomcthe delay of the circuit. Once library-free
methodology does not present the characteristitBeo€ells in advance, [MARQUES, 2008]

used topological metrics to estimate delay costs.

To analyze delay, the number of serial transistotke longest pull-up/pull-down
path was used as metric. In his topological moeath cell has its own cost for the pull-up
plane and pull-down plane. They represent the frost the longest path from a primary
input to the output net of the cell and the obfeciction is calculated by the sum of all the

serial transistors in the pull-up (pull-down) plaadeng the path.
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Figure 27: Cost function presented MARQUES, 2008].

In his works the circuit is represented by a DAGitaming only nodes with two
outgoing edges, and to provide more freedom fomthé&hing algorithm is assumed that the

whole initial circuit is decomposed in 2-Input ANDR gates.

QO T o

3.1.3

ao oo

Figure 28: Original and decomposed circuits

Summary

Table 2: Features of each author and its methods.

Year Logical Matching Covering Library-Free
Structure Type Type Method
Boolean Boolean or
Gregory 1986 expression algebraic Bottom-up No
Keutzer 1987 Binary tree Structural Bottom-up No
Boolean ,

Berkelaar 1988 expression Topological Top-down Yes
Crastes 1991 Tree Topological Bottom-up No
Tiwari 1993 DAG Topological Bottom-up No

Kukimoto 1998 DAG Structural Bottom-up No

: Electrical :
Jiang 2001 diagram Topological Bottom-up Yes
Correia 2004 N-ary tree Topological Bottom-up Yes
: And-Inverter | Structural or
Mishchenko 2005 graph boolean Bottom-up No
Marques 2008 N-ary tree Topological Bottom-up Yes
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3.2 TRANSISTOR SIZING REVIEW

3.2.1 Fishburn— 1985

In this work was presented TILOS (Timed Logic Swdier), a program that
adjust transistor sizes and connectivity withini¢adj gates to meet user's requirements for
area and/or time. It was one of the first algoritfon transistor sizing using Elmore delay
model (ELMORE, 1948) and couples synchronous aisalydth convex optimization
techniques in order to optimize the minimum cloekigd at which circuit operate and/or the
sum of transistor sizes. The author present beasécond factor is positively correlated with
a number of attributes, including silicon area, am@fance-discharge power, short-circuit
power, and probability of a device failure withirclap.

IMNPUTS

U

LATCHES COMBINATOMNAL
LOGIC

CLOCK —=

QUTPUTS

Figure 29: A path begins at the output of a lathrinput,
and ends at the input of a lath or an output.

TILOS proceeds as follows: Starting with minimurres for all transistors and a
static timing analysis is performed on the circu#izognizing even latches, Figure 29. From
each path output that fails to meet timing goald,OS walks backward along the failing
path. For each critical path uses heuristics tauceddelay along the path, calculating the
sensitivity of each transistor. The size of thasistor with the largest sensitivity is increased,
and the process is repeated interactively. Sizinggss terminates when either the constraints
are met, or when the circuit has passed its alesohiriimum and is getting slower instead of

faster.

3.2.2 Borah — 1996
A direct approach to transistor sizing for minimigithe power consumption of a
CMOS circuit under a delay constraint is presenfédte author presents that static power

consumption is a convex function related to thavacarea of the transistor. Analytical
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formulation for the power dissipation of a circuit terms of the transistor size is deri
which includes both the capacitive and the shortudi power dissipation. Also tt
relationship between sht circuit power dissipation and transition tinsediescribed along tt

paper, Figure 30.

AN e

Figure 30: Fanout representation

Circuit simulation results are presented to confin@ validity of the formulatior
Analytical methods for transistor sizing to minimize the powensumption of a CMO
circuit subject to a given delay constraint is preed with experimental results to show
applicability to actual circuit

3.2.3 Santos — 2003

In this work it proposed a method foperforming delay optimization ¢
combinational blocks thaare generated by automatic layaéneratc, as illustrated on
Figure 31.

Given a maximum delay imposed to the circuit, thethad begins by identifyin
a set of critical paths that violate such delayisT$ performed by a timing analysis tool t|
is able to guarantee that the longest sensitizpbtés belong to this set. en, a gate
belonging to these paths is selected to be sizedhsiktors of the selected gate are sized
discrete manner, by using the transistor foldinghméque. The area and delay of the si
circuit is estimated and, if necessary, a new gatelected to be sized. This procedure

repeated until the delay constraint is satisfiethere is no gate to be resiz
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3.2.4 Beece - 2010

This work presents a novel transistor sizing apgmoavhich takes yield
considerations into account. It describe an extert® EinsTuner, an existing state-of-the-art
tuner, and uses statistical timing to model thealb&r of a circuit in terms of probability
distributions, thereby enabling the device sizipghblem to depend upon the statistical

correlations exhibited by process variability.

The resulted tuner make the tool’s capability tpleit the statistical ability of
EinsTLT and EinsTimer to implement a statisticaljegtive function which optimizes
parametric yield for a given slack, or optimizegpcslack for a given yield, Figure 32.
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PDF : chip slack probability versus chip slack | 1-CDF : parametric yield versus chip slack

“_(a) optimize yield
/ for target slack
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. for target yield

Figure 32: Chip slack (left) and yield (right).

Along this work are presented some experiments sigpthat for circuits which
are dependent upon process variation. The stafistimer can find better solutions than
deterministic tuning, making it an attractive atigive to other sizing methods, such a Monte

Carlo.
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4 PRELIMINARY STUDIES ON NETWORKS OF TRANSISTORS

Unlike traditional standard cell flow, the employm@f lower abstraction level to
design integrated circuits enables an advancedldreein terms of optimization, allowing
each component to be tuned as required [KAGARI®/R0Consequently, to understand the
benefits and drawbacks on designing networks oftstors are essential to find conditions to

work with library-free methodology and obtain maxim advantages of this methodology.

When designing networks of transistors, mainly factors allow the advanced
freedom in terms of optimization: First the incregicapability of topological optimizations,
i.e., once networks of transistors accept any tmgoal connection, several logical functions
can be easily implemented using the lower numbesoofiponents. Second the freedom of
sizing the components as required. Both, minimieertumber of components, as build well
sized networks could contribute to optimize factasspower, area and / or timing and will be

deeply evaluated in this chapter.

4.1 NETWORKS OF TRANSISTORS VERSUSSTANDARD CELL

As presented on previous sections the constraiaadenof standard cell libraries
reduces the opportunity for fine-tuning the de§iABAEY, 2002]. Traditional cell libraries
do not contain more than 150 different functiong@wdver, the possible space for logical
functions that can be logically mapped with a siieaiumber of stacked transistors is much
larger, as presented in Table 1 [DETJENS, 1987].

As case study, we compared sets of logical functraplemented using an
assembled couple of cells available in commercibtaties, and the same functions

implemented as networks of transistors, as shovigare 33.

To start we selected a set of functions from twait@ inputs, and one output. All
these logical functions were described using specguage, in two different abstraction
levels, gate and transistor level. For gate legath logical functions was described though
the use of primitive functions (nand2, nand3, nok®&3 and inverter), and on transistor level,
same logical function was described using pureststors structures. All these cells were
characterized using commercial cell characteried, results were collected as lookup tables.
For each logical function we obtained up to twevajues of dynamic power and delay, one

for each combination of input slope and load capacke.
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Figure 33:Different options for the physical desiof a same functio

BSIM models fromSTMicroelectronics 65 nntechnological process were us
for electrical characterizati. From the average of each parametaak@ge, dynamic powe
transition time and deldycollected in each logical function, we co create the graph
presented in Figure 3Z he ordinate as represents the perceatuction of each paramet
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Figure34: Comparison between standard cells
and network of transistor implementatiofi\ppendix A
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According Figure 34 and Appendix A it is possibteavaluate the relationship
between the reduction of transistors, power consiomleakage and dynamic power), delay
and transition time. The graph presents that wihiteeasing the reduction in the number of
transistors also increases the reduction of legkalgeost as a linear tendency. For dynamic

power, reduction was not so expressive, represdajteth almost constant tendency line.

As expected, delay and transition time had the wwasults on this experiment;
once no sizing was performed on this case. Thisawieh can be explained by the high
resistive paths created by the series of transistothe pull-up or pull-down network, thus, in
order to evaluate this behavior a specific studbeda presented in next sections. The average
of results presented on Figure 34 is summarizdchbie 3.

Table 3: Average reduction for each parameteradlai the standard
cells implementation

Average Reduction

Transistor 40,68%

Delay -10,25%

Transition Time -39,05%

Leakage Power 71,30%

Dynamic Power 0,53%
4.2 TRANSITION TIME VERSUS POWER

In [VENDRICK, 84] was presented the behavior of thigort circuit power
consumption of a CMOS inverter and showed thatsiert circuit power consumption is
proportional to the input transition time. Since tthange in the output transition time of a
gate affects the power consumption of the nextesgaies of the circuit, it is essential to

evaluate the power consumption related to riseiffatisition time.

In this study we evaluate, quantitatively, the tiela between transition time and
power consumption. For this analysis we build anage, as illustrated in Figure 35, and run
several transistor level simulations collecting flmaver consumption related to the stimulus

applied in the input of the device under analysis.
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Figure35: Scenario used to evaluate the relation betv
transition time and power consumption.

The devce under analysis chosen for this stus an arbitrary logical functio
with at least two transistors in series in -up and pulldown network,presented in
Figure 36.The most resistive input path was chosen to recigestimulus. All the othel
were tiedto non controlling value in order to allow the output timllow the stimulus. A
stimulus we applied a square wave, varying thefakdransition time, with a constant loi

capacitance in the output.

e g
._# i
i
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Figure36: Device under analysis represented
for equation? (((A + B) * C)+D)

According to the inpustimulus, we could build severgtaphs, Figure 3 which
represent the voltageutputresponse related to the input stimullsie to the resistive pat

output responsamplifies the transition time of the stimul
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Transient Response

— STIMULUS (TT=250e-10) — STIMULUS (TT=5.00e-10) — STIMULLS (TT=7.50e-10) — STIMULUS (TT=1.002-03) STIMULUS (TT=1.25e-03) STIMULUS (TT=1.502-09) — STIMULUS (TT=1.75e-039)
STIMULUS (TT =2.00e-09) STIMULUS (TT=2,25e-03) STIMULUS (TT =2.50e-09) — RESPONSE(TT=2.50e-10) — RESPONSE(TT=5.00e-10) — RESPOMSE(TT=7.50e-10) — RESPONSE(TT=1.00e-03)
RESPONSE(TT =1.25¢-09) — RESPOMSE(TT=150e-03) — RESPONSE (TT=1.75e-08) — RESPONSE(TT=2.00e-0%)  RESPONSE(TT=2.25e-09) — RESPOMSE(TT=2.50e-03)
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Figure 37: Voltage response related to the stimapysied to the device.
[V(stimulus) x Time] and [V(response) x Time]

Figure 38 illustrate the behavior of the supply Dcurrent according to the
variation of transition time (TT) in the stimulat@gput. As transition time increases, most

time PMOS and NMOS transistor keep in “ON” statssing short-circuit current, as

consequence, supply current.

—TT="250p"Current — TT="500p" Current —TT="750p"Current —TT="1n"Current TT="1.25n"Current — TT="15n"Current —TT="L75n"Current ~ TT="2n"Current TT="2.25n";Current
TT="2.%n";Current

/ X\ \\\\\f\
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IR
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/NN

Current (UA)

o 2.0 4.0 €0 20 10
time (ns)

Figure 38: Current response related to the stimulus
applied to the device. [A(vdd) x Time]

In order to evaluate the behavior of the power oon#ion according to the
transition time, for each input stimulus the topmwer was plotted, creating the graph
presented in Figure 39. As expected, total powsasrias transition time stimulus increases.
Once same scenario was used for all cases, i.@ galtage and capacitances, it is realistic to
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say static and switching power keep equivalents,tidemonstrating the relation between the

transition time and power related to the shortwgtrcurrent.

s Pwr
17.85

/

PR S ——

500 10 15 2.0 25
TT (E-9)

Figure 39: Power measure related to the transitma (TT)
applied to the device.

4.3 NETWORKS OF TRANSISTORS (WITH SIZING VERSUS WITHOUT SIZING )

The proposal of sizing method consist in deterntiree best transistor sizing to
find good delay or power according to the availabtea restriction. As presented in the
literature review, there are many methods for istos sizing, each with different proposes,

some trying to optimize delay, power consumptioarea.

Evaluating the previous analysis, transistor siZiiegame important in this work
to increase the current capability of long netwofktransistors and handle with transition
time problem. In order to model the behavior of thensistor and its interconnections,
traditional works as [ELMORE, 48] and [FISHBURN,]8%ere used to describe the device as
a distributed RC network. With RC models, the dethsough any series of transistors
configuration can be expressed in terms of thestséor sizes and routing parasitic. Figure 40

shows the two-input NOR gate and its equivalentsikch level model.
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Figure 40:Equivalent RC model for e-input NOR[RABAEY, 2002].

In order toincrease the current capability, lower must beeitpgivalent resistanc
from the load to supply on the g-up and/or pull-dowmetwork, or higher the conductar
of the path. Irthis work theresistances of the transistors networks sized to get the same
driving capabilityof a minimum inverter. So, to evaluate the equnBIRC networks twi
assumptions aréllowing: (i) on parallel transistgrequivalent transistor is the one w

biggest widh and (ii) on series transistequivalent is the inverse of tinverted width sum.

Trying to evaluate just the impact of transistizing on transition tim, scenario
illustrated onFigure 36 was duplicated, and transistor sizingliagpon originalone, as
illustrated on Figure 41.

'*T M y . __4
LR geegip g g LR

- -
2 2
q B RESPONSE q P RESPONSE SIZED
- -
.—| M3 Yo H M13 e
Mé M; '{M g T ng 'jz .M_1|5 T

Figure 41:Device under analysis represented for equa! (((4 + B) * C)+D).

On left side no sized network, on right ssized networl
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In order to evaluate the worst case scenario &orsition time, the most resistive
path of each network of transistor was stimulated the input stimulus was applied to the
port connected in the transistor nearest to thplgupn the higher chain of transistors. All the
others input ports were tied to power or groundb® transparent to the analysis. For
simulation, same stimulus and load capacitance weanéigured on both devices and output
voltage plotted along the time. For better analygsponse related to pull-up and pull-down

networks was splitter in two graphs.

Transient Response

— RESPONSE (TT=2.50e-10) — RESPONSE (TT=5.00e-10 — RESPONSE (TT=7.50e-10) — RESPONSE (TT=1.00e-08) — RESPONSE (TT=1.25¢-09) — RESPONSE (TT=1.50e-09)
— RESPONSE (TT=1.75¢-08) — RESPONSE (TT=2.00e-08) — RESPONSE (TT=2.25¢-08) — RESPONSE (TT=2.50e-08) STIMULUS {TT=2.50e-10) STIMULLS {TT=5.00e-10)
STIMULLS (TT=7.50e-10) STIMULUS (TT=1.00e-09) STIMULUS {TT=1.25¢-09) STIMULLS {TT=1.50e-09) STIMULUS (TT=1.75¢-09) STIMULLS {TT=2.00e-09)
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Figure 42: Voltage response related topldi-up network
[V(stimulus) x Time] and [V(response) x Time]
When a stimulus is applied, the current flow thiodlge circuit loading internal and external
capacitances. According to the resistance alongo#tle, more or less time is expended to
fully load the capacitor. As illustrated in Figuré® and 44, no sized network presents more
resistance to the current flow, i.e. have a lowgrent capability, related to the sized network.
The simulation become clear when plotted the measuransition time of the outputs,

Figures 43 and 45, for each input transition vamma{TT).
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Rise Transition
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Figure 43: Transition time (Rise transition) measwlated to the transition time stimulus.
[Transition Time (No sized, Sized) x TT]
Transient Response
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Figure 44: Voltage response related topdl-down network
[V(stimulus) x Time] and [V(response) x Time]
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5 NETWORKS BASED ON SIZED TRANSISTORS

As stated in the literature review section, theeeraany different works related to
logical mapping, some of them are related to the afsstatic predefined set of cells, and
others leads to the use of library-free methodaglagying to increase the fine-tuning. In both
cases, the main goal of mapping process is resdrict the troubles involving timing and area

optimization, leaving aside the power dissipatiballenges.

Faced to the integration and the growth in mobdenputing, power became a
critical issue for the newest electronic developtn&moblems involving heat removal and
cooling are worsening, stimulated for the averagegy dissipated for those systems. So,
minimization of the amount of energy consumed israport part of a design. To improve
this capability, power optimization should be damall abstraction levels of the design flow
[CHANDRAKASAN, 1995].

Throughout this work, we evaluate the influencehaf number of transistors and
transistors sizing in power dissipation. In genefaler transistors are desirable to reduce
power dissipation, however, long chains of trawmssstequired to implement specific logical
functions, leads to slow transition time, and henmmge power dissipation due short-circuit
current. In order to prevent this fact, we buildnapping function, based on the size of

transistors, to avoid slow transition time and mmizie the number of transistors.

This work puts together two key issues: first tise of library-free mapping, by
using networks of transistors, to optimize tramgisbunt and second to control the transition
time effects by sizing the networks of transistamsl controlling the transistor gate area of the
optimized design. A third issue is also importhistwork, which is the use of meta heuristic
techniques, as simulated annealing, to optimizegtbbal solution, however, this is not the

central component of this work.

5.1 DEFINING THE M APPING FUNCTION

In a mapping algorithms based on standard cell, itiiermation about the
behavior of the cells is available in advance;nitludes delay, area and power. With this
information the algorithms for timing and power bs#& are simplified, making possible to
get a realistic analysis for mapping process. H@ness our mapping process is based on
library-free methodology, which means, no previemafermation about the cells, the same
strategy implemented in [MARQUES, 2008] will be atkxd for this work.
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In Marqgues, the cost function, also described gslatory or object function, uses
topological metrics to estimate the delay costs. ths work, we adopted same approach,
using topological metrics trying to reduce the ager power. Basically, the metric is defined
as the sun of the transistor gate area of eackistan, for all networks of transistors on the

design.

Analytical object function formulation:

X=Ten y=Te[x]

MFeircuic = Lix]ly] * Wix][y]
2 2

Where, MF,;,.,i: represents the mapping functich;,, is the total number of
networks of transistors in the desidifx] is the total number of transistor in a given netwo
of transistor;L[x][y] is the length andlV [x][y] is the width of a given transistor. Figure 46

illustrates a function computatioM,F,;,-.,,;: = 21 area units.

Figure 46: Computation of cost function based aF WW,=2*W, and L=1

The goal in the choice of transistor gate area @orapt is associated to the closed

relation between this component with the power aonsion, both dynamic and static power.

5.1.1 Transistor gate area on dynamic power



61

As presented in section two, the essential portiothe dynamic power is related
to switching power, which means, a direct relatiath the effective capacitance, as defined

in equation below:
Pswitching =a-f- Ceff : ded

As the main component of the effective capacitaacelated to the gate area, i.e.
pin capacitance, illustrated in Figure 8, its reégucmay contribute straight to the switching
power minimization. Furthermore, our approach emghat all networks of transistor will
have balanced rise and fall transition time, tleusgduction in short-circuit is made possible

in some cases.

5.1.2 Transistor gate area on static power

As the main component of static power is the substiold leakage power, lots of
methods can be used to minimize its impact in tbgigh. Some example is related to the
power supply and the factor “transistor width owemsistor lengthW /L)”. In a visual
analysis of the equation presented in [SHEU, 198§l replicated below, the sub-threshold

current is directed related to this factor.

Vgs—Vin _Vas
Isup =Ip-e ™t -[1—e Vr

_VV'.UO'Cox'VYg'eL8
Iy = i

q
This means that, as minimized is the transistothwids increased is the transistor
length leads to the reduction of static power. Qtioe proposed logical mapping method uses
the same length for transistors, and controls tha by sizing width, static power reduction is

a direct resultant.
52 DEFINING THE SYSTEM DESCRIPTION

On this work we use Directed Acyclic Graph (DAG) describe the whole
system, as illustrated in Figure 47. Logic functionputs and outputs are described as nodes
of the graph, connected through arrows that reptebe wires between the nodes. Special

input and outputs were created to implement seqleogical, as flip-flops and latches.
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Once, owner proposes is the optimization of contlmnal logic, all the sequential logic must
be removed, that is why, the need for special nodes

Inside each node and wire structure, different comepts are defined. The main
component of the node is the logical function; this implementation tree different
representations were used to build the system andnize run timing: Binary Decision
Diagram (BDD), Binary Trees and Boolean equatidinstrate in Figure 48. With these

different representations, execution time is redupaid by the increased memory utilization.

| SPECIAL | | | SPECIAL i
INPUT . OUTPUT -
B T ,
. |
i Q D[4 :
|
| SEQUENTIAL |

Figure 47: Example of system representation

. F=I(A'B)

A B C

Figure 48Different representations of the same logical
function: (A) BDD, (B) Binary Tree, (C) Boolean eajion.
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5.3 PRE-PROCESSING PROCEDURES

As others mapping process, the present work regupee-processing procedures
before running the matching and covering stepsfirdt, the original circuit representation
must be translated to the topology defined in sech.2. In order to simplify the problem of
describing a logical equation into a networks ahgistor; all logical elements are described
using inverted outputs. This procedure makes thaslation to networks of transistors
straightforward, once a NAND function can be diegctiescribed as two NMOS transistor in

series (and its complementary pull-up network) vaithnique operator.

About the literals of the logical function, is dedéd that all literals are non-
inverted, which means, in case of requiring an rteckliteral, e.g. 'a + b , an inverter node

must be placed in the graph, and connected tcetingred input arrow, Figure 49.

Figure 49: Graph representation of functianH b.

Another important characteristic is that our alfon assumes that the initial
circuit is completely decomposed in 2-input NAND/RQates and inverters, in order to
increase the granularity of the circuit, and toegivhigher freedom for the matching algorithm
in creating the complex functions. According to t@perty described above, all logical
function must be declared as inverted, so in cdsedquiring implementing a non-inverted
function, an inverter node must be placed in theplgrconnected to the output arrow, as

illustrated in Figure 50.
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Figure 50: Example adlecomposed AND/NOR/XOR gates.

54 LoGIicAL MAPPING METHOD

In [LI, 2009] is presented a mapping method forusedial circuits in FPGA. A
look-up table (LUT) based FPGA consists of an aofgrogrammable logic blocks together
with programmable logic blocks. The core of a pamgmable logic block is an n-input LUT
that can implement any combinational logic with tgp“n” inputs and a single output.
According to the author, the technology mappingbfgm for LUT based FPGAs is to
produce, for a given circuit, an equivalent cirawomprised of LUTs, obeying the minimum

constraints.

The definitions presented in [LI, 2009] for FPGAvisry close to the problem of
mapping a generic logical structure into a librérge approach. The similarity lies in the fact
that both n-input LUT, as the library-free basedhndology are freedom to implement any

combinational logic, according to requirements.

In order to solve the technology mapping problemlfoOT based FPGA, most
structural mapping algorithms are based on dynagragramming technique. However, in
[LI, 2009] was applied, for the first time, simwddt annealing algorithm to solve mapping
problems. According to the author, simulated anngallgorithm can solve the contradiction
between mapping features leading to better resbDii® to the similarity of the problems

simulated annealing algorithm will be adopted iis thork too.
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55 SIMULATED ANNEALING

Simulated annealing is a generic probabilistic metgistic to solve global
optimization problem namely locating a good approximation to the glab@imum of a
given function used to address discrete and, tesael extent, continuous optimization
problems. The key feature of simulated annealirtg {grovide means to escape local optimal
by allowing hill-climbing moves, i.e., moves thabgen the objective function value, in
hopes of finding a global optimum [HENDERSON, 200Bpr certain problems, simulated
annealing may be more effective than exheegthumeration, provided that the goal is
merely to find an acceptably good solution ifixad amount of time, rather than the best

possible solution.

The name and inspiration of this method comes fitsmanalogy to the process of
physical annealing with solids, a technique invadyiheating and controlled cooling of a
material to increase the size of its crystals autlice their defects. The heat causes the atoms
to become unstuck from their initial positions ¢agdl minimum of the internal energy) and
wander randomly through states of higher energy;stbw cooling gives them more chances

of finding configurations with lower internal engrthan the initial one.

By analogy with this physical process, athederation of the simulated
annealing algorithm replaces the current solutipm brandom “nearby” solution, according
to a perturbation function. Improved solution isvays accepted, while a fraction of hom-
improved solutions are accepted according to a ¢éeatpre dependent probability that is

typically decreased along the iterations of th@atgm.

5.5.1 Perturbation Functions
Perturbation functions are specified in order teate structural modification on
system topology, leading to modifications on casiction. In our approach were defined

three types of perturbation: invert forward, grdapvard and logical cut, as describe below.

5.5.1.1 Invert Forward

The invert forward perturbation function is createdminimize the inverters in
the system. For each logical node, when appliesl plerturbation, its logical function is
inverted, Figure 51, and all fanout connected ts tlode is also inverted, keeping the same
logical structure. In case of the node under plkdiion is an input, output, special input or

special output, invert forward process are ceashtth means, the system is not perturbed.
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Figure 51: Example of invert forward perturbation

applied in 2-inputs NAND gate

5.5.1.2 Group Forward

The group forward perturbation function is created optimize the logical
structure by the creation of complex logical fuan8. A node is chosen, and its logic is used
in the nodes connected to the fanout to createngposed complex structure. If the new
logical function leads to an inverted literal, ine#s must be placed in the respective input.
In case of node under perturbation, or any fanaofitthis node be an input node, output,
special input or output node, group forward proaassceased, which means, the system is
not perturbed.
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i 1 ! .
. L. 1
! e 4 @ @ ! ;
NI : ;
: i; =4[ @ | |
L@ ! 5
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Figure 52: Example of group forward perturbatioplaga in 2-inputs NOR gate
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Figure 53: Example of group forward perturbatioplagal in 2-inputs NAND gate, with two branches
5.5.1.3 Logical Cut

The logical cut perturbation function is createcdmder to break complex logical
structures, increasing the granularity of the swystéeading to an option of topology. A
specific node is selected, and its logical struectare decomposed in 2-input NAND/NOR
gates and inverters, keeping the same logical immcin case of nhode under perturbation is
an input, output, special input or output, logicak process are ceased, which means, the

system is not perturbed.

BEFORE

é# ) ::# o
;—{ Y ::4 @

LMo MO

Figure 54: Example of logical cut perturbation aglin a complex gate

5.5.2  Simulating Annealing Algorithm
In this section is presented the basic structurethef simulation annealing

algorithm implemented in this work.
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Table 4: Basic structure of simulating annealirgpathm.

input: System Graph (system), Initial temperature (t), Stop point (e)
output: Optimized System Graph

1. temperature <t
2. stopee

3. clone « system
4. Dbcost « cost(clone)
5. while ( temperature *=value ) > stop
6. perturb(clone)
7. ncost « cost(clone)
8. if (( ncost < bcost) || ( P( ncost, bcost, temperature ) > random( ) ) ) then
9. bcost « ncost
10. system « clone
11. else
12. clone « system
13. end
14. end
5.6 POST-PROCESSING PROCEDURES

After running the simulating annealing algorithre hwope to get a graph with the
minimum global function cost as a result of thegadure. So, to make possible to use those

data into different commercial tools, basicallyetfdes are created.

5.6.1 Behavioral Netlist

Describe the behavior of the system pre-mapping stsucture decomposed in 2-
input NAND/NOR gates and inverters. All inputs, jpuis and special input and outputs are
expressed as ports in a default verilog netlistieson. The goal of writing this description

is to obtain a truly behavior description of thetgyn to be used in formal verification checks.

Table 5: Behavioral circuit description.

1. module b01_generic (LINE1, LINE2, Q_reg_0,Q_reg_1,(.. ), D_reg_0, D_reg_1);
2 input wire LINE1, LINE2, Q_reg_0,Q_reg_1, ( ... );
3 output (..),D_reg 0,D_reg 1,(..);
4. (..)

5. wirei_14,i_13,i_15,(...);
6 (...)

7 assign OUTP_REG = Q_reg_4;

8 (...)

9. nand g19 (i_14, Q_reg_3, U38);
10. not g20(i_13,i_14);
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12.
13.
14.
15.
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nand g21 (i_15,i_13, Q_reg_2);
not g22(D_reg_0,i_15);
nand g23 (i_19, U65, U66);

not g24(i_18,i_19);

(...)

16. endmodule

5.6.2  Structural Netlist
Describe the structure of the system post-mapptegrding to networks created

on logical mapping process. All inputs, outputssaal input and outputs are expressed as

ports in a default verilog netlist description. Tdwal of writing this description is to obtain a

truly structure description of the system to usenpst in commercial place and route tools.

Table 6: Structural circuit description.

15.

module b01_synthesized (LINE1, LINE2, Q_reg_0, Q_reg_1,( ... ), D_reg_0, D_reg_1);

input wire LINE1, LINE2, Q_reg_0, Q_reg_1,( ... );

output (..),D_reg 0,D_reg 1,(...);

(...)

wirei_14,i 13,i_15,(...);

(...)

assign OUTP_REG = Q_reg_4;

(...)

G9 inst2 (.WO0(Q_reg_3), .01(i_13) );

G9 inst3 (.WO0(Q_reg_2), .01(i_19) );

GO inst4 (.W0(U43), .W1(U67), .W2(i_68), .01(D_reg_3) );
G1inst5 (.W0(Q_reg_3), .W1(U54), .W2(U47), .W3(i_23), .WA4(i_52), .01(i_25));
G7 inst6 ( .WO(i_55), .W1(i_25), .W2(i_45), .01(D_reg_2) );
G8 inst7 ( .WO(LINE1), .W1(LINE2), .01(i_30));

(..)

16. endmodule

5.6.3 Networks of Transistor Netlist

Describe the structure of the networks of transsstoreated in the mapping

process. The description is exported in spectmadbiand the goal is to know the structure of

the cells that form the system to use as inputéoramercial characterization tool, and in an

automated layout generator, to create the layothefdesign-specific cells to be on a place

and route tool.

Table 7: Network of transistor used in structuregatiption.

1 3k 3k 3k 3k 3k ok ok sk 3k %k ok sk sk ok 3k ok sk ok ok sk ok %k ok 5k 3k ok 3k ok 5k ok 3k 3k %k %k >k 5k 3k 3k 3k %k 5k >k %k %k %k ok kok k¥

2. simulator lang=spectre
3 3k 3k 3k 3k 3k 3k 3k 3k sk 3k sk 3k 3k ok 3k 3k 3k %k sk sk sk 3k 3k 5k 3k 3k 3k sk sk %k %k >k >k 3k 3k 3k sk ok sk %k %k ok ok 5k sk %k %k k k k



70

* Implements Equation: 01 = |((W0O*W1)*W2)
* Transistor Count: 6
3k 3k sk 3k 3k 3k 3k 3k 3k 3k 3k %k >k 3k 3k 3k 3k 3k %k %k %k %k >k 5k 3k 3k 3k 3k %k %k %k %k >k 3k 3k 3k 3k 3k %k %k %k %k %k 5k 5k %k %k k k k
subckt GO ( WO W1 W2 01 VDD GND))
MPO (01 WO VDD VDD p L=0.35u W=1*1*1.6u
(...)
MN2 (01 W2 04 GND ) n L=0.35u W=1*3*1.0u

. ends GO

3k 3k 3k 3k 3k 3k 3k ok 3k ok ok %k 3k 3k 3k 5k %k ok 3k 3k >k %k 3k ok 3k 3k ok >k 5k 3k >k 3k 3k 3k 3k 5k %k >k 3k >k >k %k 5%k *k k >k *k k k¥

. * Implements Equation: 01 = [((W1*W3)+((W0*W2)*W4))
. * Transistor Count: 10

3k 3k 2k 3k 3k ok ok 3k ok %k ok sk sk ok 3k ok sk ok ok sk ok %k ok 5k 3k 5k 3k ok 5k ok 5k 3k %k %k >k 5k 3k 3k k %k 5k >k %k %k %k ok kok k¥

. subckt G1 (W1 W3 WO W2 W4 01 VDD GND)

MPO ( 06 WO VDD VDD ) p L=0.35u W=1*2*1.6u

(..)
MN4 (01 W4 08 GND ) n L=0.35u W=1*3*1.0u

. ends G1
()
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6 EXPERIMENTS AND RESULTS

In order to verify the effectiveness of the mappmgthod described in preview
sections, a set of experiments were performed usgvgral testbenchs from literature. The
same testbenchs circuits were logically mappedgusiwo approaches: commercial cell based
logical synthesis tool and network of transistorppiag method based on sized transistors,
presented above. As figure of merit, power andrtgywas compared for both methods, using
devices models from STMicroelectronics 65nm tecbgplprocess.

To ensure a fair comparison between both approagresollow the flow
illustrated in Figure 55. For each experiment thme circuit was used for both methods.
Furthermore, the cell library used as input to tbemmercial mapping tool was
recharacterized according to the simulation paramand transistor models used in the

network of transistor characterization.

Transistor
Models
Benchmark e —
e — Simulation
e Parameters

| Parser | =

-

Commercial
Characterizer

- ‘

‘ Behavioral Description

= < L e
- o

1 Recharacterized
Proposed Approach | | Commercial Approach ‘ - Cell Library

— — v — — S —

NP3

24 E4P-

Transistor Architectural | N 1 Architectural
Networks | Description - 'J Description
—m S c S
2
e =
Transistor E { =
- _M_OESI_S_— } Commercial =
Simulation . Characterizer g
Parameters L \ ). S
e — . p w
| Commercial Power & Time Analyzer | | | Commercial Power & Time Analyzer
Power & Time Equivalence Power & Time
Reports Reports Reports

Figure 55: Flow follow to run the experiments
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The circuits used for this experiment are a set baihchmarks from
[CORNO, 2000] and summarized on Table 8.

6.1 BENCHMARK DESCRIPTION

Table 8: Set of circuits under analyzes.

GATE LEVEL

NAME Pl PO FE ) 1 FUNCTIONALITY
b01 2 2 5 0 0 FSM that compares serial flows
b02 1 1 4 0 0 FSM that recognizes BCD numbers
b03 4 4 30 0 0 Resource arbiter
b04 8 11 66 8 4 Compute min and max
b06 2 6 9 0 0 Interrupt handler
b07 1 8 49 0 0 Count points on a straight line
b08 9 4 21 0 0 Find inclusions in sequences of rarmb
b09 1 1 28 0 0 Serial to serial converter
b10 11 6 17 0 0 Voting system
b1l 7 6 31 6 5 Scramble string with variable cipher
b12 5 6 121 0 0 1-player game (guess a sequence)
b13 10 10 53 2 1 Interface to meteorology sensors

PI: Number of primary inputs FF: Number offlip-flops

PO: Number of primary outputs LO/1: Number oflogic-zerdlogic-one

6.2 RESULTS ANALYSIS

To perform analysis it was used a commercial poavel timing engine for both
approaches. Several reports for dynamic powericgpatver (due leakage) and worst delay
were obtained related to the mapping approach estthblogy process. Once power analysis
requires a stimulus to be calculated, power wasuated according to a constant switching
probability and toggle rate on the input portsha tircuit and propagated thought the system
according to the switching probability of the logjiéunction.

The follow values were used for each analyzed itiratnich are:
» Switching probability: 50%;
* Toggle Rate: 0.02 toggles per nanosecond.

According some related works, these values areestiarated, i.e. higher than
those obtained on a real system operation. Noregbeit is a good starting point for our
analysis.
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6.2.1 Technology process - STMicroelectronics 65 nm

As described above, logical mapping process for Bidélectronics 65 nm
fellow the flow illustrated on Figure 55. For akmchmarks from Table 8, logical mapping
method was prepared in the two approaches, comaheacid the proposed one. After
mapping process, the resultant structural circus wnported on a commercial power and

timing engine in order to measure power and delay.

6.2.1.1 Power Analysis

For power analysis, two are the most important comepts and evaluated on the
analysis: dynamic and static power (related to dgal. For both mapping approaches, we
measured and plotted power results, as illustrateigures 56 and 57, respectively, dynamic
and leakage power.
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Figure 56: Dynamic power results for commercial
and proposed mapping tool
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Figure 57: Static power (due leakage), resultzéonmercial
and proposed mapping tool
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According to the analysis, Figure 58 summarizesdifference between power
consumption measured on both approaches. As regalter consumption was optimized for
the biggest part of testbenchs on the proposed,woekenting an average reduction of 6.35%
in dynamic power and 8.26% in leakage power.

Power Reduction
30,00%

25.00%

Average dynamic Average leakage

20,00% (] reduction: 8.26%

[]
15.00% i L W Dynamic
10,00% Leakage

500% 7

0.00%

$ & & $F & &S T
-5.00%

Figure 58: Dynamic and leakage power reduction
between commercial and proposed work.

6.2.1.2 Delay Analysis

For delay analysis, we considered the worst de&il pf the evaluated circuit.
Figure 59 illustrate the worst delays on each tsths when mapped using commercial
mapping tool and proposed one.

Worst Delay

1400

1200

1000

200

[ps]

W Commercial

WFPropossd

a0a

400

200

F & FFFEFEFSFy S

Figure 59: Delay results for commercial and progoserk.

Comparing results from each mapping approach wddcoteate the graph
presented on Figure 60. Results present that vamisty was also optimized on proposed
mapping process. In average 15.96% of worst deksyaptimized.
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Worst Delay Reduction

Average delay
reduction: 15.96%

"
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e

& §
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Figure 60: Delay reduction between commercial
and proposed work.

6.2.1.3 Transistor Analysis

For transistors analysis, we considered the suall dfansistors presented on the
evaluated circuit. Figure 61 illustrate the numioértransistor on each testbenchs when
mapped using commercial mapping tool and proposed o

Number of Transistor
5000
4000
3000
® Commercial
2000
M Proposed
1000
0
5 A O L A DD O Q9 N,
LSIIIIILEIII I

Figure 61: Transistor count results between comialerc
and proposed work.

Comparing results from each approach we could erde graph presented on
Figure 62. As expected, proposed mapping methadchg@d the number of transistors of the
circuit. In average 7.3% of transistor count wasmjed.
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Transistor Reduction

30.0%
25.0% Trapsistor
reduction: 7.3%

20.0%
15.0%
10.0%
5.0%
0.0%
-5.0%
-10.0%

Figure 62: Transistor reduction between commercial
and proposed work.

6.3 LoaGIcAL EQUIVALENCE CHECK
A logical equivalence check was performed to vettig logical equivalence
between different circuit descriptions. Technolagimapping process modifies the circuit at

every moment while running, thus, failures may @cesulting in logical mismatching. Using

a logical equivalence check tool, we can confiren¢brrectness of the mapped circuit.

Behavioral Architectural
Description Description

— i — —

| Logical Equivalence Checking J

Match /
Mo Match

Figure 63: Flow used on logical equivalence check.

For this experiment, all the circuits were verifidfdrough equivalence check,
comparing the behavioral description (pre-mappivgh the structural one (pos-mapping).
According this verification, all circuits were maggpkeeping the logical equivalence.
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7 CONCLUSIONS

In newest technologies process, power became iatrissue faced for the
process scaling. Problems involving heat removal @oling are worsening stimulated for
the power dissipated on those systems. Along leatsy many low-power techniques were
developed trying to solve this issue; however, pinccess could still be improved. Traditional
libraries cells are mature and reliable, but limhitgith respect to fine-tuning optimizations.
Even an extensive cell library has the disadvantddeeing discrete, which means mapping
tools cannot efficiently implement some logical dtians, creating bottlenecks for process

optimization.

In this work, it was presented the use of libragefmethodology as an alternative
for low-power designs. Throughout this work, wedstd the influence of the number of
transistors and the importance of transistors gizmpower dissipation. In general, fewer
transistors are desirable to reduce power dissipathowever, long chains of transistors
required to implement specific logical functionads to slow transition time, and hence more

power dissipation due short-circuit current.

In order to prevent this issue, we modeled a mapgimction to control the
number of transistors, at the same time preverling resistive chains of transistors.eW
applied his function as cost function on simulating anmeglialgorithm to solve the
optimizationproblem.The use of this method provided an efficient tuset of networks of
transistors for the experimented IC designs, wledfieient represents metrics like power

consumption and delay, measured against standkithpgementation.

By allowing the networks of transistors to be fyeelanipulated, and controlling
the global transistor gate sizing, we could avdid treation of blocks with “unlimited”
transistors; at the same time allows the creatfameestricted inputs blocks. Such flexibility
does not come for free. A couple of issues rangjiogn logical mapping, to minimizing the
number of networks of transistors used in a dedigrefficient characterization, to control

issues like physical design information, need tat@ressed.

From experiments presented in chapter 6, we caareds® significant reduction
in power consumption, both static and dynamic poverd delay, when compared the
proposed work against commercial standard celledasapping tool. As results, power was

optimized for the biggest part of benchmarks, presg an average reduction of 6.35% in
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dynamic power and 8.26% in leakage power on STMietoonics 65 nm, illustrated on
Figure 58. Analogous result was presented for delaglysis, in average 15.6% of worst
delay was optimized, illustrated on Figures 60.eXpected, power and timing results fellow

the optimization on the number of transistor, titated on Figure 62.

Evaluating these results, we could justify the ab@etworks of transistors, and
the presented mapping method on designing low-poweuits, where there is great potential

for reducing the number of components and shouhaptyp with restricted power constraints.
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Appendix A: Comparison between standard cells and networkai$istors implementation.

Standard Cell Implentation Transistor Network Implementation Reduction in:
Function Average Average Average Average Average Average
TC Transition DAe‘II:;a(ii) Dynamic Le('::l\(:l)ge TC Transition I;\e \::;a(ies) Dynamic Li:'xfe TC Transition A:;:‘:\gle Dynamic | Leakage
Time (ns) Power (W) Time (ns) Power (W) Time Power
(!((((A0 A1) A2)+B)+C)) 14| 0,0507449 0,052095 0,00946828 0,84074 | 10| 0,0626034 0,0558041 0,0092566 0,461335 | 29% -23,37% -7,12% 2,24% 45,13%
((((A0+A1)+A2) B) C)) 14| 0,0447673 0,0487627 0,00934332 0,923039 | 10| 0,0612669 0,0546037 0,009208 0,299208 | 29% -36,86% -11,98% 1,45% 67,58%
(!(((A0 A1)+B)+C)) 12| 0,0639686 0,062391 0,0116624 0,844204 | 8 0,0699389 0,0635836 0,0114404 0,461033 | 33% -9,33% -1,91% 1,90% 45,39%
(!(((AO A1) A2)+B)) 12 0,04661 0,0559449 0,0117293 0,793861 | 8 0,0662443 0,0619012 0,0113951 0,336299 | 33% -42,12% -10,65% 2,85% 57,64%
(!(((A0+A1) B) C)) 12| 0,0565432 0,058006 0,0114756 0,753128 | 8 0,0654068 0,0604499 0,0113714 0,295624 | 33% -15,68% -4,21% 0,91% 60,75%
(/(((AO+A1)+A2) B)) 12 0,042687 0,0542693 0,0116304 1,08952 | 8 0,0688333 0,0633147 0,0113937 0,378106 | 33% -61,25% -16,67% 2,04% 65,30%
(!((((AO A1) A2)+((BO B1) B2))+C)) 22| 0,0354078 0,0382697 0,00685856 1,30596 |14 | 0,0468142 0,0421056 0,0067455 0,463449 | 36% -32,21% -10,02% 1,65% 64,51%
(M(((AO+A1)+A2) ((BO+B1)+B2)) C)) 22 0,031104 0,0360172 0,00668121 1,77218 | 14| 0,0480732 0,0421473 0,0067398 0,372729 | 36% -54,56% -17,02% -0,88% 78,97%
(!((AO A1)+B)) 10| 0,0628452 0,0703786 0,0154133 0,797324 | 6 0,0754942 0,0732245 0,0150291 0,332709 | 40% -20,13% -4,04% 2,49% 58,27%
(!(((BO B1) B2)+((A0 A1) A2))) 20| 0,0299532 0,0384578 0,00788642 1,48103 |12 0,0475783 0,0436959 0,0077488 0,339463 | 40% -58,84% -13,62% 1,74% 77,08%
(((((AO A1) A2)+(BO B1))+C)) 20| 0,0414154 0,0437335 0,00796376 1,30943 |12 | 0,0515724 0,0467641 0,0077911 0,462717 | 40% -24,52% -6,93% 2,17% 64,66%
(((((AO A1) A2)+((CO C1) C2))+((BO B1) B2))) | 30| 0,0271366 0,0300969 0,00534917 2,11247 | 18| 0,0378673 0,0337567 0,005351 0,464987 | 40% -39,54% -12,16% -0,03% 77,99%
(!((A0O+A1) B)) 10 0,057666 0,0677164 0,015238 0,919603 | 6 0,0746302 0,0725196 0,0150082 0,260136 | 40% -29,42% -7,09% 1,51% 71,71%
(1(((BO+B1)+B2) ((A0+A1)+A2))) 20| 0,0273231 0,0375555 0,00772374 1,79082 | 12 0,0514302 0,045484 0,0078069 0,527438 | 40% -88,23% -21,11% -1,08% 70,55%
(!((((AO+A1)+A2) (BO+B1)) C)) 20 0,036396 0,0409894 0,00774006 1,60226 |12 | 0,0516118 0,0461793 0,0077675 0,313085 | 40% -41,81% -12,66% -0,35% 80,46%
(M(((AO+A1)+A2) ((CO+C1)+C2)) ((BO+B1)+B2))) | 30 0,02379 0,0284858 0,00513289 2,67657 | 18| 0,0398485 0,0341285 0,0053884 0,534928 | 40% -67,50% -19,81% -4,98% 80,01%
('((((AO A1) A2)+(CO C1))+((BO B1) B2))) 28 | 0,0305517 0,0334997 0,00601141 1,95788 | 16 0,040601 0,0367744 0,0059608 0,464342 | 43% -32,89% -9,78% 0,84% 76,28%
(M((((AO+A1)+A2) (CO+C1)) ((BO+B1)+B2))) 28| 0,0267713 0,031588 0,00575489 2,50664 | 16 0,042117 0,0368901 0,0059789 0,38374 43% -57,32% -16,79% -3,89% 84,69%
(!((BO B1)+((A0 A1) A2))) 18| 0,0359638 0,0450791 0,00943264 1,4233 |10| 0,0527961 0,0497354 0,0092095 0,339181 | 44% -46,80% -10,33% 2,37% 76,17%
(!(((A0 A1)+(B0O B1))+C)) 18| 0,0498285 0,0507986 0,00946348 1,31289 | 10| 0,0567901 0,0522967 0,0092455 0,461953 | 44% -13,97% -2,95% 2,30% 64,81%
(!((BO+B1) ((AO+A1)+A2))) 18| 0,0327922 0,0438186 0,00921499 1,62089 | 10| 0,0558428 0,0511293 0,009239 0,364639 | 44% -70,29% -16,68% -0,26% 77,50%
(!(((AO+A1) (BO+B1)) C)) 18| 0,0438226 0,047376 0,00919062 1,43235 | 10| 0,0548713 0,0505751 0,0092075 0,300273 | 44% -25,21% -6,75% -0,18% 79,04%
('((((AO A1) A2)+(CO C1))+(B0 B1))) 26 0,034921 0,0376106 0,00684394 1,91395 |14 | 0,0441566 0,0402718 0,0067437 0,463554 | 46% -26,45% -7,08% 1,46% 75,78%
(!((((AO+A1)+A2) (CO+C1)) (BO+B1))) 26| 0,0305961 0,0353507 0,00654546 2,33672 | 14| 0,0447503 0,0399371 0,0067508 0,365499 | 46% -46,26% -12,97% -3,14% 84,36%
(1((BO B1)+(A0 A1))) 16 | 0,0449153 0,0540613 0,0116794 1,40186 | 8 0,0589766 0,0569525 0,0113862 0,334988 | 50% -31,31% -5,35% 2,51% 76,10%
(!(((AO A1)+(CO C1))+(BO B1))) 24| 0,0407102 0,0427283 0,00792336 1,9131 |12 0,0480392 0,0443022 0,00778 0,462669 | 50% -18,00% -3,68% 1,81% 75,82%
(!((BO+B1) (AO+A1))) 16 | 0,0409583 0,052271 0,0114114 1,45097 | 8 0,060171 0,0573072 0,0114055 0,336495 | 50% -46,91% -9,63% 0,05% 76,81%
(/(((AO+A1) (CO+C1)) (BO+B1))) 24| 0,0356702 0,0400197 0,00758254 2,16681 | 12 0,0472742 0,0432574 0,0077797 0,365041 | 50% -32,53% -8,09% -2,60% 83,15%
Average | 40,68% -39,05% -10,25% 0,53% 71,30%

TC: Transistor Count






