The discovery of different penetration ranges for positive and negative pions in matter made by Barkas and co-workers [1] was the first evidence of deviations of the stopping power of energetic particles from the quadratic dependence on projectile charge $Z_1$ predicted by the Bethe theory [2]. The origin of this difference, as proposed by Barkas, is due to higher-order terms in the perturbative Born series. The first theoretical study of this effect, made by Ashley, Ritchie, and Brandt (ARB) [3,4], was followed by other pioneering studies [5,6]. The ARB model [3] was based on the classical harmonic-oscillator model. The treatment was similar to the Bohr model [7] but the analysis was extended to second-order ($Z_1^2$) terms, corresponding to the polarization of the atomic oscillators, in the approximation of distant collisions. They showed that the Barkas effect is characterized by the classical parameter $gZ_1\omega_0/v^3$, where $Z_1$ is the bare-ion charge, $\omega_0$ the oscillator frequency, $v$ the particle velocity, and $g$ a numerical constant. The contribution from close collisions was neglected in this approach.

The role of close collisions in the Barkas effect was stressed later on by Lindhard [8], who made a brief estimation using qualitative arguments also based on a classical picture of the scattering process. Using simple dimensional analysis he predicted in a general way that the effect of close collisions should scale also with the same parameter $gZ_1\omega_0/v^3$. Hence, the contribution of close collisions would almost duplicate the magnitude of the total Barkas effect.

In further studies, the effect of close collisions was calculated quantum mechanically using second-order scattering theory [9], nonlinear response theory [10], and many-body theory [11].
The paper is organized as follows. In Sec. II we formulate the calculation method, present and discuss the results, and analyze the contribution of close collisions to the Barkas effect. The calculations of the transport cross section by two different methods are presented in Sec. III, and in Sec. IV we summarize the conclusions of the paper. We also include two Appendices; the first one contains details of the induced potential and spherical average used in some of the calculations, while in the second one we further illustrate the Barkas effect using a simple but exactly solvable model.

II. CLASSICAL SCATTERING FORMULATION

A. General considerations

In the following we will consider the scattering of electrons by the screened ion potential in the center of mass system (which for practical purposes may be assumed to be fixed at the ion position). In correspondence with Lindhard’s assumptions [8] we will consider the target electrons to be initially at rest, so that the relative electron-ion velocity will be equal to the ion velocity \(v\) (note that this assumption may be released using a more general transformation which considers a distribution of electron velocities in the target).

First we will calculate the differential cross section using a fully classical description, and then we will integrate the contribution of close collisions to the Barkas effect. The calculations of the transport cross section by two different methods are presented in Sec. III, and in Sec. IV we analyze the contribution of close collisions to the Barkas parameter. It is interesting to note that this parameter corresponds to the inverse of the reduced energy \(e\) from the nuclear stopping theory.

Next, we consider the transport cross section and also scale it using \(b^* = ab\),

\[
\sigma_{tr} = \int [1 - \cos(\theta)] 2\pi \rho_d \rho_b \frac{1}{\alpha} \sigma^*(B),
\]

where \(\sigma^*(B) = \int [1 - \cos(\theta)] 2\pi b^* \rho_d \rho_b \).

Finally, we consider the values of the TCS for particles \((B > 0)\) and antiparticles \((B < 0)\), and introduce the Barkas factor by

\[
R_{Barkas} = \frac{\Delta \sigma_{tr}}{2(\sigma_{tr})}
\]

where \(\Delta \sigma_{tr}\) is the TCS difference, \(\Delta \sigma_{tr} = \sigma_{tr}(|B|) - \sigma_{tr}(-|B|)\), and \(\sigma_{tr} = \frac{1}{2}[\sigma_{tr}(|B|) + \sigma_{tr}(-|B|)]\).

From Eq. (4) we find that \(R_{Barkas}\) is a function of the single parameter \(B\). This is in accord with the general scaling argument given originally by Lindhard [8].

B. Calculations

Using the described approach we have performed several calculations for screened potentials assuming different values of the physical parameters \(Z_1, v,\) and \(\omega_p\).

In Fig. 1 we show an example of the calculated values of the differential contributions to the transport cross section (DTCS) in Eq. (4) for the case \(Z_1 = \pm 2, v = 2\) a.u., and \(\omega_p = 0.5\) a.u. [atomic units (a.u.) are used in the following]. To illustrate the contributions from different impact parameters we show here the values of the DTCS, given classically by

\[
F(b) = d\sigma_{tr} = 2\pi b [1 - \cos(\theta(b))],
\]

according to Eq. (4), as a function of the impact parameter \(b\).

The figure includes the results for \(Z_1 = 2\) and \(Z_1 = -2\) (solid lines) and the values corresponding to Rutherford scattering (dashed line), given by

\[
F_{Ruth}(b) = 2\pi b [1 - \cos(\theta_b)] = \frac{4\pi b^2}{b^2 + b_{cl}^2},
\]

which is independent of the sign of \(Z_1\). In addition, we show in the figure the values calculated using the small-angle approximation [20] (dotted line) given by

\[
\theta = \theta(b*, B) = \pi - 2b* \int_{x_0}^{\infty} \frac{dx}{x^2/\sqrt{R(x)}},
\]

where \(R(x) = 1 - b^2/x^2 + 2b \phi(x)/x,\) and \(x_0 = ar_0\) is the root of \(R(x)\). In doing this transformation one finds that the two parameters that characterize the scattering process are \(b^* = ab\) (reduced impact parameter) and

\[
B = Z_1 e^2/\alpha m v^2
\]
which yields DTCS values for screened potentials larger than for a bare Coulomb potential (Rutherford scattering). This seemingly contradictory result may be physically explained by considering the changes in the local velocity of electrons as they approach the scattering center: for a Coulomb potential the electrons are accelerated as they fall into the attractive potential so that they arrive at close distances, \( r \sim r_{\text{min}} \) with enhanced local velocities (\( v_{\text{local}} \gg v \)). Of course this effect is automatically included in the exact treatment of Rutherford scattering where the acceleration effect is maximum. But in the case of a screened potential this prior acceleration effect is smaller (due to the reduced interaction), and so the electrons arrive at points \( r \sim r_{\text{min}} \) with relatively smaller velocities (as compared to “Rutherford electrons”). Therefore, they are more strongly scattered than Rutherford electrons.

For repulsive potentials \( (Z_1<0) \) the opposite effect takes place, and thus a reduction of the DTCS is obtained with respect to both the Rutherford and the attractive screened potential cases.

The previous explanation is actually not complete. There is also a geometrical effect related to the electron trajectories. For attractive interactions, the trajectories approaching the scattering center lead to distances of closest approach \( r_{\text{min}} < b \), while the opposite occurs for repulsive interactions \( (r_{\text{min}} > b) \). For a Coulomb field, the differences in the scattering produced by these effects cancel out exactly with the previously mentioned effects of variations in the local velocities. Thus, for attractive interactions we get smaller values of \( r_{\text{min}} \) but larger values of \( v_{\text{local}} \). Whereas for repulsive fields we get larger values of \( r_{\text{min}} \) together with smaller values of \( v_{\text{local}} \). As a result of a mutual cancellation of effects, the deflection angle corresponding to Rutherford scattering turns out to be independent of the sign of the field (i.e., of \( Z_1 \)). But when the screening of the interaction is included the two (attractive and repulsive) cases split up, leading to different TCS results (Barkas effect).

We also note in Fig. 1 that the small-angle approximation Eq. (8) yields a good approximation to the exact results for \( b \gg b_c \). We observe that in this limit both results for \( Z_1 > 0 \) and \( Z_1 < 0 \) converge symmetrically to the small-angle approximation. This indicates the effect of \( Z_1 \) terms in the perturbative expansion, since the range \( b \gg b_c \) corresponds to the region where perturbation theory applies. It also indicates that the conditions for applicability of the \( Z_1 \) type of expansion to distant collisions may be more easily achieved than for close collisions.

### III. TRANSPORT CROSS SECTION AND BARKAS EFFECT

From a large set of calculations of the type indicated before we have numerically integrated the TCS values for attractive and repulsive fields, and from these results we have determined the Barkas factor defined by Eq. (5).

In addition, we have performed numerical calculations of classical scattering trajectories in the asymmetric field of the dynamical potential obtained from the dielectric response formalism, calculated as indicated in Appendix A.
FIG. 2. Calculations of the Barkas factor defined by Eq. (5) for a Yukawa potential (circles) and for the dielectric potential (triangles) versus the parameter $\zeta=Z_1\omega_0/v^3$. The straight dashed lines show the approximations $R_{\text{Barkas}}=\pi\zeta$ and $R_{\text{Barkas}}=(\pi/2)\zeta$. As may be seen, the former approximation yields the correct limit for $\zeta \ll 1$. The solid line that goes through the triangles shows the results of Eq. (9) and fits all the values calculated using the dielectric potential.

The cylindrical potential $\phi_{\text{col}}(\rho,\zeta)$ from Eq. (A2) was first stored in a two-dimensional grid and the force components (parallel and perpendicular to the particle velocity) were calculated from the tabulated potential for each time step. Thus, the classical equations of motion were integrated to obtain the energy transfer to the target electron or the transport cross section.

The results of a large number of calculations are shown in Fig. 2, as a function of the parameter $\zeta=Z_1\omega_0/v^3$. The numerical values are indicated as data points, and include the two sets of calculations, using (a) the spherical average (circles) and (b) the whole dielectric potential (triangles). We find a very good convergence between the two sets of results over a wide range of $\zeta$ values, and a splitting of them in the high-$\zeta$ region. In addition, for $\zeta>1$ we find a saturation of the Barkas effect as well as a transition to a more complicated behavior.

The two straight lines shown in this figure are the values of the scaling parameter $gZ_1\omega_0/v^3$ in Eq. (3), using numerical factors $g=\pi$ and $g=\pi/2$. As may be observed, the convergence to the straight line behavior is extremely slow, so that one obtains the exact limit predicted by Lindhard, with $g=\pi$, only for very small values of $\zeta$ ($\zeta \sim 10^{-3}$). Instead, for $\zeta \sim 0.01$ the numerical results fall between the two lines, and for $\zeta \sim 0.1$ the results are closer to the line with $g=\pi/2$. This illustrates the difficulty in providing a unique quantitative prediction of the Barkas factor based only on scaling properties. It seems that this may in part explain earlier discrepancies in empirical evaluations of the role of close collisions in the Barkas effect.

In addition, we have included in this figure a fitting line given by the expression

$$G(\zeta) = \pi\zeta/(1 + a\zeta^{0.25} + b\zeta + c\zeta^2)$$

with $a=0.92$, $b=2.75$, and $c=0.21$. This expression is shown by the solid line that goes through the set of triangle points, and yields an accurate fitting to all the numerical calculations obtained using the dielectric response function, on the whole range of values of interest here, $0.001 < \zeta < 10$, with an overall precision better than 5%. We think this analytical fit may be useful for practical estimations of the close collisions contribution to the Barkas effect.

We should also note that a correction factor $\pi/2$ was also introduced by Lindhard to account for deviations from the spherical symmetry of the induced potential. This would produce a total effect corresponding to $g=3\pi/2$. Our calculations for nonspherical potentials, however, do not support this additional correction. We also note that Lindhard’s analysis did not indicate how large the departure from spherical symmetry should be in order to produce this further correction (this is of course a weak point in the argumentation). In fact, our results show a remarkably good agreement between both sets of calculations (using Yukawa and nonspherical dielectric potentials), showing that the spherical average is a very good approximation for this type of estimation in the range $\zeta \ll 0.1$. It may be noted that here, as well as in Lindhard’s estimation, second-order effects in the induced potential used for close collision calculations have been neglected.

In summary, numerical results are in agreement with the value

$$R_{\text{close}} = 2B = \pi\zeta = \frac{gZ_1e^2\omega_0}{mv^3}.$$  \hspace{1cm} (10)

This result differs from $R_{\text{dist}}=(3\pi/2)Z_1e^2\omega_0/mv^3$ from the Ashley et al. theory [3], and implies that close and distant collisions contribute differently to the Barkas effect (i.e., there is no equipartition rule).

We finally note that the saturation observed for high values of $B$ indicates the appearance of higher-order terms in the expansion of $R_{\text{Barkas}}$, as a function of the charge $Z$. It also suggests the breakdown of the perturbative expansion for $B>1$. In this respect, we note that the present approach should be considered an all-order calculation since the scattering equations were numerically solved, with no perturbative assumptions at all.

IV. SUMMARY AND CONCLUSIONS

The contribution from close collisions to the Barkas effect proposed by Lindhard on the basis of general physical arguments was analyzed here in detail in the range of classical models. The original arguments as well as the scaling properties are essentially supported by these calculations.

The goal of this study was not to consider any particular application but to understand at a fundamental level the physics involved in the contribution of close collisions to the Barkas effect.

The effect of close collisions and the differences between attractive and repulsive fields have been shown by exact (nonperturbative) calculations of the differential transport cross sections.

The calculations serve to illustrate and clarify the origin of the Barkas differences in the range of close collisions. The main differences between particles and antiparticles arise in
fact from distances around the classical collision radius \( b_{cl} = Z_1 e^2/mv^2 \).

The most striking effect observed from the DTCS comparisons is the enhancement of the DTCS for an attractive screened potential as compared to the one for a pure Coulomb potential, which occurs at short collision distances, \( r \sim b_{cl} = Z_1 e^2/mv^2 \). This enhancement may be explained by considering the modification of the local velocities of scattered particles, i.e., by the same physical argument used by Lindhard to predict the Barkas effect in close collisions.

From the numerical evaluations of the DTCSs, we obtain the close-collision contribution to the Barkas effect, which satisfies the predicted scaling property with the parameter \( Z_1 e^2/\omega_p/mv^3 \).

The two sets of calculations, using either the asymmetric dynamical-screening potential or the spherical average of it, yield the same low-limit value of the Barkas factor in agreement with Lindhard’s prediction (but without the additional nonspherical potential correction). In addition, we find a “saturation” of the Barkas effect for \( B \sim 1 \), which is related to higher-order terms in the scattering process, the present description being applicable to all orders of the interaction strength.

We finally note that the present considerations apply to the range of close collisions where the free electron picture may be regarded as a limiting approximation; this may include even nonmetallic targets in the high-energy range. For the treatment of the complementary range of distant collisions one may resort to the original ARB picture [3] which is characterized by the long-range polarization effect induced on the atomic shells.
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Appendix A: Induced Potential

We refer here to the calculation of the induced potential using the dielectric function formalism. Following Refs. [21,22] one obtains the expression for the induced potential for an ion moving along the \( z \) axis,

\[
\phi_{ind}(\rho,z) = -Z_1 e \frac{v}{\pi} \int_0^{\infty} kdk J_0(k\rho) \int_{-\infty}^{\infty} d\omega \frac{\exp(i\omega z/v)}{\omega^2 + k^2/v^2} \left( \frac{1}{\varepsilon(\omega)} - 1 \right). \tag{A1}
\]

Using the classical plasmon-pole approximation \( \varepsilon(\omega) \approx 1 - \omega_p^2/\omega(\omega + i\gamma) \), with \( \gamma \ll \omega_p \), and separating the real and imaginary parts of the dielectric function, we may separate \( \phi_{ind} \) into a screening component \( \phi_{scr} \) and a wake component \( \phi_{wake} \) [21], where \( \phi_{scr} \) is given by

\[
\phi_{scr}(\rho,z) = -Z_1 e \left( \frac{\omega_p}{v} \right)^2 \int_0^{\infty} J_0(k\rho) \int_{-\infty}^{\infty} d\omega \frac{\exp(-k|z|)}{k^2 + \omega^2 v^2} \, dk \tag{A2}
\]

and represents the dynamical screening of the moving ion by the dielectric medium. In Eq. (A2) \( \rho,z \) are the cylindrical coordinates relative to the instantaneous position of the ion (the induced potential is independent of the azimuthal angle \( \varphi \)).

On the other hand, the wake term \( \phi_{wake} \) is related to collective (plasmon) excitations, which is a different mode of energy loss pertaining to the range of distant interactions not considered here [21,22]. (For the contribution of distant collisions to the Barkas effect we refer to the original article by Ashley et al. [3].)

From Eq. (A2) we can calculate the spherical average of the screening potential by performing the total angular average

\[
\langle \phi_{scr}(r) \rangle = \langle \phi_{scr}(\rho,z,\varphi) \rangle = \frac{1}{4\pi} \int d\Omega \phi_{scr}(\rho,z,\varphi). \tag{A3}
\]

Finally, to obtain the scattering potential we add the Coulomb potential of the bare ion,

\[
\phi_{scat}(r) = \frac{Z_1 e}{r} + \langle \phi_{scr}(r) \rangle. \tag{A4}
\]

This yields the spherical average of the potential energy \( V_s(r) = -e\phi_{scat}(r) \).

In Fig. 3 we compare the numerically averaged dielectric potential, Eq. (A4), with the Yukawa approximation \( V(r) = -Z_1 e^2/\alpha r \exp(-\alpha r) \), where the screening constant scales with ion velocity as \( \alpha = \omega_p v / \gamma \). A very good approximation in the range of close distances is obtained with \( \gamma \approx 1.3 \). The value suggested by Lindhard, \( \gamma = \pi/2 \), has the advantage of yielding also the correct value for the energy shift, \( \Delta V(0) \approx (\pi/2)Z_1 e^2 \omega_p/v \) in agreement with the dielectric theory. Hence, we used this value in the current evaluations.
The calculations reported in this paper have been made using two approaches: the first set of calculations were made using the spherical average approximation by a Yukawa potential, whereas the second set of calculations were made using the dielectric potential provided by Eq. (A2).

### APPENDIX B: A SOLUBLE PROBLEM

A case that admits an exact analytical solution was noted by Nagy [23], who obtained the result for the so-called Mensing potential given by

\[
V(r) = \begin{cases} 
-Z(1/r - 1/R), & r < R, \\
0, & r > R, 
\end{cases}
\]

where R represents the screening distance. (Note that atomic units are used in this Appendix.)

The scattering angle \( \theta \) for this potential is given, as a function of the impact parameter \( b \), by [23,24]

\[
\tan^2 \left( \frac{\theta_b}{2} \right) = \left( \frac{Z}{b^2} \right)^2 \left[ \frac{1 - (b/R)^2}{1 - Z/(Rv^2)} \right]^2.
\]

Using this, one can readily obtain the differential transport cross section,

\[
F(b) = 2\pi b [1 - \cos(\theta_b)],
\]

and by integration one obtains the total transport cross section in the form

\[
\sigma_p = \frac{2\pi R^2}{(\lambda - 1)^2} [\lambda \ln(\lambda) - (\lambda - 1)]
\]

with

\[
\lambda = \left( \frac{Rv^2}{Z} - 1 \right)^2.
\]

The characteristics of the DTCS and TCS corresponding to this model are shown in Fig. 4. Panel (a) shows the impact parameter dependence of the DTCS, showing also the splitting of the cases with \( Z > 0 \) and \( Z < 0 \) with respect to the Rutherford value, as previously observed in Fig. 1.

Figure 4(b) shows the Barkas factor defined by Eq. (5), namely, \( R_{\text{Barkas}} = \Delta \sigma_p/2(\sigma_p) \). In this model \( R_{\text{Barkas}} \) scales with the parameter \( \zeta = Z/Rv^2 \). The dashed line here shows the line \( R_{\text{Barkas}} = 2Z/Rv^2 \), which yields the limiting behavior for \( Z/Rv^2 \to 0 \). Again, the results of this model are in good qualitative agreement with those of Fig. 2.

It is interesting to note that Lindhard [8] used an expression similar to Eq. (B2), namely,

\[
\tan^2 \left( \frac{\theta_b}{2} \right) = \left( \frac{Z}{b^2} \right)^2 \left[ \frac{1}{1 - Z/(Rv^2)} \right]^2.
\]

which is valid for \( b \ll R \), to derive its Barkas-effect expression. Indeed, he assumed a constant offset of the incoming electron energy (in the projectile frame) of \( \Delta V(0) = (\pi/2)Z^2e^2\omega_p/v \), which according to Eq. (B1) means \( R^{-1} = (\pi/2)\omega_p/v \). Since the leading term of the Barkas factor, as can be calculated analytically from Eq. (B4), is \( R_{\text{Barkas}} = 2Z/Rv^2 \), we easily get the Lindhard expression without his extra \textit{ad hoc} \( \pi/2 \) factor \( R_{\text{Barkas}} = \pi Z^2e^2\omega_p/mv^3 \).

In summary, this simple model yields exact results, which serve to illustrate the general aspects of the behavior obtained from the calculations reported in Secs. II and III.