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The field driven nucleation and propagation of transverse domain walls in a uniform Ni nanowire is
examined by means of Monte Carlo simulations combined with a scaling technique. Simulations
show a nonlinear behavior followed by the simultaneous nucleation of several domain walls. Also
we study the angular dependence of the propagation of the transverse domain wall with external
field. Results are analyzed in terms of the classical relaxation model for interface dynamics. © 2008
American Institute of Physics. �DOI: 10.1063/1.2939264�

I. INTRODUCTION

The field driven reversal processes in nano- and micro-
wires have been extensively studied with a variety of theo-
retical and experimental techniques due to its relation to the
performance of magnetic storage and spintronic devices.1

The wires considered in the literature may be broadly clas-
sified according to their geometric parameters �diameters in
the nano- or micrometer scale and aspect ratio�, constituting
material �pure substance, alloy, etc.�, and interactions �iso-
lated or embedded in dense arrays�. All these characteristics
may influence the overall reversal process, impeding the iso-
lation of the basic principles behind the observed behaviors.

Although the reversal process in isolated nanowires has
been addressed analytically in works dating as early as
1958,2 an experimental realization has become possible only
about ten years ago with the advances in the fabrication of
nanostructured materials and measurements of low magneti-
zation values.3 Wernsdorfer et al.4,5 studied the behavior of
the switching field in single Ni nanowires, as a function of
temperature and field sweeping rate, for wires with diameter
ranging from 40 to 100 nm and lengths up to 5 �m. For the
narrower wires, the estimated activation volume for reversal
was two orders of magnitude smaller than the cylinder vol-
ume, leading the authors to conclude that the reversal of
magnetization was caused by nucleation of a reversed frac-
tion of the cylinder, rapidly propagating along the sample.
Nucleation of domain walls was also observed by Paulus et
al.6 in arrays of noninteracting Ni nanowires with diameters
in the range of 6–50 nm.

The theoretical modeling of these systems is by no
means trivial, since the internal structure of the wire must be
considered, which means dealing with long range dipolar
interactions besides the exchange coupling. Braun7–9 per-
formed detailed analytical investigations of the switching
rate and energy barriers involved in the reversal process of
uniform nanowires. His main result is that, in nanowires
whose length exceeds the width of a static domain wall, ther-

mal magnetization reversal occurs via formation of domain
wall pairs of opposite chirality, also known as soliton-
antisoliton pairs, with an activation energy proportional to
the cross-sectional area of the wire, leading to coercivity
values much smaller than the ones predicted by uniform ro-
tation. Micromagnetic simulations have been used by Hertel
and Kirschner10 to investigate the structure of the wall in
the reversal process in Ni nanowires with diameters of
30–60 nm and lengths of 1 �m. By considering a cone-
shaped wire, they observed that the reversal mode changed
from corkscrew to curling as the wire radius increases be-
yond a critical value. Also, depending on the diameter of the
nanowire, Wieser et al.11 observed two different reversal
modes for nanowires, a transverse and a vortex wall. Forster
et al.12 observed the same behavior in Co nanowires. In this
work, the velocity of propagation of the domain wall is pro-
portional to the applied field. The mechanism of nucleation
and propagation of a single-domain wall was studied as a
function of temperature in a bistable Fe-based amorphous
microwire with a unique simple domain structure by Varga et
al. From a quantitative analysis of the propagating wall char-
acteristics, the authors proposed a damping mechanism
which dominates in the low temperature regime.13

In a previous work, Bahiana et al.,14 by means of a scal-
ing technique,15 investigated the reversal mechanisms of an
interacting hexagonal array of wires. Different reversal
modes were observed as a function of the dipolar interactions
between the wires. In particular, the nucleation of domain
walls was identified as the main mechanism for magnetiza-
tion reversal. In this paper, we consider a simpler system in
order to examine the reversal process in its fundamental es-
sence. Our choice is a single nickel nanowire subjected to an
applied field. Since nickel appears in a fcc lattice, the con-
tribution of crystalline anisotropy is very small and can be
safely neglected. Our goal is to examine the nucleation and
propagation of domain walls as a function of the applied
field and analyze its dynamics in terms of the classical relax-
ation model for interface dynamics.16 Simulation results
show the appearance of a nonlinear regime, precursor of one
in which several domains nucleated at the same time.a�Electronic mail: sallende@fisica.usach.cl.
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II. MODEL

Our starting point is a uniform Ni nanowire with diam-
eter d=30 nm and length �=500 nm, built along the �001�
direction of a fcc lattice with parameter a0=3.52 Å. The en-
ergy of each magnetic moment m can be written as

E = − m · Bef f , �1�

where Bef f is the effective field including contributions from
the applied field �Ba�, exchange �Bx�, and dipolar interac-
tions �Bd� in the form

Bef f = Ba + Bx + Bd = Ba + J �
i��nn�

mi

+ �
i

3�mi · n̂i�n̂i − mi

ri
3 , �2�

where J is the exchange coupling constant, �nn� the set of
nearest neighbors, ri the distance to the ith atom, and n̂i the
unitary vector along ri. The saturation value of m is m
=0.615�B and the exchange coupling constant J
=1600 kOe /�B.17,18 Such wire contains about 6
�109 atoms, which is out of reach for a regular Monte Carlo
simulation with dipolar interactions, considering the avail-
able computational power. In order to reduce the number of
interacting atoms, we make use of a scaling technique, pro-
posed by d’Albuquerque e Castro et al.,15 originally formu-
lated to investigate the equilibrium phase diagram of cylin-
drical particles of height h and diameter d. The authors
showed that this diagram is equivalent to that for a smaller
particle with d�=d�� and h�=h��, with ��1 and ��0.56,
if the exchange constant is also scaled as J�=�J. It has also
been shown19 that the scaling relations can be used together
with Monte Carlo simulations to obtain a general magnetic
state of a nanoparticle. We use this idea starting from the
desired value for the total number of interacting particles we
can deal with, based on the computational facilities currently
available, and have estimated N�3000. With this in mind,
we have obtained the scale value �=4�10−3, leading to a
wire with 2835 atoms. In its original formulation, the scaling
technique did not include temperature. However, since ther-
mal activation is a key issue for transitions between meta-
stable states and the energy landscape depends on the value
of �, temperature must also be scaled. Although temperature
scaling is still an open issue, we considered that even if the
energy landscape is rather complicated due to the dipolar
interaction, in the vicinity of each local minimum we can
analyze the transitions as regulated by simple energy barriers
of the form KeVe, where Ke is an effective anisotropy con-
stant taking into account several energy contributions, and Ve

is an effective volume. Thermally activated transitions natu-
rally lead to the definition of a blocking temperature TB

�KeVe,
20 so we use this to relate temperature and size. In

order to keep the thermal activation process invariant under
the scaling transformation, the energy barriers must also be
invariant; therefore, the temperature should scale as the vol-
ume, that is, T�=�3�T. This technique was presented by Var-
gas et al.19 and has been used before to investigate magnetic
dots,21 tubes,22 and wires,14 showing good agreement with
experiments or micromagnetic calculations.

Monte Carlo simulations were carried out at T=300 K
using regular Metropolis algorithm.23 The new orientation of
a magnetic moment was chosen arbitrarily with a probability
p=min�1,exp�−�E /kBT��, where �E is the change in energy
due to the reorientation of the magnetic moment and kB is the
Boltzmann constant. Results presented in this paper corre-
spond to an average of 10–20 independent realizations.

III. RESULTS AND DISCUSSION

The geometry used in the simulations is illustrated in
Fig. 1. The initial state has the magnetization saturated in the
−z direction, with the external field applied at an angle �B.
Due to strong stray fields, the domain structure at the wire
tips are usually composed of several closure domains. If al-
lowed to relax, magnetization reversal may occur through the
propagation of a pair of domain walls nucleated at the
tips.14,24 In an experimental setup, this could affect measure-
ments of domain wall propagation time, in which case it is
useful to inhibit the propagation of one of the domain walls
by, for example, placing one of the wire tips outside the
external field region,25 or to induce the nucleation in one
particular tip by increasing the value of the applied field near
that tip. In order to optimize the simulation, we followed the
first procedure, inhibiting the nucleation at one of the wire
tips by choosing Ba=0 for the atoms in the last 12 nm. The
reversal process was monitored by the values of �i�z�
	 m̄i /m, i=x ,y ,z, which are the average values of magnetic
moment components relative to its saturation value. For
some range of parameters, it is easy to identify the domains
with �z�z�= 	1, separated by an interface or domain wall.
The position of the wall zw may be determined by the maxi-
mum of �1− 
�z
�, as shown in Fig. 2. In this particular case,
a wall located at zw=240 nm with thickness 
�40 nm can
be clearly identified. The wall thickness is defined as the
width of the region where �z is within 85% of the saturation
value. In this scenario, one may reduce the problem of the
individual reversal of atomic moments to the one-
dimensional motion of a domain wall.

Depending on the value of �B, different reversal modes
are observed. Figure 3 shows typical magnetization profiles
for �B=0°, 15°, and 30°, obtained at two different moments

FIG. 1. �Color online� Definition of relevant geometrical parameters. The
orientations of magnetization and external field correspond to a typical ini-
tial condition.
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of the reversal process. For �B=0° �Fig. 3�a��, the reversal
process occurs by means of a corkscrew mode,10 in which
the magnetic moments inside a region with finite width re-
verse their direction, along a given plane containing the wire
axis. This plane rotates around the wire axis as the wall
propagates, as can be seen by the �x�z� and �y�z� profiles at
different points of the wall trajectory. When �B�0, the
torque due to the xy components of the field causes a rotation

of the magnetic moments, affecting the reversal mode. In this
case, we identify three different reversal modes, regarding
both field intensity and �B: corkscrew, transverse �Fig. 3�b��,
and multidomain �Fig. 3�c��. The transverse reversal mode is
similar to the corkscrew mode, but with the domain wall on
a fixed plane defined by the applied field and the nanowire
axis. In the multidomain reversal mode, there are two or
more domain walls in the wire.

Although not corresponding to an equilibrium state, the
initial configuration may persist for some time due to its
degree of metastability for weak applied fields. We defined
the waiting time � as the time, measured in Monte Carlo
steps �MCSs�, before which the wire magnetization had de-
creased to 90% of its saturation value for a fixed external
field.

A. Propagation with �B=0°

First we examine the effect of the field strength on the
waiting time for the wall nucleation. Figure 4 shows the
values of � for different applied fields. From this figure it is
possible to verify that, for fields below 1.3 kOe, the forma-
tion of a domain wall is not only difficult, due to the long
waiting times involved, but extremely affected by thermal
fluctuations. In order to avoid long waiting times, the nucle-
ation of walls at low fields was boosted by the application of
a field pulse, following an experimental procedure described
by Beach et al.26 In our case, the pulse consisted in the
application of a higher field of 2.0 kOe until the wall had
reached the position zw=100 nm, then the propagation of the
wall followed with a weaker applied field, corresponding to
the indicated Ba in the following discussion. With this pro-
cedure we were able to monitor the propagation of walls for
fields as low as 0.25 kOe. Figure 5 shows a typical plot of zw

as a function of time, in MCS, for Ba=1.6 kOe. The velocity
of the wall may be directly calculated from the slope ob-
tained by a linear fitting of the data.

For fields in the range 0.25�Ba�2.4 kOe, we found the
propagation to occur always at constant speed, characterizing
a viscous regime.27 In this case, the response of the domain
wall to a weak applied field may be described by the classi-

FIG. 2. Typical magnetization profile for Ba=1.6 kOe: �a� �z�z� and �b�
�1− 
�z
�. In this case, it is easy to identify a domain wall centered at zw

=250 nm. Magnetization behind and ahead of the wall is homogeneous, and
the reversal process may be described by means of zw�t�.

FIG. 3. �Color online� Snapshots of the magnetization profile at two differ-
ent moments of the reversal process, with Ba=1.6 kOe. Dashed line: m̄z,
dotted line: m̄x, and solid line: m̄y. �a� �B=0°: corkscrew reversal mode. The
x and y profiles change with time, indicating that the wall plane rotates
around the z axis. �b� �B=15°: transverse reversal mode. Magnetization
profile in all directions presents the same shape, corresponding to the aver-
age components in the plane defined by the z axis and Ba. �c� �B=30°:
multidomain reversal. The wall structure is lost during propagation due to
the formation of multiple domains along the wire.

FIG. 4. Waiting times for different values of the applied field. Here �B

=0°.
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cal equation of motion for an overdamped oscillator,18 lead-
ing to the expression for the steady state wall velocity v:

v = S�Ba − B0� , �3�

where S is the mobility, and B0 a parameter usually obtained
by fitting of data, measured with an applied field larger than
a certain depinning value, extrapolated to the v=0 point.16,18

We checked the validity of Eq. �3� by calculating the wall
velocity for different values of applied field. The results are
shown in Fig. 6, together with the values of the energy dis-
sipation rate due to the relaxation process. Three regimes
may be identified in this figure:

�1� 0.25 kOe
Ba
1.3 kOe—linear regime, a field pulse is
needed to nucleate the wall, which moves at constant
speed afterwards.

�2� 1.3 kOe
Ba
1.7 kOe—linear regime, the domain wall
nucleates spontaneously, and propagates at constant
speed.

�3� 1.7 kOe
Ba
2.4 kOe—nonlinear regime, the mea-
sured velocity is larger than the value extrapolated from
the previous linear region. At this field value, the wall
loses its rigidity along propagation.

In order to understand the nonlinear region, we compared the
magnetization profile for certain values of Ba. Figure 7
shows snapshots of the domain wall, at different points along
the wire, for Ba=1.3, 2.4, and 3.0 kOe. For Ba=1.3 kOe
�Fig. 7�a��, propagation is in the beginning of the second
linear regime. Regions behind and in front of the wall are
saturated and uniform, and the wall is well defined, with
thickness 
=40 nm. The same behavior is observed for all
field values in the second linear region. Ba=2.4 kOe �Fig.
7�b��, corresponds to the nonlinear region. In this case, we
observe fluctuations in the magnetization values in front of
the wall, which is thicker, with 
�55 nm. Still, the defini-
tion of a domain wall, with associated position and velocity,
is possible. Finally, for Ba=3.0 kOe, the uniform state is un-
stable ahead of the wall, and several domain walls are
formed, as can be seen in Fig. 7�c�.

B. Propagation with �BÅ0°

In order to better understand the process of magnetiza-
tion reversal for fields with �B�0°, we divide it into three
stages. In the first one, the magnetic moments rotate until
they form some angle with the z axis. The movement is
induced by a torque of the xy components of the applied field
and the low demagnetizing field on that plane. We call it the
redirection stage. The redirection of the moments brings a
decrease in the shape anisotropy along the wire axis, making
the nucleation easier. The second stage corresponds to the
nucleation of the domain wall and strongly depends on the

FIG. 5. Wall position as a function of time.

FIG. 6. Energy dissipation rate �right axis, squares� and wall velocity �left
axis, circles� as a function of applied field. Open symbols correspond to
propagation boosted by a field pulse.

FIG. 7. Magnetization profile for �a� Ba=1.3 kOe,�b� Ba=2.4 kOe, and �c�
Ba=3.0 kOe. Distinct line styles illustrate different stages of the wall propa-
gation along the wire. For fields Ba�2.4 kOe, the region immediately in
front of the wall becomes unstable, and for Ba�3.0 kOe reversed domains
nucleate ahead.

013907-4 Allende et al. J. Appl. Phys. 104, 013907 �2008�
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magnitude of the z component of the applied field, as in the
�B=0° case. The last stage corresponds to the propagation of
the already formed domain wall. We define the reversal time
tr as the sum of the times involved in these three stages.
Figure 8 shows the dependence of the average reversal time
on �B for different values of the applied field. From �B=0 to
�B�45°, tr continuously decreases, reaching a minimum or a
plateau, corresponding to an optimal combination of the re-
direction, nucleation, and propagation stages for those values
of �B. For Ba=1.3 kOe, all values of �B lead to the formation
and propagation of one single wall. In this case, the propa-
gation speed is well defined and depends on �B, as shown in
Fig. 9. For Ba=1.4 kOe, when 20° 
�B
60° multiple do-
main walls are nucleated, decreasing considerably the value
of tr. The same behavior is observed for larger values of the
applied field, for angles in the intervals indicated by arrows
in the figure. As the field increases, the range of angle values
for multiple nucleation also increases. Along a given tr��B�
line, for Ba�1.4 kOe four different regimes are observed.
Taking, for example, the curve for Ba=1.6 kOe, we have that
for small angles, �B
5°, propagation is via a corkscrew re-
versal mode. As the perpendicular component increases, for

5° 
�B
15°, the reversal plane becomes fixed, and the
transverse mode is established, with a single wall propaga-
tion. A further increase in �B leads to a third region, 15°

�B
20°, with reversal in the transverse mode, but with a
second domain wall nucleated at the other tip. For 20°
��B�65°, the reversal of the magnetization nucleates at
different parts of the wire. In the neighborhood of �B�45°,
after the activation of the magnetic reversal at the most fa-
vorable tip for this process, the reversal follows, generating
an almost coherent process along all the wires �see Fig. 3�c��.
Finally, for �B�45°, the decrease in the parallel component
of the field leads to larger values of tr due to a significant
increase in the nucleation time.

IV. CONCLUSION

We have used Monte Carlo simulations combined with a
scaling technique in the theoretical investigation of domain
wall propagation in homogeneous nickel nanowires. With
this approach, we were able to systematically calculate the
domain wall velocity and found different propagation re-
gimes as the applied field strength and direction were varied.
For fields parallel to the wire axis we found that, for low and
intermediate fields, the nucleation of a reversed domain re-
quires an amount of time that rapidly increases as the applied
field is decreased. This is not an effect of disorder, since the
system is a perfect crystal, it appears uniquely due to the
existence of a field dependent energy barrier between states
with negative and positive magnetizations. From
0.25 to 1.7 kOe, the propagation occured always with con-
stant speed. The velocity varied linearly with the applied
field, in agreement with the classical picture of viscous
relaxation,16 and the wall thickness was approximately
40 nm. For larger fields, up to 2.4 kOe, we found a nonlinear
behavior with a velocity higher than the value extrapolated
from the linear relation for lower fields. The domain wall
thickness in this region continuously increases up to 

=55 nm for Ba=2.4 kOe. It is possible to cast the results
from Fig. 6 into the relaxation relation �3� if a field depen-
dent mobility is defined. In the context of one-dimensional
wall propagation in crystalline ferromagnetic media, a
simple model, taking into account exchange and crystalline
anisotropy energies only,13 predicts a domain wall mobility
in the form

S � 
 , �4�

due to the fact that the domain wall mobility is S=2Ms /�,
where Ms is the saturation magnetization and � is the domain
wall damping given only by the contribution of the spin-
relaxation damping coefficient. This coefficient is propor-
tional to Ms /
. The thickness of the wall may be calculated
by energy minimization,28 leading to a general form 

��J /K. Here K is a uniaxial anisotropy constant, usually
assumed to be of crystalline origin. In this picture, given a
certain material, once Ms, K, and J are fixed �at least in an
average sense�, the wall velocity is determined, independent
of the applied field. Our simulations showed that, for large
enough fields ��1.7 kOe�, the measured velocity is higher
than the value predicted by the linear relation. Consistently,

FIG. 8. Magnetic reversal time as a function of the applied field angle �B for
different field values. Values of tr represent averages over six realizations.
The arrows delimitate regions in which multiple domain wall formation is
observed.

FIG. 9. Domain wall propagation speed as a function of �B for Ba

=1.3 kOe.
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the value of 
 in that range of fields, measured directly from
the magnetization profile, increases. We interpret these re-
sults by defining a K�B� or field dependent anisotropy con-
stant. Our simulations do not include crystalline anisotropy,
so the only source of anisotropy is the shape or the presence
of a demagnetizing field. Fluctuations around the uniform
state affect the demagnetizing field, decreasing it. For Ba

�2.4 kOe, this effect destroys the stability of the inverted
domain ahead of the wall. We checked this hypothesis by
introducing an arbitrary uniaxial anisotropy along the propa-
gation direction. Simulation results showed that the propaga-
tion velocity linearly decreases with the increase in aniso-
tropy constant. For an applied field of 2.4 kOe, the
anisotropy constant needed for propagation, with the speed
predicted by the viscous regime, is 5.3�106 erg /cm3, much
larger than the value usually attributed to nickel.

The behavior of the reversal time as �B is varied �Fig. 8�
may be compared to the one obtained by Wernsdorfer et al.
for the switching field in an experiment with a single nickel
nanowire with d=50 nm.5 The increase in the switching field
for �B=0° and �B=90°, predicted by the coherent rotation
model, is consistent with the increase in the overall reversal
time observed in our simulations.
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