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Stripe-tetragonal first-order phase transition in ultrathin magnetic films
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We analyze the nature of the phase transition from a smectic stripe phase to a tetragonal phase predicted in
analytic studies by Abanoet al. [Phys. Rev. B51, 1023(1995] and observed in experiments on ultrathin
magnetic films by Vaterlaust al. [Phys. Rev. Lett84, 2247 (2000 ]. At variance with existent numerical
evidence, we show results of Monte Carlo simulations on a two-dimensional model with competing exchange
and dipolar interactions showing strong evidence that the transitiowésk first-orderone, in agreement with
the theoretical predictions of Abanat al. Besides the numerical evidence, we give further support to the
first-order nature of the transition analyzing a continuum version of the model and showing that it belongs to
a large family of systems, or universality class, in which a first-order transition driven by fluctuations is
expected on quite general grounds.
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With the advances in the experimental manipulation ofout by Boothet al® confirmed the presence of the tetragonal
materials at atomic length scales a renewed interest hdguid phase, but they did not find any evidence of the Ising
grown in understanding the thermodynamic and mechanicalematic phase. However, the results of Boetlal. appeared
properties of systems such as ultrathin films and quasi-twoto be consistent with &ontinuoustransition rather than a
dimensional magnetic materials. Part of this interest is obvifirst-order one, as could be expected from the theoretical
ously motivated by the great amount of potential applicationgesults of Abanowet al. Nevertheless, Bootlet al. pointed
they find nowadays in many different technological fieldsOut that the possibility of a weak first-order transition cannot
(data storage, Catajysisl and electronics are On|y a few e)b.e excluded on the base of their Monte Carlo simulations.
amples. In this paper we are mainly concerned with the Recent imaging studies using scanning electron microscopy
thermodynamic properties of ultrathin magnetic films, suchwith polarization analysis on ultrathin films of fcc Fe on
as metal films on metal Substrat@g_, Fe on C&,CO on CU(].OO) verified the existence of the tetragonal |IQUId
Au,? see also Ref. 3 for a recent review on the topic phas€.® No evidence was found of an intermediate nematic

A large variety of magnetic films exhibit a spin reorienta- Phase of the type predicted by Abanetval* in the transition
tion transition below some finite temperatufg. That is, if ~ from the stripe phase to the tetragonal liquid. The thermody-
the magnetic film is thin enougta few atomic layefsthe ~ hamic nature of the stripe-tetragonal transition could not be
atomic magnetic moments tend to align in a direction perdetermined by the imaging technique and this question re-
pendicular to the plane of the film, because the surface ard@ins unanswered. In this paper we present both Monte
isotropy overcomes the anisotropy of the dipolar interac.Carlo(MC) and analytical calculations that provide evidence
tions, which favors in-plane ordering. Under thesethat the stripe-tetragonal liquid transition is indeed a weak
circumstances the local magnetic moments can be regarddictuation-induced first-order one.
approximately as Ising variables. Any realistic theoretical de- Ve consider a system of magnetic dipoles on a square
scription of a magnetic thin film must include long-range lattice in which the magnetic moments are oriented perpen-
dipolar interactions. The competition between exchange anglicular to the plane of the lattice, with both nearest-neighbor
dipolar interactions in these materials gives rise to stabléerromagnetic exchange interactions and long-range dipole-
modulated stripelike patterns at low temperatures. In thes@ipole interactions between moments. The thermodynamics
states the magnetic moments align along a particular axi€f this system is ruled by the dimensionless Hamiltorfian:
forming ferromagnetic stripes of constant width so that
moments in adjacent stripes are antialigned. Theoretical stud- _ 0i0j
ies concluded that the stripe state in this system is always the H=- 502,;‘) i+ (,2;‘) ? @
most stable one at low enough temperatures, provided that ’
the exchange parameter exceeds some small positive criticatheres stands for the ratio between the exchadge 0 and
value?® Calculations based on a continuum approximationthe dipolarJ4>0 interaction parameters, i.8=Jy/Jq. The
by Abanovet al* predicted that, before reaching the para-first sum runs over all pairs of nearest-neighbor spins and the
magnetic state at high temperatures, the stripe phase undeecond one over all distinct pairs of spins of the lattiggis
goes a transition into a phase characterized by domains witthe distance, measured in crystal units, between s#esl|.
predominantly square corners, which they calladteagonal  The energy is measured in units &f. The overall(known)
liquid. They also concluded that the stripe-tetragonal liquidfeatures of the equilibrium phase diagram of this system can
transition should be either first order or the two phases mighibe found in Refs. 3, 5, 6, and 10, while several dynamical
be separated by a third phase characterized by rotationaroperties at low temperatures can be found in Refs. 11-14.
domain-wall defects, which they called dsing nematic The threshold for the appearance of the stripe phase in this
phase Monte Carlo calculations on the square lattice carriedmodel is §,=0.425>°
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% - o B order phase transitiol?:!®* We observed that the measure-
04 o o o ment time(in MCS) needed to sample the energy distribution
S o effectively increases exponentially with the linear system
2 5 size L. This is because the system spends large periods of
N time in each one of the two phases, with a mean lifetime in
' every phase that increases with consistently with the
O T  q0 a2 a1 g0 a2 a1 a0 expectedf increase in the energy-free barrier between phases
EN } T EN AF(L)~L9"1. A careful inspection of the typical equilib-
o 1\\ rium spin configurations associated with every phése,
—— ,‘l those with energies around the maxima of the energy distri-
—_— bution) shows indeed that the high-temperature phase pre-
mum v u_‘.ﬂ,] sents a tetragonal structure similar to that found by Booth

et al® (see Fig. 1, while the low-temperature phase is the
FIG. 1. Energy per spin histograms for=2, L=32 and differ- h=2 stripe one(also notice the coexistence of domains of
ent temperatures around the critical ohe=0.79. The images be- both phases at energies corresponding to the minimum of the
low the histogram illustrate some typical equilibrium spin configu- histogram). Moreover, a MC calculation of the structure fac-
ra_ti_ons corresponding to the maxima and the minimum at thggr S(k):<|2ia-ieik'ri|2> at temperatures above, but near the
critical temperature. critical one, shows a very similar shape to that observed by
Maclsaacet al® at higher values ob: four sharp peaks sym-
We performed extensive MC simulations of the modelmetrically placed on the two principal axes of the Brillouin
defined by Eq(1) on a square lattice with=L? sites, for ~ zone, which characterize the tetragonal structufe the
system sizes ranging froin=16 to 32 using the Metropolis temperature increases the peaks become smeared into a circle
algorithm. Periodic boundary conditions were implementedwith the shape of a four-peaked crown that gradually disap-
using the Ewald summation technique. Although we ob-pears. This indicates a continuous loss of the fourfold sym-
tained results for different values éfranging from 1 to 3, metry as the system becomes paramagnetic. For large values
most of the numerical work was focused @2 (corre-  of § (6=3) this transition is also reflected in the presence of
sponding to a low-temperature stripe phase of wiiith2),  a secondary peak at high temperatures in the specific heat,
for which the first-order nature of the transition is more which does not depend on the system Sizeglicating that
clearly defined. To estimate both equilibration and decorrethe transition does not have an associated singularity in the
lation times we analyzed the behavior of the two-times corthermodynamic potentials. As already observed by Booth
relation function for different system sizes and temperatureset al,® this secondary peak becomes less pronounced as
After an equilibration period of up to #Monte Carlo steps decreases; we observed that for valuegsf2.5 it becomes
(MCS), every data point was calculated over a large singleéndistinguishable. However, the presence of the transition re-
run for periods ranging from 2 10° MCS for the smallest mains clearly detectable in the behavior of the structure fac-
size up to 4< 10’ MCS for the largest onel(=32). To lo-  tor.
cate the transition and characterize its order we calculated The temperature variation of the specific heat and the
the energy per spin histograms for different temperaturesBinder cumulant for=2 and various system sizes is shown
from which we obtained both the specific he&@,  in Fig. 2. We see that the locations of the maximum of the
=(UNT?)((H®—(H)® and the fourth-order Binder specific heat and the minimum of the Binder cumulant shift
cumulant® V, =1—(H*/3(H?)2. The typical behavior of in a size-dependent fashion at pseudocritical temperatures
the energy histograms is shown in Fig. 1 fé+=2 andL Tgl)(L) andTéz)(L), respectively. Both quantities are plotted
=32. The double-peak structure is characteristic of a firstvs L2 in Fig. 3, showing the expected finite-size scaling
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FIG. 2. MC calculations fo=2 and different system sizes (a) Specific heaC, vs T; (b) Binder cumulant/| vsT.
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heat. Since strong finite-size effects are always expected in
systems with long-range interactions, numerical simulations
in considerably larger systems are also required in this case
to get a more clear picture about this phenomenon. However,
it is worth mentioning that some numerical simulations for
larger system sizesLE=48 and L=64) showed that the
double-peak structure of the energy histogram persists and
becomes more pronounced lasncreases. We now turn our
attention to an analytic approximation which gives us some
insight in the expected outcome of such simulations for the
£ 107 other regions of the phase diagram.
77 - It was recognized long ag6'®that systems in which the
o000 Gocs ooto eors 0z0 S 000 008 onae 00 spectrum of fluctuations has a minimum at a nonzero wave
L vector can undergo a first-order transition driven by fluctua-
tions, in contrast to the second-order transition predicted by
mean field for this kind of systems. Since the original work
by Brazovskii, the proposed scenario was shown to describe
correctly the phase transitions present in a large variety of
behavior for a temperature-driven first-order phasesystems such as cholesteric liquid crystals, the nematic to
transitiot>*® T(L) ~ T+ AL~ and TE(L)~ T +BL™ smecticC transition, pion condensates in neutron stars, onset
with B>A, whereT, is the transition temperature of the of Rayleigh-Beard convection, and microphase separation
infinite system. Note that the internal energies of both phaseis diblock copolymerg®°More recently the Brazovskii sce-
(corresponding approximately to the energies of the maximaario has been successfully applied to the analysis of the
of the energy distributionare located very close to each phase transition between the disordered and modulated
other. This property is also reflected in the rather shallowphases in three-dimensional systems with attractive short-
shape of the minimum of the Binder cumulant, evidencingrange interactions and repulsive long-range Coulomb
the weak nature of the transition. We observed that thesgteractions>?! In spite of its success and ubiquity in cor-
effects become more pronounced &sncreases, with the rectly describing the physics behind a phase transition in
internal energies of both phases approaching continuously teystems with competing interactions, the Brazovskii scenario
each other. For values @t>2.6 the double-peak structure of was almost not considered in relation with ultrathin films and
the energy histogranitogether with the minimum of the dipolar system$? Indeed we have verified that a continuum
Binder cumulantseems to disappear, or at least it becomes/ersion of Hamiltonian(1) presents a fluctuation induced
undetectable for small system sizes, as can be appreciatedfirst-order phase transition for any value &f The starting
Fig. 4 for 5=2.6. We see that the internal energies of bothpoint is a Landau-Ginzburg functional which in Fourier
phasegroughly corresponding to the energies of the maximaspace has the form
of the histogramnear the transition approach each othefas

84 A

.83

.82 1

81+

T(L)

.80 4

79 4

.78

FIG. 3. Pseudocritical temperaturﬁg) (maximum of the spe-
cific hea) and T{¥) (minimum of the Binder cumulapws L 2.

increases. This fact explains the seemingly continuous nature AK) (R R+ _J' dkl dk,

of the transition observed by Boo#t al, whose calculations (2m (k) (k) p(— (2m)2
were performed fow=3.° Clearly, considerably larger sys-

tems must be simulated in order to get reliable data for larger .

6. A similar effect is observed a8 decreases approaching —Ks), 2

S., Where the double-peak structure of the histogram also (2w

seems to disappear totally. Hence, the numerical data showhere the spectrum of fluctuations is given Byk)=r,

an optimal value ofs around =2, where the first-order +k2+J(k)/8 andr, is proportional to the reduced tempera-
transition becomes strongest, that is, with the largest latertire near the critical point of the mean-field approxima-
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FIG. 4. Energy per spin histograms fér=2.6, L =32 and different temperatures around the critical one.
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tion. In our case the Fourier transform of the dipolar interacidirst-order transition driven by fluctuations appears. Follow-
J(K)=1Fo({—1/2,{1/2,1},—k?/4)—k, where F,({e}, ing Brazovskit’ we have determined the poin§(s) where
{B1.B2},2) is a generalized hypergeometric sefésthe the free-energy difference

spectrum of fluctuations presents a minimum at a nonzero R

Kmin=Ko. This means that, fod=2, the spectrum is mini- m (1 uf dq 1

mized in a spherical shell in Fourier space. When fluctua- UAF:Jr dr (€+§J (277)2 (rr+q2+J(q)/5)2)

tions of the order parameter are considered self-consistently,

the degeneracy of the minimizing vector will make the dis- r'+ro , J(Ko)

ordered phase metastable for any finite temperature and drive X 5 +kot+ 5

the transition to first order. More explicitly, within a Hartree

approximation the correlation function of the fluctuations in 3 i

. o u dq 1
the disordered phase is given by + = ) (6)
) 2 ) @27 r' +q2+3(q)/ s
Cfl(E):A(k)Jr?,uf dq C(a)- (3) changes sign. It is possible to show that oy >0 a
(2m)? first-order transition appears. The transition lirfg ) is a

monotonously increasing function ot
In summary, we have shown strong numerical evidence
that the phase transition between the low-temperature stripe

Then, the renormalized mass=r,+3uf[dg/(27)?]C(q)
is given by

da 1 phase and the tetragonal phase observed in ultrathin mag-
r=ro+ 3UJ q ) (4)  netic films is a weak first-order transition. Moreover, to the
(2m)? r+q%+J3(q)/ 8 extent to which a continuum Hartree approximation of the

model simulated is valid, the transition is a first-order one

driven by fluctuations, at variance with the second-order na-
ture predicted by mean-field theory. It would be interesting to

erform simulations in larger lattices and with smarter Monte

arlo algorithms in order to analyze if the first-order nature

xtends to a wider region of the phase diagram as implied by
the continuum model. The challenge persists to probe the
nature of this transition experimentall.

The point of absolute instability of the disordered solution
occurs atr=—k§—J(ko)/5. It is easy to check that this
point is only reached fory— —< (i.e., forT—0), implying
that the disordered phase never loses stability. At a finit
temperature a modulated phase with a finite amplitude giveg
by m?=[r,+ k§+ J(ko)/ 8]/3u appears, where the renormal-
ized mass in the modulated phasg, is given self-
consistently by
R This work was partially supported by grants from Consejo
dq 1 , J(ko) Nacional de Investigaciones Ciefitas y Tenicas
2m2 T +q2+J(q)/5+ ot —5 |- CONICET (Argentina, Agencia Codoba CiencigCordoba,
m (5) Argenting, Secretaa de Cienciay Tecnolog|de~la Univer-
sidad Nacional de Gdoba (Argenting, Fundaeo VITAE
In a regionry<r{(J) a real solution to the above equation (Brazil), and CNPq(Brazil). We wish to thank R. [az-
exists. If a pointrg<r§ exists where the free energies of the Méndez and Roberto Mulet for their help in the implemen-
modulated and disordered solutions cross each other, thentation of the Ewald sums.

—rm=ro+3uf

*Member of CONICET, Argentina. Electronic address:  the equivalenced=J/2, J being the exchange parameter in the

cannas@famaf.unc.edu.ar above references. Since the dipolar parameter also fixes the en-
TAlso at: Abdus Salam International Centre for Theoretical Physics, ergy units in our work, there is also a factor 1/2 between the
Trieste, Italy. Electronic address: stariolo@if.ufrgs.br critical temperatures obtained in those works and ours.
fMember of CONICET, Argentina. Electronic address: °P.M. Gleiseret al, Physica D168-169 73 (2002.
tamarit@famaf_unc_edu_ar llMLC Sampaio, PhyS Rev. B4, 6465(1996

1p.p. pappast al, Phys. Rev. Lett64, 3179(1990. in.H. Tolozaet al. Phys. Rev. B58, R8885(1998.

2R. Allenspachet al, Phys. Rev. Lett65, 3344(1990). 14D.A. Stanolo and S.A. Cannas, Phys. Rev6g 3013(1999.

3K. De'Bell, et al, Rev. Mod. Phys72, 225(2000). P.M. Gleiseret al, Phys. Rev. B68, 134401(2003.

15M.S.S. Challagt al, Phys. Rev. B34, 1841(1986.

5 18J. Lee and J.M. Kosterlitz, Phys. Rev.4B, 3265(1991).
A.B. Maclsaacet al., PhyS Rev. B5l, 16033(1995 17S.A. Brazovskii, Sov. PhyS JET#L, 85 (1973

®]. Booth et al, Phys. Rev. Lett75, 950(1995. 18p.C. Hohenberg and J.B. Swift, Phys. Re\6E 1828(1995.

A Vaterlauset al, Phys. Rev. Lett84, 2247(2000. 19\ Seul and D. Andelman, Scien@67, 476 (1995.

80. Portmannet al, Nature(London 422, 701 (2003. 20\, Groussongt al, Phys. Rev. B66, 026126(2002.

9t is worth noting that the definition of the Hamiltonian in Refs. 21p vjot and G. Tarjus, Europhys. Le#t4, 423(1999.
3,5, and 6 is slightly different from ours. While in those papers??T. Garel and S. Doniach, Phys. Rev.2B, 325 (1982.
the dipolar term contains a sum over all pairs of spins, here wé3|. S. Gradshteyn and |. M. RyzhiRable of Integrals, Series and
consider the sum over every pair of spins just once. This leads to Products 5th ed.(Academic Press, New York, 1994

4A. Abanov, et al, Phys. Rev. B51, 1023(1995.

092409-4



