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ABSTRACT 

Color simulation is the essence of realistic image synthesis. In the case of minerals, 

the presence of a given impurity, or a variation of its concentration, can cause some 

materials to experience dramatic changes in color. For instance, while pure quartz is 

transparent, amethyst is a violet type of quartz, whose color is determined by the 

presence of traces of iron. The amount of iron defines the perceived hue. The color 

presented by a mineral can be determined based on its absorption spectrum. However, 

defining all possible variations is impractical and, therefore, such information is 

available only for a subset of the existing minerals. This thesis presents an approach for 

simulating the colors of existent agates, as well as for predicting the colors for (non-

existent) synthetic ones. The approach is based on the fundamentals of quantum theory, 

and starts with the description of the silica molecule one wants to simulate. One can add 

different amounts of impurities, and alter the number of atoms included in the 

simulation. The obtained result is the absorption spectra of the mineral, which can then 

be used for determining the color of the agate with the desired composition. Although a 

detailed simulation of the entire process is extremely computationally-expensive, the 

thesis presents some results that corroborate the correctness of the proposed solution. It 

also introduces a standalone technique for defining agate volumes based on 2D images 

of agates. 
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Uma Abordagem Quântica para Simulação das Cores de Ágatas 

RESUMO 

A simulação de cores corresponde à essência do processo de síntese de imagens 

realistas. Em se tratando de minerais, a presença de uma dada impureza, ou uma 

variação de sua concentração, pode fazer com que alguns materiais sofram alterações 

dramáticas em suas cores. Por exemplo, enquanto o quartzo puro é transparente, a 

ametista é um tipo violeta de quartzo, cuja cor é determinada pela presença de traços de 

ferro. A quantidade de ferro define o matiz percebido. A cor apresentada por um 

mineral pode ser determinada com base no seu espectro de absorção. No entanto, a 

definição de todas as variações possíveis é impraticável e, portanto, tal informação está 

disponível apenas para um subconjunto dos minerais existentes. Esta dissertação 

apresenta uma proposta para estimar a cor de ágatas, bem como para simular as cores de 

ágatas sintéticas (inexistentes). A abordagem utilizada baseia-se nos fundamentos da 

teoria quântica, e parte de uma descrição da molécula de sílica que se deseja simular. À 

esta, pode-se adicionar quantidades diferentes de impurezas e alterar o número de 

átomos incluídos na simulação. O resultado obtido é o espectro de absorção do mineral, 

que pode então ser utilizado para determinar a cor da ágata com a composição desejada. 

Embora uma simulação detalhada de todo o processo seja uma tarefa 

computacionalmente extremamente cara, esta dissertação apresenta alguns resultados 

que corroboram com a correção da solução proposta. Também é apresentada uma 

técnica independente que pode ser utilizada para definir um volume de ágata com base 

em uma imagem 2D. 
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1 INTRODUCTION 

Several classes of minerals present an extraordinary beauty. Realistic color and 

appearance simulation of minerals is a difficult problem. It requires a significant amount 

of effort to determine, through practical experiments, functions that approximate the 

result of light interaction with such materials. Thus, the development of a general 

technique for simulating such interaction, taking the material properties into account is, 

therefore, very desirable, finding innumerous practical applications. These range from 

the synthesis of images in computer graphics, to the development of new materials with 

pre-determined optical and visual characteristics. Our main goal is to simulate realistic 

color of materials based on first principles, i.e., using a quantum-theory approach. It is 

therefore a very bold goal that will require several years of effort. The work described 

in this thesis is, therefore, a first step in this direction. As the range of existent materials 

is extremely wide, we decided to focus our attention on minerals. The presence of 

certain elements or even a trace of others determines what colors a mineral will exhibit, 

or can cause it to change colors (NASSAU, 1978). For example, consider the pure 

quartz, which is colorless, while amethyst, a variation of quartz with traces of iron as 

impurity, is violet. The color of a mineral can also vary with illumination, heating, 

radiation, and imperfections in the crystal structure or the molecular bonding. Color in 

minerals is, ultimately, determined by the composition and organization of their 

molecules.  

Therefore, if we want a general technique to simulate the colors of minerals, we 

have to work at the molecular level. A model for simulating the interaction of light with 

some material in such a fundamental level would lead us to the desired general color 

model. Besides, it would also allow us to predict the color of nonexistent minerals. A 

detailed investigation is required for determining a specific cause of color in most 

minerals (NASSAU, 1978). Thus, one could use such a general technique to test the 

same original molecule with different kinds and degrees of impurities and try to 

determine what impurities are most likely to cause a given color. 

Given the huge number of different minerals, we had to restrict the scope of this 

thesis. Lapidated gemstones, such as tourmalines (GUY; SOLER, 2004) or diamonds 

(SUN, FRACCHIA; DREW, 1999), (SUN, FRACCHIA; DREW, 2000a), are the types 

of minerals that received most attention in computer graphics. On the other hand, the 

most abundant minerals are silicates. They represent 95% of the Earth’s crust 

(BRITANNICA, 2008). Therefore, it is needless to state the importance of being able to 

simulate them. Thus, we decided to focus our work on silicates. However, since silicates 

represent a very large class of minerals, we had to restrict the scope our work even 

more. Therefore, this thesis focuses on the colorful and interesting group formed by 

agates. Agates define a large class of minerals. They can be found worldwide, but most 
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of the commercially available agate come from deposits in the state of Rio Grande do 

Sul, in Brazil (O'DONOGHUE, 2006), (GRANDE, AUGUSTYN; WEINSTEIN, 2009).  

In computer graphics, rendering techniques based on the simulation of light 

interaction at molecular or atomic level have not been explored. Moreover, to the best 

of our knowledge, there has been no work specifically targeted at the rendering of 

agates. Even in a broader spectrum, one will find only few works related to rendering of 

gemstones and minerals. The thesis describes a pipeline of methods we used for 

simulating agate colors. We do not provide a deep description of the quantum 

algorithms, as this is beyond the scope of this work. However, we show the fundamental 

ideas of the proposed technique, so that the concepts can be applied to other areas of 

visual simulation.  

This thesis is organized as follows: Chapters 2 and 3 introduce some concepts and a 

brief overview of minerals and agates, respectively. Chapter 4 reviews some related 

works that represent some efforts towards rendering minerals and optical effects. 

Chapter 5 describes our technique and the fundamentals on which it is based on. 

Chapter 6 presents a method we proposed for rendering of agate surface from a 2D 

image. Chapter 7 presents the obtained results and a general discussion. Conclusions 

and future work are presented in Chapter 8. Appendices Appendix A: and Appendix B: 

introduce some theoretical background and definitions required for a better 

understanding of the proposed technique.  
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2 MINERALS 

This chapter briefly reviews the main properties responsible for the appearance of 

minerals. While it includes many properties not required for simulating agate colors, 

such properties were kept as they provide a source of inspiration for future research in 

computer graphics. 

A mineral is a homogeneous solid substance formed through geological processes 

and presenting characteristic chemical composition, an atomic structure often 

crystalline, and specific physical properties (NICKEL, 1995), (PRICE; WALSH, 2005). 

Minerals can be divided into amorphous (with undefined internal structure) and 

crystalline (with an organized internal structure). Crystalline minerals are then divided 

into seven Crystalline Systems, according to their fundamental atomic structure. This 

fundamental cell (called the unit cell) repeats itself in order to form the mineral. Figure 

2.1 presents the seven Crystalline Systems with an example of mineral which belongs to 

each one of them. 

 

Figure 2.1: Seven crystal systems: cubic, tetragonal, orthorhombic, triclinic, hexagonal, 

rhombohedral, and monoclinic (SMOOT, PRICE; SMITH, 1983). 
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There are some minerals that present the same chemical composition, but their 

atoms are organized in different structures resulting in complete different materials. A 

classic example is graphite and diamond. They are both constituted of carbon atoms but 

graphite crystallizes in the hexagonal and the diamond in the cubic crystalline system. 

Figure 2.2 presents graphite (left) and diamond (right), where it is easy to see the big 

difference between them. Figure 2.3 compares the internal structure of the graphite 

(left) and diamond (right).  

 

 

Figure 2.2: Graphite (left) and Diamond (right) (Disponível em: 

http://preo.aps.org/story/v22/st5. Accesso em: Jun. 2012). 

 

 

Figure 2.3: Internal structure of graphite (left) and diamond (right). 

 

Minerals can be classified according to their physical and chemical properties, such 

as color and hardness. The following section presents a description of such properties. 

2.1 Properties of Minerals 

This section presents a description of some mineral’s physical and optical properties, 

such as luster, color, hardness, etc. These properties can be sometimes used to identify a 

mineral.  

2.1.1 Luster 

The luster of a mineral is the way its surface reflects, absorbs, or refracts light. There 

are some self-explanatory terms to define the kind of luster, such as adamantine, 

metallic, and vitreous (ZIM, SHAFFER; PERLMAN, 1957) Figure 2.4 shows the pyrite 

http://preo.aps.org/story/v22/st5
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(left) and the kaolinite (right) as examples of metallic and non-metallic luster, 

respectively. 

 

 

Figure 2.4: Metallic (left) and non metallic (right) luster (Disponível em: 

http://geology.csupomona.edu/alert/mineral/luster.htm. Acesso em: Mar. 2009). 

2.1.2 Cleavage 

Cleavage is the gentle break of a mineral, producing what looks like a flat crystal 

face. In some minerals, the connections between layers of atoms aligned in certain 

directions are weaker than others. In this case, the break occurs along smooth, flat 

surface parallel to the zone of weakness. It is a very important property for lapidary 

as it allows the creation of beautifully faceted gems (ZIM, SHAFFER; PERLMAN, 

1957), (READ, 2005). Figure 2.5 presents the crystal structure (left) and the surfaces 

of cleavage (right) for NaCl (Sodium Chloride) and Figure 2.6 shows different 

examples of cleavage in some minerals. 

  

 

Figure 2.5: Crystalline structure and cleavage surface for NaCl (Disponível em: 

http://geology.csupomona.edu/alert/mineral/cleavage.htm. Acesso em: Mar. 2009). 

 

 
Figure 2.6: Examples of cleavage (Disponível em: 

http://geology.csupomona.edu/alert/mineral/cleavage.htm. Acesso em: Mar. 2009). 

http://geology.csupomona.edu/alert/mineral/luster.htm
http://geology.csupomona.edu/alert/mineral/cleavage.htm
http://geology.csupomona.edu/alert/mineral/cleavage.htm
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2.1.3 Refractive Index, Birefringence and Dispersion 

These are consistent properties in the sense that the mineral is never far away from 

their known values, which makes them important in the process of mineral 

identification (READ, 2005). 

As discussed in Appendix A:, refractive index is the ratio of the sin of the angles at 

which light falls on the crystal (called the angle of incidence) by the angle with which 

light is bent upon entering the crystal (called the angle of refraction). Metallic minerals 

do not have a refractive index because they do not allow light to enter deep in the 

crystal. The laws of refraction (Snell's Law) were presented in 1621 by Snellius 

Willebrod and have the simplified formula: 

 

𝜂 =  
(sin 𝑖)

(sin 𝑟)
 

 

where i is the angle of incidence; r is the refraction angle, and  is the refractive index. 

η also expresses the ratio of the speed of light in vacuum and in the crystal. This 

relationship shows the impact of density on the refractive index; the higher the density, 

the lower the speed of light inside the crystal. Chemical composition and symmetry also 

influence this index. 

Isometric minerals have essentially the same crystal structure in all directions, while 

amorphous minerals have no structure at all. So, isometric minerals have only one 

refractive index and are called isotropic minerals. Uniaxial minerals have two refractive 

indices: one when light falls along its primary axis (or optical axis) and one for the other 

directions. Biaxial minerals have two optic axes and three refractive indices 

(HERBERT, 1958). 

The difference between the highest and lowest refractive index in a mineral 

quantifies birefringence. The birefringence is low for most minerals. But it is high for 

some carbonates and other minerals. The calcite (a uniaxial mineral) has one of the 

highest degrees of birefringence and this causes the phenomenon of double refraction. 

Double refraction occurs when a ray of light enters the calcite crystal and it is split into 

two beams, a very fast and a very slow (relative to one another). When these beams 

leave the crystal they are refracted in two different angles (the angles of refraction) 

because the angle is directly affected by the speed of the beams. A person looking into 

the crystal will see two images. Both beams only have the same velocity when the 

direction of incidence is parallel to the primary axis of the crystal (HERBERT, 1958). 

Dispersion is an important property used to identify and classify gems. It is also 

affected by the refractive index. As already mentioned, the speed of light also influences 

this index. For example, blue light refracts more than the green light. That is, if the 

dispersion in a mineral is low then an incident white light can pass through this mineral 

almost unaffected and emerge as white light. But if the dispersion is high, the white 

light will have the wavelengths (colors) that compose it scattered through an increasing 

refraction. Dispersion is the reason why we have rainbows and why the prisms can 

separate light into many colors (READ, 2005). 

2.1.4 Color 

The color is the feature that draws most attention in minerals. The beautiful colors of 

some gems and agates, for example, have great appeal and are used in the production of 
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jewelry and decorative objects. Appendix B: presents a detailed description of how 

colors are formed. In this section, we present only a brief summary of the cause of color 

in minerals. 

The color of a mineral is directly related to its chemical composition. Each element 

forming the mineral when exposed to light (visible or not) will absorb and re-emit a 

certain amount of energy. The energy emitted in the form of wavelengths is interpreted 

as color. Figure 2.7 shows an example of sulfur (S), whose characteristic color is 

yellow. 

 

  

Figure 2.7: Sulfur (Disponível em: 

http://geology.csupomona.edu/alert/mineral/color.htm. Acesso em: Mar. 2009). 

 

Figure 2.8 shows an example of the influence of chemical composition in color. As 

you can see, in spite of very similar constitution, minerals malachite (left) and azurite 

(right) have different colors. 

 

 
Figure 2.8: Influence of the chemical composition in the color (Disponível em: 

http://geology.csupomona.edu/alert/mineral/color.htm. Acesso em: Mar. 2009). 

 

The way the elements are arranged within the crystal also affects the color, because 

it implies how the light will pass through it. This causes minerals with different internal 

(crystalline) structures to have different colors. The presence of impurities changes the 

crystalline structure of the mineral, resulting in elements of the same family with 

different colors, as seen, for example, in Figure 2.9 which shows different colors of 

Fluorite (CaF2). 
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Figure 2.9: Different colors of Fluorite (Disponível em: 

http://geology.csupomona.edu/alert/mineral/color.htm. Acesso em: Mar. 2009). 

2.1.5 Hardness 

It is a measure of abrasion resistance offered by a surface. The hardness is 

determined by comparing how easy or difficult it is for a mineral to be scratched by 

another. It can be tested by scratching a mineral with the other. A scratch is actually a 

groove produced by micro fractures on the surface of the mineral. It requires either the 

breaking of the bonds or the displacement of atoms. A mineral can only be scratched by 

another harder than it. Thus, a relative scale can be established. This scale was proposed 

in 1812 by the mineralogist Friedrich Mohs (READ, 2005). Table 2.1 presents the 

values for Mohs and absolute hardness. Note that the Mohs scale is only relative. That 

is, it only indicates that a mineral is harder than other, but not how much harder. 

 

Table 2.1: Values for Mohs and absolute hardness. 

Mohs Hardness Mineral Absolute Hardness 

1 Talc 1 

2 Gypsum 3 

3 Calcite 9 

4 Fluorite 21 

5 Apatite 48 

6 Feldspar 72 

7 Quartz 100 

8 Topaz 200 

9 Corundum 400 

10 Diamond 1600 

(Disponível em: http://en.wikipedia.org/wiki/Mohs_scale_of_mineral_hardness. Acesso 

em: Jun. 2012). 

http://en.wikipedia.org/wiki/Mohs_scale_of_mineral_hardness
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2.1.6 Emission of Light 

There are different processes by which a mineral can emit light, shine. In the 

following sections these processes will be reviewed. 

2.1.6.1  Fluorescence  

Fluorescent minerals are those that emit visible light when exposed to ultraviolet 

light, X-rays and/or electrons beams. Some electrons in the mineral absorb the energy 

from these sources and move to a higher-energy level. The fluorescent light is emitted 

when these electrons return to lower energy level. The visible light emitted by the 

mineral is colored and can be different from its original color. Figure 2.10 presents an 

example of fluorite exposed to visible (left) and ultraviolet (right) lights. Figure 2.11 

presents the effect of fluorescence in several minerals. 

 

 

Figure 2.10: Fluorite exposed to visible (left) and ultraviolet light (right) (Disponível 

em: http://smsc.cnes.fr/lexique/f.htm. Acesso em: Jun. 2012). 

 

 

Figure 2.11: Fluorescence effect in several minerals (Disponível em: 

http://en.wikipedia.org/wiki/Fluorescence. Acesso em: Jun. 2012). 

2.1.6.2  Pleochroism 

Pleochroic minerals are those that present different colors depending on which 

direction the observer is looking at the crystal. Some minerals have a wide variation in 

color. Often the color change is limited to the change of tone, such as a light pink to a 

dark one. The pleochroism is caused by the absorption of different wavelengths passing 

through different directions in a crystal. Isometric minerals cannot be pleochroic as they 

have the same structure, and hence the same absorption capacity in all directions. Figure 

2.12 presents alexandrite exposed to daylight (left) and artificial light (right). 

http://smsc.cnes.fr/lexique/f.htm
http://en.wikipedia.org/wiki/Fluorescence
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Figure 2.12: Alexandrite exposed to sunlight (left) and artificial light (right) (Disponível 

em: http://www.realgems.org/edelsteine_lexikon.html. Acesso em: Jun. 2012). 

2.1.6.3  Asterism 

It is a star-shaped effect known in some gems such as sapphires, rubies and pink 

quartz. It is caused by the presence of small needle-shaped crystals. These crystals are 

microscopic, but there are thousands of them, and the result is the interference in the 

reflection of light resulting in bands that appear to be light rays (CIBJO, 2010), (READ, 

2005). Figure 2.13 shows a sapphire (left) and a ruby star (right). 

 

 

Figure 2.13 Sapphire (left) and ruby star (right) (Disponível em: 

http://aboutgemstones.blogspot.com.br/2008/10/star-gemstones-star-sapphire-star-

ruby.html. Acesso em: Jun. 2012). 

2.1.6.4  Cat’s Eye 

It is similar to asterism and is also caused by the inclusion of small crystals. But in 

this case, the bands of light are limited to a single band from top to bottom of the stone 

which resembles to a bright cat's eye. Figure 2.14 presents the effect of cat's eye. 

 

 

Figure 2.14: Cat’s eye effect (Disponível em: http://www.lahariastroscience.com. 

Acesso em: Mar. 2009). 

http://www.realgems.org/edelsteine_lexikon.html
http://aboutgemstones.blogspot.com.br/2008/10/star-gemstones-star-sapphire-star-ruby.html
http://aboutgemstones.blogspot.com.br/2008/10/star-gemstones-star-sapphire-star-ruby.html
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2.1.6.5  Phosphorescence 

Many minerals which have the property of fluorescence can also phosphoresce. 

Phosphorescence is the ability that a mineral has of shining after the removal of a light 

source which was initially focused on it. The electrons in the mineral essentially keep 

the energy absorbed and then re-emit it gradually. Figure 2.15 presents the pulverized 

minerals zinc sulfide (left) and aluminate (right) lit (up) and dark (bottom). 

 

 

 

Figure 2.15: Zinc sulfide (left) and aluminate (right) lit (up) and dark (bottom) 

(Disponível em: http://www.enotes.com/topic/Phosphorescence. Acesso em: Jun. 2012). 

2.1.6.6  Thermoluminescence 

It is the property that some minerals (insulator or semiconductor), which had 

previously absorbed energy from radiation, have of shinning when heated. This process 

happens just once: the excited electrons crystallize at higher energy levels and only by 

heating they can return to their lower energy levels emitting photons of light. In order to 

repeat the process, the mineral must be re-exposed to radiation. Figure 2.16 shows the 

thermoluminescence effect of fluorite before (left) and after heating (right).  

 

http://www.enotes.com/topic/Phosphorescence
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Figure 2.16: Thermoluminescence in fluorite before (left) and after heating (right)  

(Disponível em: http://en.wikipedia.org/wiki/Thermoluminescence. Acesso em: Jun. 

2012). 

2.1.6.7  Triboluminescence 

It is the property some minerals present of shining when crushed, polished, 

scratched or rubbed. They have chemical bonds that emit light even when mechanical 

energy is imposed upon them. It is a not reliable property because it is not consistent 

from species to species. Figure 2.17 shows an example of triboluminescence by rubbing 

two crystals in each other. 

 

 

Figure 2.17: Triboluminescence effect (Disponível em: 

http://1hour2sunrise.livejournal.com/43997.html. Acesso em: Jun. 2012). 

2.1.6.8  Aventurescence 

It is the effect caused by small inclusions of a mineral with a highly reflective 

surface into another. These inclusions originate an effect of small bright points within 

the mineral when rotated or viewed from different angles. It is as if it had been mixed 

with glitter. Figure 2.18 shows two examples of this effect. 

 

http://en.wikipedia.org/wiki/Thermoluminescence
http://1hour2sunrise.livejournal.com/43997.html
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Figure 2.18: Aventurescence effect  (Disponível em: 

http://www.bwsmigel.info/GEOL.115.ESSAYS/Gemology.Aventurescence.html. 

Acesso em: Jun. 2012). 

2.1.6.9  Adularescence 

It is a white or bluish glow effect exhibited by some gemstones when they are 

rotated in different directions (CIBJO, 2010). Figure 2.19 presents an example of this 

effect in a moonstone. 

 

Figure 2.19: Adularescence effect  (Disponível em: http://www.gemstones-

guide.com/Feldspar.html. Acesso em: Jun. 2012). 

2.1.6.10  Labradorescence 

It is an effect that causes a dark metallic sheen, usually blue or green. The most 

representative mineral to present this property is labradorite. The orientation of the 

stone influence the effect obtained. Figure 2.20 presents a bluish labradorite. 

 

 

Figure 2.20: Labradorescence effect (Disponível em: 

http://www.jewelinfo4u.com/Labradorescence.aspx. Acesso em: Jun. 2012). 

http://www.bwsmigel.info/GEOL.115.ESSAYS/Gemology.Aventurescence.html
http://www.gemstones-guide.com/Feldspar.html
http://www.gemstones-guide.com/Feldspar.html
http://www.jewelinfo4u.com/Labradorescence.aspx
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2.1.7 Streak 

The color of a mineral when it is pulverized is called the streak of this mineral. It 

can be determined by rubbing the mineral on a hard porcelain surface. The streak and 

color are the same for some minerals. For others, it may be quite different (ZIM, 

SHAFFER; PERLMAN, 1957), as for example, the dark red streak of hematite, a 

usually silvery mineral. Figure 2.21 shows examples of streaks in cinnabar and pyrite. 

 

 

Figure 2.21: Examples of streaks (Disponível em: 

http://geology.csupomona.edu/alert/mineral/luster.htm. Acesso em: Mar. 2009). 
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3 AGATES 

Agates are known for their amazing colors and different formation patterns, being 

widely used for jewelry and craft making. Despite their beauty and popularity, they are 

mainly composed by silica (a small molecule formed by only few atoms of silicon (Si) 

and oxygen (O)) with some sort of impurities. Thus, the combination of working with a 

small-sized molecule and the possibility of obtaining simulations of a beautiful and 

popular mineral became a good reason for us to focus this work on agates.  

This chapter starts with an introduction to silicates, quartz, and chalcedony. These 

concepts are important for a better understanding of the final sections about agates, 

which are a sub-variety of chalcedony. There are many books related exclusively to 

silicates. Therefore, we just present a brief summary of the topics. For further reading, 

we recommend, for example (DAKE, FLEENER; WILSON, 1938), which is an 

interesting book and most of the concepts it presents still remain up-to-date. The book 

by Deer et al. (DEER, HOWIE, et al., 2004) is a recent and good source of information 

about silicates. 

3.1 Silicates 

The internal structure silica (SiO2) is formed only by SiO4 tetrahedron, where each 

atom of oxygen is shared by two of them. Figure 3.1 presents this tetrahedron.  

 

 

Figure 3.1: Silica tetrahedron. 

 

This structure is affected by temperature rising, thus presenting three principal 

crystalline forms with low (α) and high (beta) temperature forms (DOUGLAS; HO, 

2006). Figure 3.2 presents the temperature for transitions between α and beta (top), and 

at which structural changes happen (bottom) (DOUGLAS; HO, 2006). 
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Figure 3.2: Transition temperatures for silica (DOUGLAS; HO, 2006). 

 

Quartz is the most relevant structure to this work, as it is the most common. It will 

be presented in the following section. A detailed explanation about tridymite and 

cristobalite can be found in (O'DONOGHUE, 2006) and (DOUGLAS; HO, 2006). One 

interesting thing to note is that after melting, silica solidifies as glass, an amorphous 

material (DOUGLAS; HO, 2006).  

3.2 Quartz 

Quartz is a member of the silicates and it is the most common mineral on Earth 

(MACKENZIE; GUILFORD, 1994). It can be found in its fully crystalline form 

(amethyst, pink quartz, etc.) or crypto-crystalline (chalcedony). Generally the name 

quartz is associated only with its crystalline varieties (SYMES; HARDING, 2007). Its 

internal structure is affected by temperature rising. Thus, it is only present as stable 

crystalline silica (SiO2) in temperatures up to 570°C. Quartz’s hardness is around 7 (it 

scratches glass and steel). Its indexes of reflection are 1.544 and 1.553 and, therefore, its 

birefringence is 0.009. Quartz does not fluoresce and its streak is white 

(O'DONOGHUE, 2006), (CULL, 2009).   

Crystalline quartz is abundant all over the world. Its main characteristics are its nice 

appearance (sometimes even before lapidating) and distinct color. They can be colorless 

or present some different colors due to impurities. There are for example the white 

quartz, whose color is the result of the presence of minute cavities filled with water or 

liquid carbon dioxide; smoky quartz, whose color is due to aluminum impurity; citrine, 

a yellowish quartz due to the presence of traces of ferric iron (Fe+3); amethyst, the violet 

variety of quartz due to the presence of iron ions, either (Fe+2) or (Fe+3), in a color 

center. There are also other varieties of quartz presenting other colors due to 

mechanisms such as charge transfer, inclusions, color centers and impurities. For 

instance, rose quartz, blue quartz, and green quartz (O'DONOGHUE, 2006). 

The group of crypto-crystalline quartz is formed by chalcedony and its varieties. 

Due to its importance to our work, we are going to present it separately in the following 

sections.  

3.3 Chalcedony 

Chalcedony is the name generally given to any quartz that presents a 

microcrystalline structure (O'DONOGHUE, 2006), (DAKE, FLEENER; WILSON, 

1938). It frequently presents a grayish waxy surface (O'DONOGHUE, 2006). 

Sometimes a small birefringence and other optical properties are seen. It can be found in 

different colors, mainly white, grayish or pale brown with different intermediate shades 

(DAKE, FLEENER; WILSON, 1938). Its brown and reddish colors are often due to 
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presence of Fe2O3; A variety called chrysoprase presents a translucent bright apple-

green color which is believed to be due to Ni+2; The mtorolite variety presents a green 

color due to chromium; And the bluish shade in some varieties is due to the Tyndall 

scattering (O'DONOGHUE, 2006).  

Chalcedony presents different varieties such as jasper, chrysoprase and plasma 

(PRICE; WALSH, 2005). According to (BECKWITH, 1972), (PRICE; WALSH, 2005) 

and (MOXON; REED, 2006), agates are not a variety of chalcedony, but indeed a form 

of it which often presents a colored concentric banding pattern. As agates are an 

important concept to this work, a deeper description is presented in the following 

section. 

3.4 Agates 

Agates are beautifully colored semi-precious gemstones. One of the forms of 

chalcedony, they are composed by a microcrystalline structure organized as concentric 

bands or other formats in which successive layers present different colors and 

translucency (O'DONOGHUE, 2006), (GRANDE, AUGUSTYN; WEINSTEIN, 2009). 

The organization of the microcrystals depends on factors from the environment during 

the process of formation of the agate, such as the presence of different minerals, 

pressure, and temperature. The wide range of possible combinations of environmental 

factors results in somewhat random patterns and therefore in no agate being equal to 

another.   

3.4.1 Formation of Agates 

There are several theories about how do agates form. But, basically all of them state 

that agates form by the systemic deposition of silica in cavity walls generally resulting 

in banded patterns (O'DONOGHUE, 2006). A very simple (and somewhat naïve) 

description of this process is that high temperature, pressure or ionized surface and 

magmatic waters are capable of dissolving the silica from the rocks where they pass 

through (DAKE, FLEENER; WILSON, 1938). When these water flow or evaporate, 

there is the formation of silica deposition.  

3.4.2 Agate Properties 

Table 3.1 presents a summary of some agate properties, adapted from (IBGM, 

2005). 

In order to enhance its commercial value, many agates are dyed before selling. 

There are different dyeing processes. O’Donoghue (O'DONOGHUE, 2006)  presents 

some examples: 

Immersion in a hot sugar solution followed by immersion in concentrated sulphuric acid and 

heating gives black; a blue color, once called Swiss lapis, is produced by immersion in 

potassium ferrocyanide and subsequent warming in a solution of ferrous sulphate to give a 

precipitate of Berlin blue. Chromium alum or potassium dichromate may be used to give 

green or bluish green, and nickel compounds give a brighter, apple green. Impregnation with 

iron compounds and heating may give reddish Brown and red colors. Yellow to greenish 

yellow is obtained by heating dry agate that has been treated with concentrated hydrochloric 

acid. 

The difference in porosity in agate layers is related to the organization of the 

microcrystalline structure. This variation will then interfere in the dyeing process, 



 

 

33 

 

resulting in a non-uniform and sometimes messy colorization (DAKE, FLEENER; 

WILSON, 1938). 

 

Table 3.1: Agate properties(IBGM, 2005). 

Mineral Class Silicates 

Mineral Specie Crypto-crystalline quartz 

Crystal System Hexagonal (Trigonal) 

Chemical Compound SiO2 

Variety Chalcedony 

Names Many, i.e. moss, iridescent and fire agate 

Color 

Several, usually bluish gray, white, brown and red; 
Presents a banded structure with layers of different 
colors, thickness and porosity; Most agates in the 
market are artificially colored 

Transparency From semi-transparent to opaque 

Luster From waxy to glassy 

Optical Phenomena It can present iridescence 

Refraction Indexes 1,535 – 1,539 

Birefringence 
It can present a small birefringence of 0,004. But it 
is normally not detectable 

Dispersion It does not present 

Pleochroism It does not present 

Fluorescence 
Generally inert; Some species can fluoresce from 
weak to strong yellowish green 

Cleavage It does not present 

Hardness 6,5 – 7 

Stability to Heat It can change color 

Stability to Sun Light Stable 

Stability to Chemical 
Reactions 

It can be attacked by hydrofluoric and nitric acids 

 

3.4.3 Types of Agates 

There are many types of agates (GRANDE, AUGUSTYN; WEINSTEIN, 2009) , 

(SCHUMANN, 2009). And it seems that there is no consensus or a closed list of the 

types/names of agates in literature. But what can be perceived is that, in general, they 

are named according to their formation type, band/color pattern, and location where 
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they formed. For example, banded agate, onyx, or Brazilian agate. Table 3.2 presents 

some examples of different types found in the literature. It also includes a brief 

description and illustrations of each one of them. 

 

Table 3.2: Types of Agate. 

Type Description Image 

Banded 
agate 

It is a general term applied to chalcedony 
which presents parallel concentric curved 
bands (BECKWITH, 1972, p. 31), (POLK, 
2010, p. 52). 

 
(POLK, 2010, p. 53) 

Fortification 
Agate 

 

The bands form concentric parallel layers 
that resemble the shape of an aerial view of 
the old-time fortifications (DAKE, FLEENER; 
WILSON, 1938). This shape is determined by 
the cavity where the agate was formed. The 
difference between fortification and banded 
agate is that the former presents more 
complex and irregular band patterns (POLK, 
2010, p. 62). 

 
(POLK, 2010, p. 62) 

Shadow 
Agate 

 

It presents a shadow effect which resembles 
a movement across the layers depending on 
the position of the observer in relation to 
the agate. This effect happens when there is 
an alternation between translucent and 
opaque bands which causes the eye to 
perceive depth in the agate (WOLTER, 1996, 
p. 82). 

 
(GUMEE, 2011) 

Tubular 
Agate 

 

Presents numerous tubes with usually 
concentric opening (SCHUMANN, 2009). 

 
(SCHUMANN, 2009) 

Eye Agate 
 

It presents concentric rings of contrasting 
colors, giving it the appearance of an eye. 
They are cut, polished and colored in order 
to increase the similarity with an eye (DAKE, 
FLEENER; WILSON, 1938).  

(FRIEDMAN, 2011) 
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3.5 Additional Information about Agates 

Agates present a chemical composition of around 97% of silica and less than 1% of 

non-volatile impurities (FLÖRKE apud (MOXON; REED, 2006)). The concentration of 

impurity from H2O and Si-OH is up to 2% (GRAETSCH apud (MOXON; REED, 

2006)). The silica in agates is composed by two of its polymorphs: α-quartz and up to 

20% of moganite1. 

Götze et al. (1999) present the results of a series of studies, including the 

confirmation that “the agate structure can probably be interpreted as alternating 

formation of fine-grained, highly defective chalcedony intergrown with moganite, and 

coarse-grained low-defect quartz”. 

Several works, such as (WANG; MERINO, 1990) and (ORTOLEVA, CHEN; 

CHEN, 1994) tried to model the agate growth. Heaney and Davis (1995) suggested that 

fractal geometry could be used to describe the banding pattern in agates. Inspired by 

such works, Holten et al. (1998) demonstrated that indeed the color bands present a 

fractal zoning pattern.  

 

 

 

 

 

                                                 

1 A silica polymorph first described by (FLÖRKE, KÖHLER-HERBETZ, et al., 1982), 

(DEER, HOWIE, et al., 2004). 

Plume Agate 
 

It is a vein or nodular type of agate which 
presents clear colors and three-dimensional 
plume-like inclusions (POLK, 2010, p. 71). 

 
(POLK, 2010, p. 71) 

Moss Agate 

It is a vein or nodular type of agate which 
presents pale or clear colors and small 
inclusion of different oxides with moss like 
appearance. These inclusions can present 
different colors such as black, red or green 
(POLK, 2010, p. 67), (O'DONOGHUE, 2006).  

(POLK, 2010, p. 68) 

Iris Agate 

A highly translucent agate which presents 
very small bands. When a thin slab of this 
agate is exposed to light, a rainbow effect 
can be seen due to dispersion of light by the 
tiny bands (THOMAS, 2008, p. 36). 

 
(FRIEDMAN, 2011) 
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4 RELATED WORK 

To the best of our knowledge, there has been no work in computer graphics focused 

on rendering agates. There have been, however, several works on rendering optical 

effects, molecules and, mostly, materials in general, such as marble and wood. This 

chapter discusses the works more closely related to the rendering of minerals and to the 

work described here2. 

4.1 Rendering Minerals and Optical Effects 

SUN, FRACCHIA and DREW (2000a) proposed a technique for the rendering of 

diamonds. The approach uses a combination of Fresnel effect, volumetric absorption, 

and light dispersion. The authors used an extended version of the traditional Ray 

Tracing algorithm (WHITTED, 1979) that includes these mechanisms. Their technique 

is limited to gemstones with specific optical characteristics and cuts. Figure 4.1 presents 

a comparison of an image of a real yellow diamond (left) and a synthesized one (right). 

 

 

Figure 4.1: Real yellow diamond (left) and synthesized image (right) (SUN, 

FRACCHIA; DREW, 2000a). 

 

Weidlich and Wilkie (2008a) presented a technique to model the property of 

aventurescence3 which can be found in some minerals. The authors simulated the 

appearance of the material by using multi-layered surfaces procedurally textured. In 

                                                 
2 All images presented in this chapter were extracted from the original related work. 

3 Effect that resembles small shining points in the interior of the mineral. It is visible 

when the mineral is rotated or seen from different angles. It is as if the mineral had been 

mixed with glitter. 
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order to generate these textures, they used Voronoi diagrams and colored some of their 

cells with metallic and the others with non-metallic colors. Later, the layers were 

rearranged generating the desired effect. Figure 4.2 shows a real aventurine (left) and a 

synthetic image rendered in a similar environment. 

 

 

Figure 4.2: Real aventurine (left) and synthesized image (right) (WEIDLICH; WILKIE, 

2008a). 

 

Weidlich and Wilkie (2009) also introduced a technique to model the property of 

labradorescence4, which is highly dependent on the orientation in which the object is 

observed. It consists in a reflection model based on the physical characteristics of 

labradorite. The authors use texture maps that are applied on the objects’ surfaces to 

perform reflection calculations. These maps are obtained by using the Perlin noise 

function (PERLIN, 1985) to simulate color zones. Figure 4.3 presents a comparison of a 

real labradorite (left) and a synthetic image rendered using Perlin’s noise (right). 

 

 

Figure 4.3: Real labradorite (left) and synthesized image (right) (WEIDLICH; WILKIE, 

2009). 

 

Carter (2007) proposed a method for modeling subsurface scattering in materials 

with highly scattering property, such as marble. The marble texture was generated using 

Perlin noise functions (PERLIN, 1985). To lighten the marble, the authors use a two-

                                                 
4 Effect that causes a dark metallic luster, generally blue or green. It is mainly presented 

by the mineral labradorite. See Section 2.1.6.10. 
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step technique which first processes the diffusion of light on the surface and then uses a 

modified version of ray tracing algorithm to account for this diffusion. Figure 4.4 

presents a lightened marble texture. 

 

 

Figure 4.4: A lightened marble texture (CARTER, 2007). 

 

Guy and Soler (2004) proposed a technique for the synthesis of images of lapidated 

gems which approximates some optical phenomena such as reflection and refraction. 

Such an approach considers only homogeneous materials and is not capable of 

simulating the appearance of a determined mineral based on its crystal structure. 

Besides, the algorithm assumes the existence of faceted forms resulting from the 

process of lapidating and it is not applicable to arbitrary shapes. Figure 4.5 presents a 

comparison of a real tourmaline and a synthetic image generated in a similar 

environment. 

 

 

Figure 4.5: Real tourmaline (left) and synthesized image (right) (GUY; SOLER, 2004). 

 

SUN, FRACCHIA and DREW (1999) proposed a technique for rendering light 

dispersion. The authors developed a dispersive ray tracer that is similar to a regular one. 

The difference is that the former works with several rays, each with their own path and 

wavelength. The contributions from all rays are then summed to determine the final 

shade. This technique is effective for emulating the light dispersion in materials that are 

translucent, such as crystal quartz. And, it can be combined with other methods to 

synthesize more realistic gemstones images. Figure 4.6 presents the effects of volume 

absorption, which causes a variation of color intensity and saturation in both images. 
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Figure 4.6: Effects of volume absorption in glass material shaped as cube (left) and as a 

diamond cut (right) (SUN, FRACCHIA; DREW, 1999). 

 

SUN, FRACCHIA and DREW (2000b) presented a model of volume absorption for 

homogeneous transparent materials. The authors developed an extended version of a 

regular ray tracer. Their version requires the spectral absorptivities for all transparent 

objects and applies an attenuation factor for light shading based on Bouguer-Lambertian 

law, which relates the absorption of light with the properties of the material it is passing 

through. As in (SUN, FRACCHIA; DREW, 1999), this is an effective method for what 

it is proposed. Interesting images could be obtained if combined with other approaches. 

As for example the one presented in Figure 4.7, where the effect of light dispersion is 

applied to a scene formed by crystal polyhedrons on a mirrored surface surrounded by 

several light sources. 

 

 

Figure 4.7: Light dispersion in a scene formed by crystal polyhedrons on a mirrored 

surface surrounded by several light sources (SUN, FRACCHIA; DREW, 2000b). 

 

WILKIE, TOBLER and PURGATHOFER (2000) presented an extended version of 

the ray tracing algorithm that efficiently renders dispersion effects. The authors use a 

spectral rendering system in order to achieve colorimetric accuracy and to be able to 

treat optical and natural phenomena, such as dispersion. The proposed method first 

divides the spectra into n non-overlapping spectral bands. Next, it stochastically 

determines the contribution of each band. This process consists of getting the average 

value of the band’s wavelength and randomly jitter it with a value inferior to half of the 

width of the band. The results were similar to those of (SUN, FRACCHIA; DREW, 

2000b). Figure 4.8 presents a crystal paperweight rendered without (left) and with 

(right) light dispersion effect.  
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Figure 4.8: A crystal rendered without (left) and with dispersion effect (right) (WILKIE, 

TOBLER; PURGATHOFER, 2000). 
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5 QUANTUM PHYSICS APPROACH FOR SIMULATION 
OF COLOR 

Currently, there is not yet a generic formalism that completely describes all the 

causes of colors observed in nature, or even among minerals. However, it is known that 

the colors we see are the result of how light interacts with matter and with the 

photoreceptors in our eyes. At its most basic level, the interaction of light with matter 

depends on the molecular structure of the material. This chapter describes a framework 

for simulating the colors of minerals based on such a fundamental principle, aiming to 

achieve a methodology as generic as possible. From a wide view, the technique 

developed in the context of this thesis consists of the following steps: 

1. Acquiring information about the molecular geometry of the mineral we want 

to simulate; 

2. Using the geometry information to generate spectral absorption curves; 

3. Generating textures representing the agate’s surface based on the absorption 

curves calculated in step (2); 

4. Rendering of the colored volume representing an agate. 

Each of these steps consists of several sub-steps, which are going to be described in 

the next sections. Note that in step (2), it is still not practical (due to computational 

limitations) to work with molecules with more than just a few hundred atoms. 

Removing such a restriction would be desirable for representing bigger structures or 

even entire objects with visible imperfections at naked eye, or with small variations in 

the way the atoms are organized. The number of atoms also directly influences the 

concentration of impurities, with just a few replacements leading to impurity 

concentrations of 25-50%. In nature, one only finds traces or maximum impurity 

concentrations of 1-5%. Thus, in this case, it is not only desirable, but it is necessary to 

be able to use a large number of atoms in the simulations. Thus, we begin the 

simulations using a small number of atoms, and increase this quantity until it is 

computationally feasible. Using such an approach, we would like to find a relationship 

between the number of proper and impurity atoms and the corresponding spectral 

curves. Such a relationship would allow us to extrapolate the obtained results for 

structures with larger numbers of atoms. 

5.1 Acquiring Geometric Information 

Our technique takes as input a Crystallographic Information File (CIF) file, which is 

the standard format for the exchange of crystallographic data (HALL, ALLEN; 

BROWN, 1991). This file contains the description of the unit cell of the mineral. The 



 

 

42 

 

unit cell is defined as the smallest structure of atoms for any crystalline material that 

describes the symmetry and properties of this material. Based on the unit cell, it is 

possible to build mineral structures of any sizes just by replicating the unit cell along the 

mineral’s crystal axes (DYAR, GUNTER; TASA, 2007). In this thesis, we need 

information about the silica unit cell (SiO2). It is known that molecules under different 

temperatures and pressure have different molecular structure (i.e., the way the atoms are 

organized varies). Thus, we have to choose the CIF representation that describes the 

molecule in the desired condition. It is interesting to note that although there are several 

different CIF files for the same kind of mineral (i.e., different quartzes stones from all 

over the world analyzed in different experiments), when we plot their unit cell, the 

geometry obtained is the same for all of them.  

The information contained in a CIF file is obtained from practical measurements. 

Therefore, they are available only for existent minerals. Thus, to simulate non-existent 

ones, we start from an existent mineral whose chemical composition is similar to the 

one we want to simulate (e.g., SiO2, at 1 atm and 25°C). We then replicate the unit cell 

to the size we want and replace the atoms of the original molecule with those of the 

impurities we want to test. As we want to compare results obtained simulating the 

original molecule and the modified structure, we keep the original geometry and do not 

consider the distortion to this geometry that the impurity atom we included may have 

caused. Note that not considering this distortion may result in a divergence from the 

value that would be obtained otherwise. An approach to solve this issue would be to 

perform some simulation with and without considering the distortion in order to 

determine an approximate divergence factor. 

After we manipulate the original molecule to turn it into the one we want, the only 

information we are interested in are the spatial coordinates (geometry) and the new 

molecule’s composition. An example of a CIF file describing a quartz molecule is 

presented in Annex A. Figure 5.1 shows the geometries obtained according to this file. 

From left to right, a silica unit cell (left), a supercell, i.e., the unit cell replicated in the x, 

y and z axes, and the same supercell seen from a different point of view (right). The 

images in Figure 5.1 were obtained by loading the CIF file in the CrystalMaker® 

software (CRYSTALMAKER SOFTWARE LTD, 2011). It would also be possible to 

simulate a complete random molecule instead of using CIF files or to consider the 

distortion caused by the addition of impurities. But, in both cases, it would be necessary 

to consider molecular dynamics in order to know, for example, the bonds, the distance 

between atoms, if the configuration is plausible or not, etc.  

 

 

Figure 5.1: Silica unit cell (left), supercell (middle), and the same supercell from a 

different angle (right). 
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5.2 Generating Absorption Curves 

The next two paragraphs present a very brief description of key concepts required to 

understand the work done in this thesis. A slightly more detailed presentation of these 

subjects is presented in Appendix A:. For a deeper and more technical discussion of 

these concepts, we refer the readers to (LEVIN, 2002), (GILLESPIE; POPELIER, 

2001), (GREINER, 2001), and (OLMSTED; WILLIAMS, 1996). 

The Heisenberg Uncertainty Principle states that it is not possible to determine both 

the position and momentum (i.e., speed and direction) of a small particle like an 

electron. This implies that we cannot accurately describe the movement of electrons. 

Thus, it is only possible to determine in which region in space there is the greatest 

probability of finding a specific electron. This region is called orbital. The solution of 

the Schrödinger wave equation describes the position and energy of an electron in an 

atom, i.e., describes an atomic orbital. 

Each orbital corresponds to an energy level. For an electron to make a transition 

from one level to another, it needs to emit/absorb energy. The Pauli Exclusion Principle 

states that an orbital can have at most two electrons and they must be spinning in 

opposing directions. An electron that is spinning in one way and does not have another 

electron spinning in the opposite direction is said to be unpaired. An atom is in its 

fundamental state when it has the largest possible number of unpaired electrons. This 

corresponds to its state of least energy. The electrons in the outermost shell (the valence 

shell) are called the valence electrons, and the chemical bonds occur between these 

electrons (GILLESPIE; POPELIER, 2001). 

Given the unit cell (or its multiple copies) of the original molecule, the problem now 

is how to simulate the interaction of light with the available geometry. As we are 

dealing with the elements in their molecular size and form, a molecular approach is 

required, and the use of quantum theory is needed. 

What we are willing to obtain from the light-matter interaction simulation is the 

color a mineral would have when being exposed to a light with a given spectral 

distribution. In (NASSAU, 1978), Nassau describes four formalisms that are responsible 

for the color in minerals, which are discussed in Appendix B: as well as other causes of 

color: 

1) Crystal Field Theory: Based on the fact that electrons in a determined energy 

level need to absorb/emit energy to change to another level. This explains the 

color in ionic crystals, which contain unpaired electrons. Only unpaired 

electrons can interact with visible light emitting/absorbing energy, thus resulting 

in color. Generally speaking, elements such as V, Cr, Mn and Fe (i.e. Vanadium, 

Chrome, Manganese and Iron) present unpaired electrons; 

2) Molecular Orbital Theory (MOT): Based on the premise that the energy levels 

used to describe a molecule are not related to only one atom, but to all atoms 

that form the molecule. This explains, for example, the color in blue sapphire 

and organic materials, such as amber, pearl, etc.; 

3) Band Theory: Considers that the free electrons in the mineral do not belong to 

one atom or molecule, but to the mineral as a whole. The color in conductors 

and semi-conductors is explained by this theory; 
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4) Physical Optics: This formalism is not direct related to the electrons in the 

molecule and it is well known and explained by physical optics principles, such 

as dispersion, scattering, interference, and diffraction.  

According to van Vleck (1978), the Molecular Orbital is a more generic approach 

than the Crystal Field Theory. And, according to Gil (2000), MOT can also be used to 

explain Band Theory. Therefore, considering these four formalisms, we can divide them 

in two groups: one explained by Molecular Orbital Theory, and another explained by 

Physical Optics. As the physical optics approach is well explored and has limited scope 

for the problem at hand, we decided to work with Molecular Orbitals.  

5.2.1 Molecular Orbital Theory 

Molecular Orbital Theory (MOT) is a method for the determination of the transitions 

in energy levels. It considers that the valence electrons do not belong to only one atom, 

but to the molecule as a whole (SOLÉ, BAUSÁ; JAQUE, 2005). For example, consider 

the ideal situation shown in Figure 5.2 of a molecule composed of an atom A 

surrounded by six atoms B, within a fixed distance. 

 

                                     

Figure 5.2: Atom A surrounded by six atoms B within a fixed distance. 

 

The energy levels of A are modified by the influence of the electric field produced 

by ligand B ions. To determine the energy levels Ei of the molecule AB6, we must solve 

the Schrödinger molecular equation: 

 

𝐻𝜓𝑖 =  𝐸𝑖𝜓𝑖, 

 

where H is a Hamiltonian that defines the interactions between the valence electrons in 

the molecule, and ψi are the wave functions of the orbitals (SOLÉ, BAUSÁ; JAQUE, 

2005).  

When using MOT, we must consider that atoms A and B share their valence 

electrons. Thus, an approximate solution for the equation above is obtained by a linear 

combination of the atomic orbitals ψ(A) and ψ(B) generating the molecular orbitals 

ψ(MO) (MIESSLER, 2003). The molecular orbitals ψ(MO) can be written as: 

 

𝜓𝑀𝑂 = 𝑁(𝜓𝐴 +  𝜆𝜓𝐵) 

A

B
B

B
B

B

B
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where N is a normalized constant and λ is an adjustment coefficient (SOLÉ, BAUSÁ; 

JAQUE, 2005). These transitions in energy levels can also occur when we focus light 

over the molecule. This set of transitions will originate the absorption/emission spectra.  

Molecular Orbital Theory is a very complex subject and it is way beyond the scope 

of this thesis to provide a more advanced or detailed explanation of it. We just wanted 

to present some basic fundamentals in order to show the principles in which our 

technique is based on. We tried to use a more conceptual than mathematical/chemical 

approach in this description, as these topics are largely covered in the literature. We 

refer the interested reader to (SOLÉ, BAUSÁ; JAQUE, 2005), (SMART; MOORE, 

2005) and (MIESSLER, 2003). 

5.3 Calculating the Transition Energy 

Our intention in using the theory described in the previous section was to determine 

transitions energy, as these energies are the responsible for the absorption/emission 

properties. And, therefore, they can be used to predict color. Implementing such 

calculations can be very cumbersome and susceptible to errors. Therefore, we decided 

to adopt existing software to perform these computations. For this purpose, we use free 

software called Orca (NEESE, 2008), a tool that implements a wide variety of standard 

methods for quantum chemistry calculi (NEESE; WENNMOHS, 2010). 

The use of this software (or any other one that implements similar methods) requires 

a lot of previous knowledge about quantum chemistry and the problem you want to 

solve. This is necessary because Orca’s main features are also its biggest problem for 

beginners:  it offers you a lot of methods and you need to know them to decide what to 

use to solve your problem. Therefore, it was necessary to spend several weeks studying 

the methods and parameters before we could decide for a final set of methods that 

would solve our problem. At first, we studied all the methods implemented in Orca 

(around 60) to determine to what kind of molecule they could be applied to. The 

methods that did not apply for the type of molecules we intended to work with were 

discarded. After defining the algorithms, it was necessary to choose which parameters 

would be used with each method. These parameters will define, for example, if the 

calculus will consider polarization or not. After discovering which methods would be 

tested and which parameters must be provided, it is necessary to write an input file 

according to the specified syntax in order to call these methods. After that, it is possible 

to run the software and begin the calculation. A detailed explanation of how to use Orca 

and the methods and analyses it supports can be found in its manual (NEESE; 

WENNMOHS, 2010). 

In total, only for the silica molecule, we performed around 50 tests just to determine 

the best set of method/parameter. In these tests, we considered the quality of the 

obtained results and the time required achieving them. 

Our main problem was to determine the transition energies. So, comparing existing 

methods and analyzing what would best fit our problem, we decided to use as our main 

method the Time-Dependent Density Functional Theory (TDDFT), which can be used, 

for example, to determine the electronic excited states and to predict the absorption 

spectra (BURKE, WERSCHNIK; GROSS, 2005). In the next section, we present a brief 

overview of the methods and parameters that were used as well as a description of an 

example input file. Note that the approach we used here will not necessarily solve any 
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transition energies problem. The characteristics of the molecules that you are working 

with must be taken into account when deciding the methods and parameters.   

5.3.1 Input File for Orca 

This section presents the description of an input file we used for generating the 

spectra of molecular silica. Figure 5.3 represents such a file. The explanations on the 

remainder of this section are going to be based on this figure. Not necessarily all 

simulations will follow this same pattern. This is just a simple example in order to 

illustrate a possible structure of an input file. The Orca manual provides many other 

parameters that can be set, and input instructions that can be used.   

 

 

Figure 5.3: Orca input file for molecular silica 

 

Here is a brief description to help the reader interpret the file: 

Line 1: Set of methods and parameters. The word “TightSCF” indicates the 

convergence threshold; “NoMOPrint” indicates that the Molecular Orbitals are not 

going to be printed in the output file; And “PRINTGAP” prints the difference between 

the highest occupied and the lowest unoccupied Molecular Orbital, which is useful for 

detecting convergence problems. The remainder terms are going to be detailed in 

Section 5.3.2. 

Lines 3-4: Indicates the number of processors being used for the calculation. 

Line 6-8:  The word “tddft” indicates the method used for calculating the excited 

states (detailed in Section 5.3.2). “NRoots” is the number of excited states we want to 

calculate. This number was chosen experimentally. We tested several numbers and 

opted for the smallest one that would result in energy being absorbed/emitted in the 

visible light region. We chose the smallest one because the more excited states 

calculated, the longer the software execution takes. “MaxDim” is a multiple of NRoots. 

It is used internally by Orca as a control parameter for the size of the expansion vectors 

in the iterative algorithm. 

Line 10: The expression (SiO2-Mol) after the word “base” indicates the name for the 

output files.  
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Lines 12-18: They contain the description of the geometry of the molecule. The 

word “xyz” indicates the type of coordinates. The second parameter is the total charge 

of the molecule and the third is the multiplicity5 of the molecule. Lines 14-16 present 

the atom and its xyz coordinates.  

Bellow, we present the descriptions of the methods. 

5.3.2 Methods and Parameters Used with Orca 

The literature has many books related to one or more of the topics we address here. 

As new discoveries are being made every day, new books and papers are released. 

However, it is still difficult to find one book that presents in a succinct form all the 

required concepts for the understanding of this work. Therefore, in this section we are 

going to briefly present the basic idea of the methods we used in most of our 

simulations. This is not an exhaustive list, and others could have been used. For those 

covered here, we opted to organize them in an easier to understand order rather than in 

the exact order they are used by the software. For further reading and mathematical 

derivations, we suggest (MENNUCCI, 2010), (LIPKOWITZ, CUNDARI; BOYD, 

2008), (SZABÓ; OSTLUND, 1996) and (JENSEN, 2007). 

 

Landau and Lifshitz (1977) said:  

Schrödinger’s equation for atoms containing more than one electron cannot 

be solved in an analytical form. Approximate methods of calculating the 

energies and wave functions of the stationary states of the atoms are therefore 

important. 

 

This statement remains true, and there are still only approximate (although some are 

highly accurate) methods for evaluating Schrödinger’s equation. 

The Hartree-Fock (also called Self-Consistent Field - SCF) formalism is an 

approximation for the description of an orbital. That is, it is basically a method which 

solves a one-electron Schrödinger-like equation and operates over the results until 

convergence is reached. It is used for determining the wave function and the energy of 

the ground-state of an n-electron interacting system. Many ab initio methods6 use this 

formalism as a starting point for more accurate approximations (SZABÓ; OSTLUND, 

1996). 

Another approach is the Density Functional Theory (DFT). According to 

Schrödinger’s equation the wave function ψ for an n-electron molecule is a 

computational demanding function depending on 3n spatial coordinates and n spin 

coordinates. On the other hand, the electron density of a system can be described by 

only three spatial coordinates. Therefore, a theory based on the electron density would 

be simpler and faster. This resulted in the development of the DFT (DYALL, 1995). 

                                                 
5 Multiplicity is the sum of the spins of all electrons in a molecule (HOUSE, 2004). 
6 According to (IUPAC, 1997-2011), ab initio quantum mechanics methods are those in 

which the calculations are “independent of any experiment other than the determination 

of fundamental constants [..]. In practice, approximations are necessary to restrict the 

complexity of the electronic wavefunction and to make its calculation possible.” 
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DFT is a method that can be used to calculate the energy of a molecule. One of the 

main advantages it presents when compared to other related methods is that the DFT 

computation can be done for large molecules, with more than 100 heavy atoms 

(MUELLER, 2001). DFT computation usually starts with an initial guess for the 

density, which is a Hamiltonian for an ideal many-electron system with an exact known 

wave function. With this initial guess, it calculates another density and the process 

repeats until it converges to a specified threshold (LOWE; PETERSON, 2006). 

The energy of the system is given by the sum of the following energies: (i) the 

energy of a single electron; (ii) the energy of the repulsion between the nuclei; (iii) the 

energy of the repulsion between electrons; and (iv) the exchange energy. Exchange 

energy is the difference in energy from the exact solution of Schrödinger’s equation to 

the approximation method used to evaluate it.  This approximation assumes that the 

nuclei are in fixed positions (MUELLER, 2001). In the DFT model, this energy is a 

function of the electron density matrix, ρ(r). This matrix is determined from the Kohn-

Sham (KS) orbitals (KOHN; SHAM, 1965), ψ(i). The Kohn-Sham formalism assumes 

that there is an unrealistic system formed by n non-interacting electrons under a real 

extern potential and with exactly the same density of the real system. This assumption 

allows one to see an n-electron system as a superposition of n one-electron systems 

(PACCHIONI, 2007). Therefore, for an n-electron system the density matrix is given by 

(VASILIEV, ÖGÜT; CHELIKOWSKY, 2002):  

 

𝜌(𝑟) =  ∑ 𝑛𝑖|𝜓𝑖(𝑟)|2

𝑖

 

 

DFT has the limitation of considering only the ground-state charge density. To 

properly consider the electronic excitations it was necessary to generalize this theory, 

resulting in the development of Time-Dependent Density Functional Theory (TDDFT).  

The fundamentals of TDDFT are similar to those of DFT. The difference is that with 

TDDFT the wave function ψ(r, t) and effective potential ρ(r,t) explicitly depend on time 

(BURKE, WERSCHNIK; GROSS, 2005). 

Although there are other similar methods that were successfully applied for 

absorption spectra calculation, as for example Time-Dependent Local Density 

Approximation (TDLDA) (VASILIEV, ÖGÜT; CHELIKOWSKY, 2002), we have 

chosen TDDFT because it is a standard tool in the area for calculating electronic 

excitations. It has been used, for example, in inorganic chemistry for the calculation of 

optical properties of transition metal complexes (BURKE, WERSCHNIK; GROSS, 

2005). 

A close analogy between KS and HF methods can be done, but density functional 

treatments are more stable (BAUERNSCHMITT; AHLRICHS, 1996). We use the 

Restricted Khon-Sham (RKS) method in our simulation. A restricted calculation is the 

one where you assume there are two electrons per occupied orbital (SZABÓ; 

OSTLUND, 1996). And it can be performed considering a closed (the one we use) or 

open shell7 system (ROKS). 

                                                 
7 An open shell system is the one in which there are unpaired electrons in the orbitals 

(IUPAC, 1997-2011). Analogously, a closed shell system is the one which possess an 
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When working with KS or HF methods, we have to consider that each molecular 

orbital is expressed as a linear combination of a set of mathematical functions whose 

coefficients and weights are later determined; this set is called the basis set. The 

theoretical ideal would be to use a set of infinite size. But this cannot be done in 

practice (CRAMER, 2004). Therefore, it is necessary to select the best set for using 

within each situation. We decided to use Ahlrichs-TZV (SCHÄFER, HORN; 

AHLRICHS, 1992) basis sets as they are available for almost all elements. 

One issue that must be taken into account is that the energy-optimized basis sets 

tend to consider the 1s electrons as responsible for most of the energy. Therefore, this 

approach can be good for determining the energy of core electrons, but not for those 

properties not related to energy of the valence electrons. If we wanted a better 

description of the valence electrons, it would be necessary to use very larger basis sets, 

which is not efficient. Therefore, these basis sets are explicitly augmented with diffuse 

functions, which are basis functions with small exponents. The use of such functions is 

required when valence electrons are involved, for example for anions or excited states 

(CRAMER, 2004), (JENSEN, 2007). Another issue is that mathematical flexibility is 

required when describing a molecule as opposed to an atom using Schrödinger’s 

equation. This flexibility can be achieved by also adding as auxiliary basis functions the 

polarization functions, which corresponds to “one quantum number of higher angular 

momentum than the valence orbitals” (CRAMER, 2004, p. 173). 

Thus, we used a basis set with auxiliary polarized functions and augmented with 

diffuse functions (as we are going to calculate excited states). As we opted for the 

Ahlrichs-TZV basis set, we decided to use the polarization and diffuse functions from 

the same group, Def2-aug-TZVPP (WEIGEND; AHLRICHS, 2005) and Aug-

TZVPP/C, respectively (WOON; DUNNING, 1993).  

We also need to inform the functionals we are going to use in the calculations8. We 

decided to use Hybrid Functionals which are those that are mixtures of the exact HF 

exchange9 with approximations of the DFT correlation10 energy functional. Therefore, 

they present better results than non-hybrid ones, because the use of an exact exchange 

term helps partially correcting problems of approximation methods which otherwise 

would remain. One widely used example of these functionals is B3LYP (SHOLL; 

STECKEL, 2011). Gancheff and Denis (2011) performed a study of the UV-vis spectra 

of Rhenium (III) (Re+3) complexes using TDDFT with, among others, B3LYP and the 

B2PLYP functionals. One of their conclusions is that using B2PLYP leads to more 

efficient computation. As will be seen in Section 7.2, we perform preliminary tests 

using both methods and indeed the use of B2PLYP leads to a faster computation. It is 

                                                                                                                                               

even number of electrons and they are organized in pairs in the orbitals (IUPAC, 1997-

2011).  
8 Note that there is a difference between a function and a functional: although both 

output a number, the input for a function is a number, while the input  for the functional 

is an entire function. 
9 The exchange calculations in HF theory, gives the amount of exchange repulsion 

which is the correction to the value of the repulsion of two parallel electrons in different 

orbitals (IUPAC, 1997-2011).  
10 Correlation energy is the “difference between the Fock energy calculated for a system 

and the exact non-relativistic energy of that system” (IUPAC, 1997-2011). 
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important to observe that, being more specific, we used a combination of the B2PLYP 

functional and the Resolution of the Identity approximation. 

According to (NEESE, 2011, p. 236), the Resolution of the Identity (RI) 

approximation “consists of fitting the electron density to an auxiliary basis set”. Thus, 

reducing the required amount of calculation up to three orders of magnitude if the 

provided set has small size and sufficient quality (NEESE, 2011). This reduction, 

consequently, makes it an interesting approach for being used in calculations of large 

systems, which is our case. So, whenever possible, we opted for using this 

approximation.  

B2PLYP is a double-hybrid functional, that is, a hybrid functional with a 

perturbative second-order correlation part. It was first proposed by (GRIMME, 2006) 

for ground state problem, and later by (GRIMME; NEESE, 2007) for the excited states 

problem. Perturbation theory, in general, is a set of approximations that allows the 

description of a complex system in terms of a simpler one. The original Møller-Plesset 

perturbation theory is an extension to the Hartree-Fock method, where they added 

electron-correlation effects (MOSS, PLATZ; JONES, 2004). In the case of B2PLYP, it 

is obtained from Khon-Sham orbitals (GRIMME, 2006), (GRIMME; NEESE, 2007).  A 

good description of the dispersion energy can be obtained by using second-order 

Møller-Plesset (MP2), which is the lowest level that can be used for such calculations 

(MOSS, PLATZ; JONES, 2004). 

The complete functional description we provided to Orca was RI-B2PLYP RIJONX, 

where RI-B2PLYP indicates we are using B2PLYP with RI approximation to the MP2 

part and RIJONX is an Orca’s keyword indicating that RI is also being applied to the 

SCF part (NEESE; WENNMOHS, 2010, p. 41).  

There is also ZORA, the Zeroth Order Regular Approximation, first presented by 

van Lenthe et al. (1993). It introduces relativistic effects to the calculation. That is, it 

includes “Corrections to exact non-relativistic energy from the fact that inner shell 

electrons in heavy atoms move with velocities comparable in order of magnitude to the 

velocity of light.” (IUPAC, 1997-2011). ZORA/RI is ZORA with RI approximation. 

For convergence acceleration, we used the default method, the Direct Inversion in 

the Iterative Subspace (DIIS), which is a robust approach which combines direct and 

iterative methods (HIRATA, 2003). 

5.3.3 Absorption Spectra  

The software output provides lots of information about the computation it 

performed. In our work, we use the information about the set of calculated transition 

energies. These energies can be interpreted as the intensity of the energy 

absorbed/emitted when one electron moves from one state to another.  

Then we can generate a chart of wavelength versus absorption intensity as the one 

presented in Figure 5.4. This chart represents an absorption spectrum. Similar charts 

obtained from simulating our samples will later be used to determine absorbed/re-

emitted colors. As we are interested in obtaining color, we limit ourselves to the visible 

region of the electromagnetic spectrum. But it is possible to get information about the 

whole spectrum. Note that although we are using Orca, any program that performs 

TDDFT and produces the absorption spectra could have been used instead.  
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Figure 5.4: Absorption spectra obtained as output from Orca. 

5.4 Obtaining Color from a Spectrum 

Once we have determined the absorption spectra (Figure 5.4), we need to obtain the 

color it represents. This color must be in a color space that can be used to generate the 

texture of an agate. We decided to use the RGB color space. Therefore, as described in 

(LEE, 2005), it is necessary first to convert the spectrum to CIE XYZ color space and 

then to RGB. For a given spectral distribution of the sample, S(λ), and a reference 

illuminant I(λ), the XYZ tristimulus are computed according to:  

𝑋 =  
1

𝑁
 ∫ �̅�(𝜆)𝑆(𝜆)𝐼(𝜆)𝑑𝜆

𝜆

  

𝑌 =  
1

𝑁
 ∫ �̅�(𝜆)𝑆(𝜆)𝐼(𝜆)𝑑𝜆

𝜆

 

𝑍 =  
1

𝑁
 ∫ 𝑧̅(𝜆)𝑆(𝜆)𝐼(𝜆)𝑑𝜆

𝜆

 

𝑁 = ∫ �̅�(𝜆)𝐼(𝜆)𝑑𝜆
𝜆

 

where �̅�, �̅� and 𝑧̅ are the CIE standard observer functions. The reference illuminant is 

needed because we are working with materials that are not light emitters. Thus, the only 

way it will be possible to see it is if it is under some incident illumination. The integrals 

are computed over the visible spectrum (from about 380 to 830 nm). But, as in practice 

these values are represented by discrete values obtained from experiments, the above 

integrals are replaced by summations.  

Considering that X, Y and Z are in the range [0, 1], the values for R, G and B 

coordinates (in the same range) are obtained as (LEE, 2005): 

𝑟 =   3.2410 ∗ 𝑋 − 1.5374 ∗ 𝑌 − 0.4986 ∗ 𝑍, 

𝑔 = −0.9692 ∗ 𝑋 + 1.8760 ∗ 𝑌 + 0.0416 ∗ 𝑍, 

𝑏 =    0.0556 ∗ 𝑋 − 0.2040 ∗ 𝑌 + 1.0570 ∗ 𝑍. 

A second step is used to perform gamma correction to each channel individually: 
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𝐾 = {
12.92 ∗ 𝑘, 𝑘 ≤ 0.003040

(1.055 ∗ 𝑘)1 2.4⁄ − 0.055, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
    (5.1) 

where 𝐾 ∈ {𝑅, 𝐺, 𝐵} and 𝑘 ∈  {𝑟, 𝑔, 𝑏}, respectively. 

In our example calculations, we used the CIE 1931 standard colorimetric observer 

and the sunlight, CIE D65, as reference illuminant (CIE, 2012), with a 5 nm interval 

between values. Annex B presents both tables. It is important to note that these values 

and formulae consider a reflectance/transmission spectrum. Thus, as we have an 

absorption spectrum, it is necessary to use its inverse. Figure 5.5 presents an example of 

an absorption/transmission spectrum (top) and the color obtained from it (bottom). In 

this example, we have light transmission in the region corresponding to blue and red 

parts of the spectrum. Thus, the resulting color presents a violet tone. Note that the 

spectrum shown in Figure 5.5 was manually defined by plotting the values of a curve in 

a known region in order to verify if the expected color would be obtained after the 

calculation. 

 

 

 

𝑋𝑌𝑍 =  {0.515705, 0.298390, 0.965234} 

𝑅𝐺𝐵 =  {0.871001, 0.349377, 0.994753} 

𝑅𝐺𝐵8 𝑏𝑖𝑡𝑠 =  {222, 89, 254} 

Figure 5.5: Example of an absorption/transmission spectrum (top) and the obtained 

color (violet) using the Eq. (5.1) (bottom). 

5.5 Generating Textures to Represent the Surface of an agate 

Given the colors corresponding to the absorption/transmission spectrum obtained 

with the use of time-dependent density functional theory (TDDFT), we want to create 

the banded-stone appearance characteristic of agates. As described by Perlin (PERLIN, 

1985), the use of noise functions is very suitable when it comes to simulating natural 

phenomena such as banding formation. Therefore, this was the selected approach.  

Our base image is an ellipse with center in the origin of the coordinate system, as 

described in Figure 5.6. As the center is fixed, by altering parameters a and b, it is 

possible to obtain concentric ellipses with different sizes.  
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Figure 5.6: Equation of an ellipse centered at the origin. 

 

We want to generate an image that is closer to the representation of an agate. Thus, 

for each ellipse, we apply a noise function over all its x coordinates which affects the 

range of y-coordinate values. For each region we inform a color to fill it. In order not to 

use a single color for the whole region, we jitter the value of each RGB channel of the 

informed color by a random value of at most 10% of it. Thus, the new color obtained is 

different but not perceptually far from its neighboring colors.  

The pseudo code for the algorithm we use to generate each region is presented 

bellow. Our function is a modified version of the one presented in (VANDEVENNE, 

2004), which can be used for creating marble-like textures: 

 

1. For each x coordinate in the ellipse 

o Determine the value of y according to the function   

𝑦_𝑠𝑞𝑢𝑎𝑟𝑒 =  (1 − (𝑥2 𝑎2⁄ )) ∗ 𝑏2 

o Determine the noise value as  

𝑛𝑜𝑖𝑠𝑒 = 𝑘 ∗ sin(𝑣 ∗ 𝑑) 

where d is the distance from the point (x, y) to the center of the ellipse; 

and k and v are variable values chosen generally by trial and error which 

define the final shape of the image 

o Determine the range for y as  

𝑦𝑀𝑖𝑛 = 𝑐𝑒𝑛𝑡𝑒𝑟 −  √𝑦_𝑠𝑞𝑢𝑎𝑟𝑒 + 𝑛𝑜𝑖𝑠𝑒 

𝑦𝑀𝑎𝑥 = 𝑐𝑒𝑛𝑡𝑒𝑟 +  √𝑦_𝑠𝑞𝑢𝑎𝑟𝑒 + 𝑛𝑜𝑖𝑠𝑒 

2. Define an initial color 

3. For each pixel of the region 

o Define the color of the pixel by jittering the value of each RGB channel 

of the initial color by at most 10% 

Algorithm 5-1: Pseudo code for generating each region of the image. 

 

Note that all parameters are variable. Therefore, it is possible, for example, to render 

half of the ellipse with a set of values and the remainder with another. This 

characteristic is important because it allows us to obtain innumerous different shapes. 

Figure 5.7 presents an example of image generated using the Algorithm 5-1. 
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Figure 5.7: Example of image generated using the Algorithm 5-1. 

 

The image presented in Figure 5.8 (left) was also generated using the Algorithm 5-1. 

The objective was to obtain an image with similar appearance to a real agate (Figure 5.8 

(right)). For determining the shape we defined the parameters of the algorithm by trial 

and error. For each region of the generated image, we performed a visual random 

selection of a pixel in the respective region of the real image. The color of such a pixel 

was then used as the initial color of the generated region.  

However, the use of this approach is not enough to obtain an image that looks 

realistic (Figure 5.8, (left)). As can be seen in Figure 5.8 (right), a real agate presents 

some kind of translucence and subsurface scattering. Barnard and Ural (BARNARD; 

URAL, 2005) presented a method that renders a translucent material with Perlin noise 

(PERLIN, 1985). Using this technique for our agate representation is an interesting 

future work and would allow us to obtain more realistic images. 

 

 

Figure 5.8: Image obtained using the Algorithm 5-1 (left) and real agate (right). 

5.6 Rendering of the Colored Volume Representing an Agate 

The goal of the previous steps was to obtain an image of a simulated agate. The idea 

was to randomly generate some bands and then paint each one of them according to its 

composition. Based on this image, we would then construct a volume. Although first 

conceived to be only one step in the whole process, the method we proposed for the 

synthesis of a volume based on a 2D image became a standalone technique. Therefore, 

we are going to describe it in details in Chapter 6. 
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6 AGATE SURFACE FROM A 2D IMAGE 

The generation of volumes based on a 2D image, although being a fairly explored 

field, still presents some problems that are not solved by existing methods. To the best 

of our knowledge, there is no technique that can be directly used for the purpose of 

creating volumes of banded agates from a single image. Thus, we decided to develop a 

method for this particular application. More specifically, we restrict ourselves to those 

agates which present the property of being formed by parallel concentric curved bands. 

This definition is very important, as it is the fundamental characteristic in which our 

method is based. 

The problem of synthesizing banded agates can be defined as follows: given a 2D 

image of the center of an agate, we need to generate a volume that can be cut and seen 

from different angles. A framework with such characteristics could be very useful, for 

example, for someone who works crafting objects which the base material is agate. It 

would be possible for (s)he to verify how a cut in the agate they are working with would 

look like before actually cutting it. One way to solve this problem is to use a volume 

generation method.  

Texture and volume generation are subjects widely studied in computer graphics. 

Therefore, it is beyond the scope of this work to perform a complete discussion of such 

topics. However, in the following sections we briefly review the techniques that were 

more relevant to the development of the work described in this thesis, as well as their 

limitations to the render agates.  

6.1 Solid Texture Synthesis from 2D images11 

Kopf, Fu, et al. (2007) presented a method for synthesizing solid textures from 2D 

exemplars. The first step consists of texture optimization where they determine the color 

of each voxel based on the best neighborhood which results in smaller difference 

between the texture and the original image. Then, they perform global histogram 

matching.  This re-weights the synthesized texture so that its histogram becomes similar 

to the one from the original image. Figure 6.1 presents a 2D image and the generated 

solid texture applied to a complex object, obtained using the technique by Kopf, Fu, et 

al. (2007). 

 

                                                 
11 All images presented in this Section were extracted from the original related work. 
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Figure 6.1: A 2D image and the generated solid texture applied to a complex object 

(KOPF, FU, et al., 2007). 

 

Dong, Lefebvre, et al. (2008) presented a technique for rendering solid-texture 

volumes, whose main feature is to synthesize only a subset of the voxels. They use a 

group of three images (generally the same image rotate in different directions), which 

are positioned according to the X, Y and Z orthogonal planes. Then, they execute a pre-

process where they select the neighbor candidates from these images having similar 

colors and being closely located to each other. The generated solid textures present 

good quality and can be used on complex surfaces. It also allows the interactive cutting 

of objects. Figure 6.2  illustrates this with an image that was used to generate a solid 

texture, and several objects on which the solid texture has been mapped to. 

 

 

Figure 6.2: Example of input image and several objects on which the solid texture was 

applied on (DONG, LEFEBVRE, et al., 2008). 

 

Takayama, Okabe, et al. (2008) proposed a technique for synthesizing solid objects 

that present an oriented variation in the texture. The method requires as input a solid 

volume and a tetrahedral mesh representing the object. As several variations are 

possible, the algorithm performs distinct steps for each one and let the user determine 

which type (s)he wants. The result is a tetrahedral model which can be cut in different 

shapes. Figure 6.3 presents a kiwi model cut into different shapes. 
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Figure 6.3: Kiwi model and different cuts (TAKAYAMA, OKABE, et al., 2008). 

 

Takayama and Igarashi (2009) proposed a method for synthesizing layered solid 

textures which is an extension of the work described in (KOPF, FU, et al., 2007). The 

extension consists of: (i) adding a depth map; and (ii) performing a search and an 

optimization only in x and y directions. The changes in the searching processes allowed 

them to reduce the artifacts in the depth direction of the generated solid texture. Figure 

6.4 presents some examples of 2D images with the generated solid textures and 

intermediate layers. 

 

 

Figure 6.4: 2D images with their respective solid textures and intermediate layers 

(TAKAYAMA; IGARASHI, 2009). 

 

Wang, Zhou, et al. (2010) presented a compact vector structure for representing 

solid textures which allows random-access. The input can be a 2D color image and a 

binary mask of this image (in which case they use the algorithm described in (KOPF, 

FU, et al., 2007) to generate the solid texture) or an existent solid texture. Then, they 

compute a signed distance function, which implicitly represents the texture’s features 

such as, for example, sharp edges in the image. Next, they evaluate this function and 

divide the texture into regions according to the results obtained by this evaluation. At 

last, the authors color the regions according to the members that are part of each region. 

Figure 6.5 presents an example of a 2D image (a) and the synthesized vector solid 

texture applied to an object. 
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Figure 6.5: 2D image (a) and the synthesized vector solid texture applied to an object 

(WANG, ZHOU, et al., 2010). 

 

Takayama, Sorkine, et al. (2010) presented a technique called diffusion surfaces for 

modeling volumetric objects with smooth variation in color, such as those of fruits and 

vegetables. The method consists basically of computing the colors in both sides of a 3D 

surface and then diffusing the colors in the interior of the volume. The input consists of 

two images: one represents a vertical cut of the object, and the other represents a 

horizontal cut. Based on these images, they generate a mesh onto which they apply the 

algorithm. The authors use non-photorealistic rendering (NPR) as a post-process to 

generate the final results. Figure 6.6 presents several pieces of fruits synthesized using 

the proposed technique. 

 

 

Figure 6.6: Several fruits synthesized using the technique (TAKAYAMA, SORKINE, et 

al., 2010). 

 

Wang, Yu, et al. (2011) proposed a novel data structure which allows the modeling 

of volumetric objects using a compact vector representation. This work can be seen as 

an extension of (VST) with some important differences such as, for example, the fact 

that VST has limited resolution while the new data structure can represent unlimited 

details. Figure 6.7 presents a vector volume (a) and the zoomed view of the selected 

area in the previous image (b and c). 
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Figure 6.7: A vector volume (a) and the zoomed view of the selected area in the 

previous image (b and c) (WANG, YU, et al., 2011). 

6.2 Proposed Method for Generating Solid Textures for Agates  

Several changes would be required to allow the use of the techniques described in 

the previous section to render agates.  For instance, the algorithm described by (KOPF, 

FU, et al., 2007) would have to be altered in order to represent concentric bands as the 

solid texture is generated in only one direction. As (TAKAYAMA, OKABE, et al., 

2008), (WANG, ZHOU, et al., 2010) and (WANG, YU, et al., 2011) also use the 

volume described by (KOPF, FU, et al., 2007) as input, they would require 

modifications too. An extension to the method was proposed by (TAKAYAMA; 

IGARASHI, 2009), however, the changes were not enough to solve the concentric 

bands problem.  

Although Dong, Lefebvre, et al. (2008) use only a similar method to the one 

described by (KOPF, FU, et al., 2007) for generating the solid texture, it also needs 

adjustments for concentric bands. Besides, it requires different images. For common 

abstract images, there is no problem in using the rotated version of the same image, but, 

for agates this approach would not work. Thus, in this case, this method would not be 

reliable due to the fact that, for example, someone who works with or collect agates 

would probably not want to cut the agate in more than one place just to see how other 

cuts would look like. A similar problem is presented by (TAKAYAMA, SORKINE, et 

al., 2010), where more than one cut is required, resulting in the same infeasibility. 

Considering the problem we want to solve and the limitations of the existent 

techniques, we propose a method that generates a solid texture volume. Our approach 

requires the image of only one cut of the agate, plus some external views of the stone 

(to define its shape). The generated volume can be used as input for other methods. The 

results we present were generated using the resulting volume as input for the Marching 

Cubes algorithm (LORENSEN; CLINE, 1987).  

Thus, our approach can be stated as follows: given a 2D colored image of the center 

of the agate as input, we place this image in the center of the volume formed by the 

external views and spread the colors in order to fill the volume as indicated by the 

arrows in Figure 6.8. To avoid polluting the picture, only one set of arrows is 

represented in Figure 6.8, but this process repeats for each pixel of the image. The way 

the color of a pixel spreads depends on its location in the image: the closer to the center 

of the agate, the least it will spread. Then, after spreading all the pixels' colors, we 

obtain a volume containing the appearance of concentric bands. Details of how we 

spread the colors are given in the next section. 
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Figure 6.8: Arrows indicating how the colors spread in the volume. 

6.3 Description of the Technique – Spreading the Colors 

In this section we describe a fundamental part of our technique, which is the 

algorithm we use to spread the colors of each pixel of the original image across the 

volume.  

The technique uses three input images (Figure 6.9): a transversal section of the agate 

and two binary masks representing the vertical and horizontal profiles of the agate stone 

(Figure 6.9 (b) and (c), respectively). Figure 6.9 (a) presents a half section of an agate. 

The red dot inside of it, does not belong to the original image, and indicates “the origin” 

of the agate’s bands.  This position should be informed by the user; The vertical profile 

mask represents how the agate’s volume would be seen from its side; The horizontal 

profile mask indicates how the agate’s volume is seen from the top. It is important to 

note that the masks are not images from the cuts of the object; they are indeed only 

pictures of the external structure of the object. 

 

 

Figure 6.9: A transversal section, with a red dot indicating the approximate center of 

symmetry of the nested bands (a). Vertical (b) and horizontal profile mask (c). 

 

Based on this set of images, we generate a volume that represents the external 

structure of the object. We do not create a mesh or anything to represent the volume, but 

use the depth information obtained from the masks. Figure 6.10 illustrates the process 

using a hypothetical example described as a set of 8x8-pixel image and masks. As can 
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be seen in the figure, each pair (xi, yi) of the transversal image is limited by two pairs 

(yv, zv) and (xh, zh) from the vertical and horizontal masks respectively. The z axis gives 

us the depth information. 

 

 

Figure 6.10: An 8x8-pixel set of image and masks: transversal (left), vertical mask 

(center) and horizontal mask (right). 

 

So, the problem of creating a synthetic volumetric representation for the agate can 

then be stated as: given a pixel (xi, yi)  in the transversal image, and a volume defined by 

the masks, which positions in the volume should have the same color as in the pixel (xi, 

yi). How far a certain color will be spread is determined by the depth information in the 

generated volume. 

The user indicates the approximate of the center of symmetry for the bands. In 

Figure 6.10 the red dot represents this point. For the masks, the whole line where this 

point is located is considered to be the middle line. 

As we want to spread the color according to the masks in order to form the colored 

volume, we have four possible straight directions for the color of the pixel to spread to: 

left, right, up and down. We do not consider any diagonal direction. Considering these 

four movement possibilities, for each pixel (xi, yi) there will be 16 options of situations 

which describe where it can go considering the masks, Figure 6.11 presents the list of 

such possible movements.  

 

 

Figure 6.11: List of possible movements for the color of a pixel (xi, yi) in the volume 
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The number of possible directions where it can move to and the movements that will 

be executed depends on the number of existing neighbors a pixel has. To determine 

those neighbors, we divide the volume into vertical and horizontal slices and work with 

each one of them individually. For each line in the slice, we have a list of possible 

columns and rows, which represents four surrounding neighbors. As we perform 

movements on the slice, we remove that position and a new set of neighbors is 

determined. Figure 6.12 presents the movements in a sample slice of the volume. Figure 

6.12 (a) is the initial slice. The arrows represent the movements executed by the colors. 

The "X" indicates where the color propagation process for one band stopped. Each color 

is spread only until the middle. Figure 6.12 (b) shows the slice with the remaining 

positions after the execution of the movements. 

 

 

Figure 6.12: Movements in one slice of the volume. (a) The initial slice. (b) The slice 

after the execution of the movements. 

 

We always try to spread the color to the most external and central position. Thus, 

when there is more than one option of direction, we choose the one that fulfills this 

requirement. For example, Figure 6.13 presents two pixel positions A and B which have 

more than one option of direction. In position A, we chose to go right; in B we moved 

down. Column 0 always keeps its original value as it represents the center of the volume 

and is filled with the original color of the image. Also, our first attempt is always to 

move right, because, as we start from left to right, there is no pixel in its left side and it 

cannot go up or down as these positions are already filled by the original colors.  

 

 

Figure 6.13: The colors in positions A and B have two options of movement. The one in 

A spread to left and in B, down. 
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We repeat this spreading process for all the vertical and horizontal slices. Thus we   

obtain two possible colors for each position in the volume and we need to decide which 

color will be used. To define a color, we first determine if both colors are valid. An 

invalid color is the one generated by the discontinuity in the colored pixels of a 

line/column of the original image. For example: Figure 6.14 (left) shows an image 

formed by different shades of blue, which presents line (position (X2, Y0)) and column 

(positions (X6, Y3) and (X7, Y3)) discontinuities; Figure 6.14 (center) is the 

corresponding horizontal mask; And Figure 6.14 (right) represents the horizontal spread 

corresponding to the slice Y0. We verify that the background color belonging to this 

hole is not spread resulting (as expected) in empty spaces inside the volume. Note that 

the colors from neighboring positions ((X1, Y0) and (X3, Y0)) do not spread over this 

empty space either.  

 

 

Figure 6.14: Example of discontinuity in the colored pixels. Image formed by different 

shades of blue presenting discontinuities in line (position (X2, Y0)) and column 

(positions (X6, Y3) and (X7, Y3)) (left); The corresponding horizontal mask (center); 

And the horizontal spread corresponding to the slice Y0 (right). 

 

The verification of the validity of the colors leads us to the following options:  

1. None or only one of the options is valid; 

2. Both indicated colors are valid.  

Option 1 indicates that the position receives no color as an invalid index in one 

direction indicates a discontinuity in the exterior, and, therefore, that the line/column it 

belongs to is empty.  

Option 2 requires that we verify if the colors are similar12. Such a process is 

necessary because a lack of similarity indicates that they probably belong to distant 

regions of the original image. For example, one came from the outer edge of the agate 

and the other one, from the interior. 

To determine the similarity we compare the luminance of the color indicated by one 

slice with the luminance presented by the surrounding neighbors (of the texel being 

considered) in the other slice. For example, Figure 6.15 presents a vertical slice (for 

clarity of the image only its borders are represented) and a horizontal slice. If we 

                                                 
12 Note that such verification is not necessary if the colors are equal. 



 

 

64 

 

consider the texel represented in red (belonging to the vertical slice), its surrounding 

neighbors in the horizontal slice will be those represented in blue. 

 

 

Figure 6.15: The borders of a vertical slice and a horizontal slice. The red texel belongs 

to the vertical slices and the texels represented in blue are its surrounding neighbors in 

the horizontal slice. 

 

If they are similar, any one of them can be used and therefore they are randomly 

chosen. Otherwise, the color of the texel being considered will be set as undefined and, 

after all slices were processed, the texels in this situation will be reprocessed and will 

receive an interpolated value according to their neighbors’ colors. At last, to achieve a 

smoother effect we apply, as post process, the optimization method described by 

(KOPF, FU, et al., 2007) which was presented in Section 6.1. 

6.4 Examples of Generated Solid Textures 

This section presents several volumes generated using our technique. Figure 6.16 

shows the input center image with 64x64 pixels (a), the vertical (b) and horizontal (c) 

masks and the final volume obtained using Marching Cubes (d). 

 

 

Figure 6.16: Original image (a), vertical (b) and horizontal (c) masks and final volume 

with Marching Cubes and post processing (d). 
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Figure 6.17 presents a volume before (left) and after (right) applying the post 

processing to the final volume. For comparison, Figure 6.17 also presents the respective 

enlargement of a portion of each volume.  Note that in the detailed portion of the post 

processed image there was a blur in the colors resulting in a slight aliasing reduction.  

 

                     

Figure 6.17: Volume before (left) and after (right) post processing, along with a detailed 

portion of each volume. 

 

Figure 6.18 presents a comparison between a volume generated using the technique 

proposed by (TAKAYAMA; IGARASHI, 2009) and our method. This image 

summarizes the main difference between the methods. It illustrates the reason why the 

previous methods could not have been used for concentric bands. The image was 

colored with a blue background just to highlight the generated volume.  

 

 

Figure 6.18: Comparison between a volume generated by (TAKAYAMA; IGARASHI, 

2009) (left) and our method (right). 

 

Although our approach was originally conceived for agates, with only few minor 

changes it can be used for generating volumes of different objects with cylindrical 

geometry. As mentioned in Section 6.3, we spread the color in vertical and horizontal 

directions, due to the characteristics of the agate's structure. However, other objects may 

present symmetry in only one direction; therefore, the adaption required for these 

objects is just to spread the color in the required direction, instead of spreading in both. 

Figure 6.19 presents the cuts from volumes of a carrot and a kiwi fruit, respectively. 
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They were generated with minor changes to the method, from 64x64 images. They 

show the original volume, before any post process.  

 

Figure 6.19: Carrot and Kiwi volumes generated with our method. 

6.5 Limitations 

The main limitation of our volumetric texture technique is that we cannot precisely 

determine how the agate actually is. This is due to the fact that we only have 

information about one dimension of cutting. Our results are then plausible 

representations (approximations) of actual agates. Furthermore, this fact also implies 

abrupt changes in color when the left side of the symmetry is different from the right 

side (or bottom/up), as the colors "collide" in the center resulting in mismatched colors. 

For example, in Figure 6.20 (left) we have the original onion image, which presents a 

slightly darker color in its right side. The consequence of this difference is that a 

horizontal cut of the volume generated presents a discontinuity (mismatch) in its color 

(Figure 6.20 (center)). Other limitation is the dependence the final volume has from 

external conditions: Our approach is imaged based. Thus, the quality of the results is 

directly related to the quality of the center image and accompanying masks. The 

resolution and artifacts that might be present affect the obtained volume. For example, 

the onion in Figure 6.20 (center) presents a squared surface due to the square shape of 

the borders of the horizontal mask (Figure 6.20 (right)) and not a half circle as it was 

expected to be. 

 

 

Figure 6.20: Example of mismatched colors and squared surface. Original onion image 

(left). Horizontal cut (center) of the generated volume presenting mismatched colors 

(due to the color differences in the original image) and squared surface (due to the 

shape of the horizontal mask (right)). 
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In Figure 6.21 we present several differences in the volume resulting from external 

parameters. Images (a) and (b) present the volume before post processing. In image (a) 

the symmetry center was considered to be the middle of the agate and in (b) the middle 

of the bands. Image (c) is the same as image (b) but after post processing. Image (d) is 

the same as (c) but with different luminance threshold. Therefore, as can be seen, 

changes in the position of symmetry center or of the luminance threshold lead to 

slightly different result. The aspect of the final volume is also influenced by the method 

that uses it as input. Different methods will turn into different results.  

 

 

Figure 6.21: Differences in the volume resulting from external parameters. 

 

Other limitations are related to the fact that the technique does not take into account 

the different structures inside the object. The only properties considered are the pixels' 

color and location. Thus, it is not possible to simulate, for example, agates which 

present some crystals in their interior, as shown in Figure 6.22. Furthermore, properties 

such translucence and other optical effects are not yet treated. Thus, in some cases, as 

for example in Figure 6.23, the external surface of the resulting volume may not look 

like a stone. 

 

Figure 6.22: Agate with crystals in its interior (Disponível em: http://bibliotecaria-

detodocomoenbotica.blogspot.com.br/2009/08/el-agata.html. Acesso em: Jun. 2012). 

 

Figure 6.23: The external surface of the resulting volume generated with the proposed 

technique may not look like a stone. 

http://bibliotecaria-detodocomoenbotica.blogspot.com.br/2009/08/el-agata.html
http://bibliotecaria-detodocomoenbotica.blogspot.com.br/2009/08/el-agata.html
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7 RESULTS AND DISCUSSION 

 

Our original goal was to simulate minerals in general. However, considering only 

the initial tests performed for determining the best methods to be used with pure 

minerals, with different impurities in different concentrations, and with structures 

containing different number of atoms (molecules and unit cells), we had to perform over 

1,000 (one thousand) experiments. This huge number of experiments, and the time and 

computational resources needed to execute them forced us to restrict the scope of the 

work. Thus, we decided to focus on Silica, mainly because it could be used as a basis 

for working with the vast and interesting world of agates.  

This chapter presents the results of our simulations with silica. We started working 

with a single SiO2 molecule, then, we worked with the unit cell and, at last, with the unit 

cell expanded on Cartesian axes. We also present some results we obtained adding 

impurities to the unit cell. 

7.1 Single Molecule 

A silica unit cell is illustrated in Figure 7.113. It consists of six silicon (Si) and six 

oxygen (O) atoms. Thus, we divided the unit cell into six different molecules and 

worked with them separately, as shown in Figure 7.2. Note that although atoms Si1-Si5, 

Si2-S4 and Si3-Si6 are symmetrical to each other and, therefore, can be considered 

interchangeably, we decided to consider them separately to verify the consistency of the 

method. 

 

Figure 7.1: Silica unit cell. It is formed by six silicon (Si) and six oxygen (O) atoms. 

                                                 
13 This figure represents the same unit cell as the one presented in Figure 5.1(left), but, 

from a different point of view. 
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Figure 7.2: Molecules based on the unit cell, treated separately. 

 

When plotting the absorption spectra resulted from the simulations of the six 

individual molecules shown in Figure 7.2, we obtained the chart and colors presented in 

Figure 7.3. In this chart, the molecules formed by Si atoms number 1, 2, 4 and 5 result 

in the same curve. This curve is slightly different from the one obtained by Si atoms 

number 3 and 6. This difference can be explained by the fact that these two set of 

molecules also present a small difference in their molecular angle. Therefore, their 

elements do not interact in the same way. As shown in Figure 7.4 (for only one of the 

symmetric atoms), molecules formed by atoms number 1, 2, 4 and 5 have a molecular 

angle of 110,43º, while molecules from atoms number 3 and 6 exhibit a molecular angle 

of 108,75º. Note that as the differences are small, the resulting colors are very similar. 

 

 

 

Molecules 1,  2, 4 and 5 𝑅𝐺𝐵 = {250, 223, 165} 
 

Molecules 3 and 6 𝑅𝐺𝐵 = {247, 221, 169} 
 

Figure 7.3: Absorption spectra obtained from individual molecules (top) and the colors 

represented by the resulting curves (bottom). Molecules 1, 2, 4, and 5 have a molecular 

angle of 110,43º, while molecules 3 and 6 have a molecular angle of 108,75º. The small 

angular differences result in similar simulated colors. 
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Figure 7.4: Molecular angles presented by the different molecules. 

7.2 Unit Cell 

When more than one similar method for solving the same problem was available 

(e.g., different methods for relativistic effects calculations) it was necessary to decide 

which method should be selected. The decision was made considering the method’s 

accuracy and execution time. In general, the differences in accuracy for similar methods 

were not significant, resulting in the same curve. Thus, the selected method was the one 

with shortest execution time. The values considered for comparison were based on the 

results obtained executing them with the unit cell. 

The most relevant result considering the differences between curves and execution 

time was obtained when we compared the methods B3LYP and RI-B2PLYP. As 

described in Section 5.3.2, B3LYP is more precise, but RI-B2PLYP is faster. We 

verified that for our sample the difference between the execution time was in the order 

of more than one day for the unit cell, which has a small number of atoms. When it 

comes to precision, we obtained the curves presented at Figure 7.5. At first glance, they 

look completely different. But, if we also plot the values outside the visible region of 

the spectrum (Figure 7.6), one notes some similarity. And, if one translates the RI-

B2PLYP curve to the left until it meets the other curve (Figure 7.7), one notes that their 

absorption peaks are practically the same. Thus, we opted for the RI-B2PLYP method 

because it is faster, but the difference in precision should then be considered later, when 

extrapolating the results. 

 

 

Figure 7.5 Absorption spectra for the silica unit cell inside the visible region of the 

spectrum, obtained using the methods B3LYP and RI-B2PLYP. 
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Figure 7.6: Absorption spectra for the silica unit cell for a larger portion of the 

electromagnetic spectrum obtained using the methods B3LYP and RI-B2PLYP. 

 

 

Figure 7.7: Absorption spectra for the silica unit cell for a larger portion of the 

electromagnetic spectrum obtained using the methods B3LYP and RI-B2PLYP, after 

the RI-B2PLYP curve has been translated to the left to better match the B3LYP curve. 

7.3 Expansions 

As stated before, our goal for this step was to increase the number of atoms in the 

simulation and then find a relationship between the number of atoms and the generated 

absorption curve. Thus, as the unit cell is the basic structure of a mineral, we 

incrementally expanded the unit cell along its Cartesian axes. These expansions were 

made using the CrystalMaker® software (CRYSTALMAKER SOFTWARE LTD, 

2011).  

We expanded the unit cell along the X, Y and Z axes, individually, and then 

combined them as XY, XZ, YZ and XYZ. However, due to technical problems that will 

be described in Section 7.5, we could only generate the absorption spectra of the 

expansions along the X, Y and Z directions. Figure 7.8 shows the unit cell expanded 

into X, Y and Z directions, respectively. Remember from Section 7.1 that there is a 

small difference between the angles presented by the molecules in the unit cell 

depending on their position. Thus, although the three resulting expansions look similar, 
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their bonding angles vary according to the original molecules that were replicated to 

originate each one of them. 

 

 

Figure 7.8: Unit cell (a) expanded along the X, Y and Z directions, (b), (c) and (d) 

respectively. 

 

At first, except for a small overlap of expansions along the X and Y directions 

(Figure 7.8, (b) and (c)), the absorption spectra obtained seem different and unrelated, 

as seen in Figure 7.9.  

 

 

Figure 7.9: Absorption spectra of the unit cell expanded into X, Y and Z directions 

 

However, scaling these curves to absorption intensity between 0 and 1 (Figure 7.10), 

one perceives that the peaks of the curves are similar, but translated. The same can be 

perceived even if we add the curves obtained by the molecular and unit cell simulation, 

Figure 7.11. This fact is interesting because it reinforces our hypothesis that it would be 

possible to extrapolate the results. Note that this translation in the curves represents 

absorption in different regions of the spectrum and, thus, that a different color is being 

re-emitted. So, to extrapolate the results, we would have to know how much to translate 

the curve and to each side. Unfortunately, with the results we have so far, it is not 

possible to establish such a relation, as the curves translate either to the left or to the 
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right. The combined expansions (along XY, XZ, YZ and XYZ axis) were necessary to 

determine, for example, the influence of the number of molecules and their positions to 

the resulting absorption spectrum. 

 

 

Figure 7.10: Scaled version of the absorption spectra of the expanded unit cell 

 

 

Figure 7.11: Absorption spectra of a molecule, the unit cell and its expanded versions 

7.4 Unit Cell with Impurities 

Besides the results presented so far, we also wanted to verify the influence of 

impurities to the absorption-spectrum curve. Thus, we replaced the Si atoms in the unit 

cell by titanium (Ti) and iron (Fe) atoms. Note that the samples we present here are not 

realistic, as in real life only traces or 1-2% of the atoms are replaced by impurities. Due 

to the small number of atoms used in our simulations, even if we replace only one of 

atom, the percentage of replacement tends to be big. We should note that we are not 

considering the changes in bonding angles due to the presence of other elements other 

than silica and oxygen. 

Although not realistic when it comes to determination of color, these samples are 

very interesting for demonstrating the influence of concentration, type, and position of 
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an element to the final absorption spectrum. To verify the different possibilities, we 

defined a set of ten replacements as: 

- One iron (Fe) atom in three different positions; 

- Two Fe atoms simultaneously; 

- One titanium (Ti) atom in three different positions; 

- One Ti atom and one Fe atom with the Fe atom in two different positions; 

- One Ti atom and one Fe atom with Ti atom in the position of the Fe atom and 

vice versa. 

Figure 7.2 presents the unit cell after the impurities have been inserted:  (a), (b) and 

(c) show iron atoms (in blue) inserted at positions #1, #2 and #3 respectively; (d) iron 

atoms inserted at positions #1 and #2 simultaneously; (e), (f) and (g) titanium atoms 

(shown in red) inserted at positions #1, #2 and #3 respectively; (h) and (i) titanium 

atoms inserted at position #3 and iron atoms inserted at positions #1 and #2 

respectively; and (j) atoms of (i) in inverted positions. Note that as the Si atoms in the 

original unit cell (shown in purple) present symmetry, if we replace one of them (e.g. 

atom #1) its symmetrical (atom #4) is also replaced. That is the reason for the apparent 

duplicate atoms. 

 

Figure 7.12: Unit cell after the insertion of impurities. The blue spheres represent iron 

(Fe) atoms, while the red spheres represent titanium (Ti) atoms. 
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The ten spectra obtained from these simulations plus the one from the pure unit cell 

can be seen in Figure 7.13. Due to the difficulty to understand and analyze such an 

intricate set of curves, we will analyze some combinations of them that can lead to 

interesting remarks. Note that the analyses within these samples are not limited to those 

presented here. Depending on what one wants to demonstrate, other combinations can 

be used. Also, if such curves are combined with results from bigger samples, even more 

interesting and accurate conclusions can be established. 

 

 

Figure 7.13: Set of obtained impure spectrafrom the configurations shown in Figure 

7.12. 

 

We start by presenting in Figure 7.14 the results of Fe (top) and Ti (bottom) atoms 

individually replaced. For such configurations, no obtained curve is equal to another. 

However, one perceives that both Fe and Ti present a similar behavior. At position #3, 

besides their main absorption peak, both have a peak which partially overlaps the one 

formed by the atom at position #2. Also, the peak of the curve corresponding to position 

#1 is situated between the other two.  

This similarity demonstrates that the position of the impurity influences the final 

curve. By altering the position of the impurities, the variation in the obtained curves is 

not quantitatively equal for all elements. However, the way it influences the result is the 

same (i.e., the final curve in a certain position will translate to left or right). 

 

0

0,2

0,4

0,6

0,8

1

1,2

350 450 550 650 750

A
b

so
rp

ti
o

n
 In

te
n

si
ty

 (
a.

u
)

Wavelenght (nm)

Pure Unit Cell

Fe at #1

Fe at #2

Fe at #3

Fe at #1 and #2

Ti at #1

Ti at #2

Ti at #3

Ti at #3 and Fe at #1

Ti at #3 and Fe at #2

Ti at #2 and Fe at #3



 

 

76 

 

 

 

Figure 7.14: Spectra of Fe (top) and Ti (bottom) atoms individually replaced 

 

Figure 7.15 presents a sample of the influence of concentration of an element. On 

top, we have the spectra formed by Fe atoms individually and simultaneously at 

positions #1 and #2. At the bottom, we have the same curves and also the simultaneous 

one translated to the right. We perceive that when two atoms are replaced, there is a 

formation of two peaks. In the first case (top), it partially overlaps the curve formed by 

the Fe atom at position #1. After translation (bottom), it practically overlaps both 

curves. This experiment suggests that each atom influences the final result of the 

combination. 
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Figure 7.15: Influence of the concentration of an element (top). The curve defined by Fe 

at #1 and #2 partially overlaps the curve formed by the Fe atom at position #1. After 

translation (bottom), it practically overlaps both curves. 

 

Figure 7.16 presents the results of replacing a Ti atom at position #3 with a Fe atom 

at position #2 and the inverse situation. Remember from previous sections that the 

bonding angle at positions #2 and #3 is the same. Thus, if position and bonding angle 

were the only factors to influence the result, we would expect both curves to be the 

same. But, the different curves obtained allow us to verify that the element involved 

also influences as it considers the interactions with its surroundings (principle of MOT). 

 

 

Figure 7.16: Ti atom at position #3 with Fe atom at #2 and the inverse situation. 
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Our last analysis tries to verify the influence of the presence of certain elements to 

the shape of the absorption-spectrum curve. Figure 7.17 presents the spectra obtained 

with atoms of Ti at position #3 and atoms of Fe at position #1 (top) and #2 (bottom), as 

well as their individual spectra. Keeping the Ti atom in a fixed position, we perceive 

that the resulting curve from the mixture of Ti and Fe translate in opposite direction to 

the one of the corresponding individual Fe atom. That is, if the spectrum of Fe #1 

translates to the left of the pure unit cell, with the presence of the Ti atom, the curve 

translates to right. A similar opposite translation is observed in the spectrum of Fe #2. 

This behavior presented by the curves verifies once again the influence of the involved 

elements and of their positions. 

 

 

 

Figure 7.17: Spectra obtained from a mixture of Ti atoms at position #3 with Fe atoms 

at position #1 (top) and #2 (bottom). 

7.5 Discussion  

As we tried to increase the number of atoms in the simulation samples, we faced 

some difficulties due to the exponential increase in the computational cost. At first, we 

tried performing the simulations on fast PCs in our laboratory. However, it would take 

days to execute 1% of the simulation. Then, we started using the resources of the 

National Supercomputing Center (Centro Nacional de Supercomputação) (CESUP, 

2012). Unfortunately, just after we started using these resources, their cluster began to 

present some refrigeration problems, resulting in abrupt stops of the executions, which 

forced us to restart the simulations, some of them days after being started. Despite the 

efforts of CESUP’s staff, this and other problems persisted in the following months.  
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Every time we restart a process in Orca, it essentially recalculates everything. Also, 

it is important to note that sometimes the same sample needs to be executed more than 

once, until it converges, what demands additional time. For example, the impure unit 

cells presented in Section 7.4 required more than 10 executions each, for convergence. 

Beside these problems, by just increasing the number of atoms in the sample, the 

program execution would be randomly interrupted due to different errors in different 

points of the process. The fact that these errors were not reproducible hindered the 

determination of their cause. Even working together for some weeks with people from 

the technical support of the cluster, it was not possible to determine what was 

happening. Sometimes, just by resubmitting the sample several times would end up 

resulting in an execution with no error at all. Such errors could occur due to various 

causes, including but not limited to: (i) errors in the program used to perform the 

quantum computation; (ii) non explicit divergences between the configuration of 

resources allocation in the cluster and in the program; (iii) differences between the 

configuration of the application programming interface (API) used by the cluster and by 

the program; and (iv) problems in the input files provided to the program. 

Due to these setbacks and the limited time for the development of a Master thesis, it 

was not possible to perform all the required simulations to complete the work as 

originally intended. It would be necessary several months just to identify the causes of 

the errors: review all the configurations, try other clusters (if necessary), and perform 

tests with other simulation programs. We should say that, despite all the faced 

problems, the use of the cluster was crucial to the development of this work. Although 

we did not obtain all the desired results, without using it, we would probably have no 

results at all. 

It is also important to note that the fundamental principle of the proposed simulation 

technique (i.e., the use of the Molecular Orbital Theory, and Time-Dependent Density 

Functional Theory) would not be altered to complete all the originally-planned work. 

The theories we use have been suggested for obtaining absorption spectra 

(MENNUCCI, 2010). The steps described in the previous sections would also 

conceptually remain the same. They could, however, suffer some modifications in 

practical aspects, such as replacing Orca by another program. 

This work was practically developed step by step in the same order as described in 

this chapter. Thus, it was very joyful and interesting to perceive that the obtained 

(although not all the desired) results behaved as predicted. These results reinforce our 

initial idea that, with a larger group of bigger samples, it would be possible to use a 

quantum physics approach for the determination of colors in minerals and maybe in 

other materials.  

There are many things that could be considered as future work. Certainly, the first 

thing that must be done is to solve the problems mentioned in the previous paragraphs. 

It would allow us to work with bigger samples and thus be able to complete this work as 

we conceived it. The completeness would be accomplished by, for example, generating 

spectra for the expanded version of the silica unit cell, adding different impurities with 

various concentrations and building a framework with all the steps integrated. However, 

note that if we had been able to simulate samples with up to a few hundred atoms, we 

would have fulfilled the original plan; a new range of possibilities would emerge. It 

would be possible, for example, to work with other minerals or even other kinds of 

materials. 
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8 CONCLUSIONS AND FUTURE WORK 

This thesis presented a general technique for simulating the colors of minerals based 

on a quantum approach. Starting from the unit cell that characterizes a mineral (e.g., an 

agate), larger structures can be obtained by combining multiple such cells, with possible 

introduction of impurities. By applying the simulation to one such structure, we obtain 

its corresponding absorption spectrum, from which the resulting color can be obtained. 

The generality of the proposed solution makes it applicable to arbitrary materials. This 

should allow us to simulate the appearance not only of natural materials, but also of 

synthetic ones (even those that are not stable under natural conditions). Such a result 

should have a great impact in many fields, such as chemistry, engineering, mineralogy, 

and astrophysics, besides computer graphics. The considerable amount of computational 

power currently required for performing all necessary experiments and simulations 

makes this endeavor too big to be undertaken in the scope and time available for a 

single Master thesis. This work is, however, a first important step along this direction, 

providing supporting evidence about the correctness of the proposed strategy. 

To the field of computer graphics, the main contribution of this thesis is the idea of 

using a quantum approach for image synthesis. It defines a whole new range of 

possibilities for mixing computational chemistry and computer graphics. For example, 

what if we could speed up the quantum calculations to the point of simulating the 

structure of a whole object (even a very small one) in all its complexity and richness of 

materials in real time? Or what if we could use molecular dynamics to simulate/develop 

new materials and see how they would look like, and analyze their properties, such as 

texture and shine. These are just some of the possibilities. 

As future work, we would like to be able to perform all the experiments necessary to 

apply the proposed solution to arbitrary materials. This will, however, require faster and 

more reliable computer infrastructure than is currently available in most academic 

institutions worldwide. We would also like to develop a framework that could be used, 

for example, by agate producers and sellers. It would simulate not only cuts but also 

some different dyeing processes to which some agate are submitted in order to enhance 

their commercial value. This simulation would have to take into account the difference 

in porosities of agates layers. This is related to the organization of the microcrystalline 

structure, and interferes with the dyeing process, resulting in a non-uniform and 

sometimes messy colorization (DAKE, FLEENER; WILSON, 1938).  

To obtain more realistic representations for agates, we would have to enhance the 

algorithm presented in Chapter 6 to treat cases where agates present some crystal 

formation in their structures. Also, by generating a mesh or other model that we might 

consider appropriate to work with our volume, we can treat the cases of translucence 

and other optical effects inside agates and objects sculptured from them. 
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APPENDIX A: PHYSICAL AND CHEMICAL 
BACKGROUND 

This appendix presents a brief overview of some physical and chemical background 

related to the subjects covered by this thesis. It is not intended to replace the reading of 

a good chemistry book, such as (BENVENUTTI, 2011), (ATKINS; FRIEDMAN, 

2005), (WULFSBERG, 2000), or (PAULING, 1988), or cover the state of art 

definitions in chemistry and physics about the mentioned subjects. Its goal is to give a 

general introduction and understanding of the principles that guide the proposed 

technique.  

A.1 Orbitals 

The Heisenberg Uncertainty Principle states that is not possible to determine the 

position and momentum (i.e., speed and direction) of a small particle, such as an 

electron, at the same time. This implies that we cannot describe precisely the electrons 

motion. Thus, we can only define the region in the space where there is the highest 

probability of finding a specific electron (ATKINS; FRIEDMAN, 2005). This region is 

called orbital. The equation that defines this probability is a wave equation, which 

treats the electron as a wave function and is given by (NASSAU, 2001): 

∫ 𝜓2𝑑𝑣, 

where ψ is the wave function which describes the electron as a wave; dv is the volume 

element given by dv = dx∙dy∙dz, and ψ2dv is the orbital. 

A solution of this wave equation describes the position and energy of an electron in 

an atom, i.e., describes an atomic orbital. These atomic orbitals can be expressed in 

terms of four quantum numbers, which are going to be described next. 

A.1.1 Quantum Numbers 

When a system is described in terms of quantum mechanics, the result of the 

Schrödinger wave equation does not present a single solution, but rather a set of 

solutions. Each individual solution is a wave function ψ containing a variable number of 

parameters: the quantum numbers (NASSAU, 2001). Appropriate solutions for ψ are 

only obtained if the quantum numbers have specific values. For each set of values, the 

energy of the system can be calculated. Thus, the quantum numbers are a set of four 

values used as parameters of the Schrödinger wave equation and, therefore, describe the 

highly-probable location of an electron in an atom (SHARMA, 2008), (ATKINS; 

PAULA, 2006). The following sections present these numbers. Their contents were 

based on (BURKHARDT; LEVENTHAL, 2008) and (ATKINS; PAULA, 2006). 
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A.1.1.1 Principal Quantum Number: n 

It accepts any integer number bigger than zero (n = 1, 2, 3 ...). It is limited to the 

number of shells presented in the atom. It is the indicator of the number of the shell in 

which the electron is. Thus, it is related to the electron’s distance to the nucleus. This 

value is used to determine the amount of energy of an atom. 

A.1.1.2 Azimuthal Quantum Number (Angular Momentum): l 

It accepts any integer value smaller than n and specifies a sub-level in an orbital. It 

is related to the orbital angular momentum of a particle. It is also related to the shape of 

the orbital. Although the values of l admit integer numbers, they are best known by their 

historical names “s”, “p”, “d” and “f”. Where, s is 0, p is 1, d is 2 and f is 3. These 

names are due to the fact that the quantum numbers have been discovered from the 

study of light. The lines of the electromagnetic spectrum were classified according to 

their quality: sharp, principal, diffuse, and fundamental. A transition element is one for 

which the shells d or f are not completely filled. If an ion is isolated, the probability of 

an electron be in any of the d orbitals is the same. But in a crystal structure, the 

electrostatic field splits the d orbitals into different energy levels. The way the orbital is 

split depends on the type, positions, and symmetry of the ligands around the ion 

(BURNS, 1993). 

A.1.1.3 Magnetic Quantum Number: m 

It accepts any positive or negative integer value ranging from –l to +l. 

Each sublevel is composed of one or more orbitals. When l = 1, for example, m 

accepts three values: - 1, 0 and +1. As we have seen in previous section, the sublevel for 

l = 1 is p. And, in conjunction with analyzing the value of m, it is concluded that the p 

orbital has three components which are usually called px, py and pz. These names are 

related to the x, y and z axes of a 3D coordinate system and, as will be discussed in 

Section A.1.3, are directly related to the orbital position relative to these axes in space. 

According to the shape of the orbital, it can have a different direction when in presence 

of a magnetic field. The s orbital can have one direction, p can have three (three fold 

degeneracy: px, py, pz), d five (five fold degeneracy: dxy, dyz, dxz, dx2-y2, dz2) and so 

on. Table A.1 presents the possible values for n, l and m. In this table only the values of 

n ranging from one to three are represent. For values of n greater than three, the logic 

for setting up the table would be similar. 

 

Table A.1: Possible values for n, l and m. 

n l m DENOMINATION 
1 0 0 1s 

2 

0 0 2s 

1 

-1 2px 

0 2py 

+1 2pz 

3 

0 0 3s 

1 

-1 3px 

0 3py 

+1 3pz 

2 

-2 3dxy 

-1 3dxz 

0 3dyz 

+1 3dx2-y2 

+2 3dz2 
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A.1.1.4 Spin: s 

It accepts the values +1/2 and -1/2. 

The electron is a wave, but it is also a particle, therefore, it has rotational motion. 

This rotation causes it to create electromagnetic energy. Spin are moves for or against 

the magnetic field where the electron was placed. They indicate the orientations of the 

electron (clockwise or anticlockwise). 

A.1.2 Electron Configuration 

Knowing the electron configuration of an atom is important because it determines 

the shape of the orbitals. Each orbital corresponds to an energetic level. For an electron 

to go from one level to another they need to emit/absorb energy. The Pauli Exclusion 

Principle states that two electrons in an atom cannot have the same set of quantum 

numbers. If they were equal, it would be like if two bodies were occupying the same 

place in space. An orbital can have two electrons as long as they are spinning in 

opposite directions. The filling sequence of layers is always performed through the 

addition of electrons one by one in the available level which has the least energy.  

When the levels s and p for any value of n are complete, this represents a steady 

state of noble-gas configuration. It takes a lot of energy to interact with these internal 

arrangements. Thus, the electrons that have acquired a noble-gas configuration will no 

longer combine with electrons from other atoms. This is the reason why when an atom 

combines with another and gains or losses electrons, forming ions, this exchange occurs 

only in the valence shell (outermost layer) (NASSAU, 2001). Below, we have the 

electron configuration of beryllium (element Be of the Periodic Table):  

Be = [He]2s2 

Where [He] represents the electron configuration of the noble-gas immediately 

before the element Be in the table. In other words, they are the electrons that are not 

going to react anymore. Only the two electrons of the 2s layer are going to interact with 

electrons from other atoms. Figure A.1 presents a simplified representation of the 

Periodic Table. The values above the columns directly indicate the electron 

configuration of the corresponding element and n is the Principal quantum number. 
 

ns           np 

1 2           1 2 3 4 5 6 

                  

  (n-1)d       

  1 2 3 4 5 6 7 8 9 10       

                  

                  

  LA                

  AC                
 

(n-2)f 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

LA               

AC               

Figure A.1: Simplified representation of the Periodic Table. 

 

Hence, based on Figure A.1, it is possible to directly obtain the electron 

configuration of the elements. Some examples are given below: 
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Na = [Ne] 3s1 (Sodium) 

Pb = [Xe] 6s2 5d10 6p2 (Lead) 

Fe = [Ar] 4s2 3d6 (Iron) 

Fe+2 = [Ar] 3d6 (Iron ion) 

Fe+3 = [Ar] 3d5 (Iron ion 

 

In these examples it is clear that the electrons from the element Fe that are being lost 

are always being removed from the outer level. However, observe that to fill the layers, 

you must first fill out all possible orbitals. For, to enter the same orbital, the electron 

spin would have to change, what would require the electron to spend a lot of energy. It 

is the Principle of Maximum Multiplicity of Hund. 

For example, the configuration of two electrons in a p orbital is:   

And not as it would be initially expected:  

Due to this principle there are some exceptions in the electron configuration of 

certain elements, which try to be more stable. Table A.2 presents these exceptions and 

their expected and real settings (BAIBICH, 2001). 

 

Table A.2: Exceptions of the electron configuration. 

Element Expected Obtained  Element Expected Obtained 
Cr [Ar] 4s2 3d4 

ns1(n-1)d5 

 Cu [Ar] 4s2 3d9 

ns1(n-1)d10 Mo [Kr] 5s2 4d4  Ag [Kr] 5s2 4d9 

W [Xe] 6s2 5d4  Au [Xe] 6s2 5d9 

 

It is noteworthy that these configurations are from the ground state of the atom, its 

most stable state. 

A.1.2.1 Hybridization 

The reorganization of the electrons in orbitals does not occur only in individual 

orbitals as seen in the previous session. It can also occur between orbitals, resulting into 

hybrid orbitals. This process is called hybridization. 

As an example, we can examine the electron configuration of carbon: 

C = [He] 2s2 2p2 

If we use arrows to represent its orbitals we obtain: 

↑↓  ↑↓ ↑↓ ↑↓ 

2s  2px 2py 2pz 

However, to achieve a more stable state, there is a promotion of one electron from 

the s orbital to the p orbital: 

↑↓  ↑↓ ↑↓ ↑↓ 

2s  2px 2py 2pz 

This is just a brief introduction to the process of hybridization. More information 

can be found at (FOX; WHITESELL, 2004) and (HORNBACK, 2005). 
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A.1.3 Shape of Orbitals 

The wave functions resulting from Schrödinger’s equation may have positive or 

negative sign. If squared and normalized, the result will always be positive and 

represents the density of the electron cloud. However, the signal is important because it 

is responsible for controlling the interaction between electrons (ZUMDAHL; 

ZUMDAHL, 2010), (WULFSBERG, 2000). 

All s orbitals have a spherical symmetric distribution of the electrons. The nucleus is 

located in the center and the size of the orbital depends on the value of n. A larger n 

results in a bigger electron cloud. It is important to note that the figures usually used to 

represent the orbitals are only schematic, since they do not have fixed borders. The 

three p orbitals are no longer spherically symmetric, but are made up of two lobes, one 

derived from a positive value of the equation and the other from a negative (NASSAU, 

2001). The shape of the orbitals d and f is also no longer spherical. Table A.3 presents a 

graphical representation of the possible individual orbitals. Electrons which participate 

in processes of hybridization have an orbital which is a hybrid of the individual orbitals 

involved (MCQUARRIE; SIMON, 1997). 

 

Table A.3: Graphical representation of the orbitals. 

Orbital Possible Shapes 

s 
 

p 

 

d 

 

f 

 

(Disponível em: http://pt.scribd.com/doc/14420276/Quimica-Inorganica-I. Acesso 

em: Jun. 2012). 

http://pt.scribd.com/doc/14420276/Quimica-Inorganica-I
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A.2 Definition of Mass and Matter 

The mass in the universe presents itself in two basic forms: as radiation (photons) 

and as matter. Under normal conditions of the human beings’ environment, the matter 

comes basically in three physical states: gas, liquid and solid. The physical state of 

matter varies according to the environment where it is located, specially, with 

temperature and pressure. Theoretically, therefore, regardless of their chemical 

composition, each matter may occur in each of these three physical states (CHVÁTAL; 

LIMA, 2007). Figure A.2 presents a phase diagram. Consisting of a graph representing 

the state in which a compound is according to a certain temperature and pressure. 

 

 

Figure A.2: Phase Diagram (Disponível em: 

http://en.wikipedia.org/wiki/Phase_diagram. Acesso em: Jun. 2012.). 

 

The gaseous state is characterized by a relatively small number of identities (atoms, 

ions, molecules) per unit of volume and a small number of collisions between them. For 

liquids, it is typical a greater number of identities per unit of volume, as well as a larger 

number of collisions between them. The solids are characterized by greater proximity 

between their constituents. The movement of these identities is limited to a relatively 

small space in the vicinity of certain points (the equilibrium position), given that the 

binding energy between the atoms (ions, molecules) that requires the energy of their 

thermal motion (CHVÁTAL; LIMA, 2007). 

The solid matter is the focus of this work; it can be classified into two groups: (i) 

crystalline material and (ii) amorphous materials. Crystal is a body with regular and 

periodic three-dimensional arrangement. This type of arrangement is called the crystal 

structure. On the other hand, in amorphous materials, the distribution is irregular. From 

this point of view, amorphous materials are similar to liquids and, indeed, may be taken 

by very slow fluid flow; glass, for example, stands out among the amorphous material 
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(CHVÁTAL; LIMA, 2007). Figure A.3 shows the structure of a crystalline material 

(left) and amorphous (right). 

 

         

Figure A.3: Structure of a crystalline (left) and an amorphous material (right) 

(CHVÁTAL; LIMA, 2007). 

 

It is important to note that a crystal is defined by its internal three-dimensional 

periodic structure, and not based on its outer edge. That is, the crystals are not only 

those perfect bodies, bound by their smooth faces, displayed in museums, but also the 

slivers of varying size, the nuggets, the grains irregularly limited, etc. The flat crystal 

faces are developed only in crystals that are not prevented from growth by the 

environment in which they are, so that the external format of a crystal is not a mere 

reflection of its structure. On the other hand, the polishing of an amorphous material 

(glass, for example) into a perfect crystalline shape does not result in a perfect crystal, 

because it does not fulfill the condition of having three-dimensional periodic internal 

structure (CHVÁTAL; LIMA, 2007). In Figure A.4 only items (a), (b) and (c) are 

crystals. Item (d) shows only regular external structure. 

 

 

Figure A.4: Only items (a), (b) and (c) are crystals (CHVÁTAL; LIMA, 2007). 

A.3 Light 

In this section we will present theories on light. There are innumerous books about 

physics and optics which cover this subject in a very detailed and advanced form. 

Therefore, we are going to briefly mention the basic concepts of some aspects related to 

this subject such as: definition of light, refractive and reflective indices, interaction of 

light with matter, etc. 

http://pe.kalipedia.com/popup/popupWindow.html?tipo=imagen&titulo=Organizaci%F3n+de+los+%E1tomos+en+la+materia+cristalina&url=/kalipediamedia/cienciasnaturales/media/200704/17/tierrayuniverso/20070417klpcnatun_16.Ges.LCO.p
http://pe.kalipedia.com/popup/popupWindow.html?tipo=imagen&titulo=Materia+amorfa.&url=/kalipediamedia/cienciasnaturales/media/200704/17/tierrayuniverso/20070417klpcnatun_17.Ges.LCO.p
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A.3.1 Definition of Light 

James Maxwell showed that a light ray is a progressive wave of electric and 

magnetic fields, that is, an electromagnetic wave. As can be seen in Figure A.5, we 

know a broad spectrum of electromagnetic waves. The visible region of the spectrum is 

the one we are most interested in. The wavelengths’ intervals corresponding to the 

different colors of the spectrum are not well defined. So the colors changes from one to 

the other gradually. The sensitivity limits of the human eye are approximately 430 and 

690nm and may be higher if the radiation is intense enough (HALLIDAY, RESNICK; 

WALKER, 2003). 

 

Figure A.5: Electromagnetic spectra (HALLIDAY, RESNICK; WALKER, 2008). 

 

An electromagnetic wave is a transverse wave. That is, the electric and magnetic 

fields are perpendicular to the direction of wave propagation. These fields are also 

perpendicular to each other. Figure A.6 shows a wave propagating in the direction c and 

their respective electric and magnetic fields (HALLIDAY, RESNICK; WALKER, 

2003). 

 

Figure A.6: Wave propagation in the c direction and its electric and magnetic fields 

(HALLIDAY, RESNICK; WALKER, 2008). 

 

Electromagnetic waves do not require a medium to propagate. 

If at the human retina arrive simultaneously waves with wavelengths from 3900 to 

7700 Å, the brain interprets this radiation as white light. In other words, white light is 

the "mixture" of all the colors of the visible light spectrum. 
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The frequency of light is given by: 

𝑓 =  
𝑣

𝜆
 

where v is the speed of light in the medium and λ is the wavelength. 

This frequency is fixed for a given light source and remains constant even if the 

light passes through different media (REINHARDT, 2008). 

The following is a series of concepts and definitions adapted from (NARDY; 

MACHADO, 2002). 

Wavelength (λ): It is the distance between two consecutive and identical positions 

(or in phase) in the direction of the propagation of a wave. The wavelength in the case 

of visible light, is given in Angstroms, Å, where 1Å = 1x10-7 mm = 1x10-1 mµ. Figure 

A.7 shows the distance of a wavelength λ, with amplitude A. 

 

 

Figure A.7: Distance of a wavelength λ, with amplitude A. 

 

Period (T): It is the time spent to complete an oscillation, that is, the time needed to 

travel to a distance equal to one wavelength (λ). The period is expressed in seconds. 

Frequency (N): The number of oscillations completed in a certain unit of time. The 

frequency is expressed in cycles per second or Hz. Note that the period is the inverse of 

frequency, that is: 

𝑁 =  
1

𝑇
 

Speed of light (c): The speed of light in vacuum is the same for all colors and it is 

equal to: c=299.776 (± 4) Km/s. The relationship between these quantities is: 

𝑁 =  
𝑐

𝜆
 

It should also be considered that the frequency of the oscillations does not change 

when the waves pass through different media. When a ray of light undergoes refraction 

there might be changes in speed and/or in its wavelength, but never in its frequency. 

Monochromatic light: This is light composed of a single wavelength or several 

which vary in a fairly narrow range, i.e.: The sodium vapor lamp with λ ranging 

between 5890 and 5896 Å. 

Polychromatic light: It is the light composed of a wide range of wavelengths, i.e.: 

Sunlight, household light bulb, etc. The petrographic microscope uses a polychromatic 

light source, obtained through a tungsten filament lamp (similar to a household light 

bulb), yellowish, to which is added a blue filter to make it white. The use of 

polychromatic light in the microscope is desirable because it promotes the phenomenon 

of dispersion of the refractive indices in minerals. The monochromatic light in turn, is 
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used only in precision optical measurements, as in refractometers (equipment that 

measures the refractive index of minerals and liquids). 

Ray: It is the direction of propagation of light from the point of origin to any other 

point. In homogeneous media, the rays are straight. 

Beam: It's a set of light rays that start from the same source. 

A.3.2 Photons 

A quantized magnitude is the one that has only integer multiples of an elemental 

amount. Quantum is the elemental amount of this quantized magnitude. Einstein 

proposed that electromagnetic radiation is quantized. Photon is as it is called the 

elemental amount of light (HALLIDAY, RESNICK; WALKER, 2003). 

The energy of a photon (light quantum) of frequency f is given by: 

𝐸 = ℎ𝑓, 

where h is Planck's constant. The energy of a single photon (hf) is the lowest energy that 

a light wave of frequency f can have. 

When light interacts with an object, it is absorbed or emitted by the atoms that 

constitute this object. When the absorption of a photon occurs, the atom acquires the 

energy contained in this photon which is thus annihilated. When the emission of a 

photon occurs, it means that the atom is releasing energy as light, it is the creation of a 

photon. Not necessarily the same amount of absorbed photons will be emitted and vice 

versa (HALLIDAY, RESNICK; WALKER, 2003). 

A.3.3 Wave-Particle Duality 

The light can be seen as both a wave and a particle depending on the physical 

process that is being studied. The colors of the visible light are defined in terms of 

wavelength. The perception of color by an individual is related to the sensitivity of your 

eyes. The theory of light as wave describes the light as a longitudinal wave whose 

direction of propagation and energy transfer are perpendicular. The theory of light as a 

particle describes the light as composed of photons of different energies and with these 

energies related to the wavelength in the electromagnetic theory (GUNTER, 2008). 

A.3.4 Polarized Light 

Light behaves like an electromagnetic wave. This wave propagates according to a 

transverse undulatory motion in which the direction of vibration is perpendicular to the 

direction of propagation. In natural light, or non-polarized, the electric field changes 

randomly with time, but remains perpendicular to the direction of propagation of the 

ray. Figure A.8 presents an example of non-polarized light, where the arrows represent 

the different directions taken by the electric field. The polarized light, in turn, has an 

electric field that oscillates in only one direction, as shown in Figure A.9. 
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Figure A.8: Non polarized light (GUNTER, 2008). 

 

Figure A.9: Polarized light (NARDY; MACHADO, 2002). 

A.3.5 Refraction and Reflection 

Geometrical optics is the study of the properties of light waves which is based on the 

assumption that light travels in a straight line. And thus, it is possible to determine the 

behavior that a ray of light will have when reaching a surface. 

Figure A.10 shows an example of the propagation of a light wave, where a beam of 

light falls on a flat surface. Some of the light is reflected, i.e., it is re-emitted by the 

surface. Part penetrates, forming a beam that propagates down the surface. If it is a 

transparent material, the light that penetrated will be refracted. Refraction is the passage 

of light through a surface that separates two different media. The light beams in Figure 

A.10 represent the incident ray, the reflected, the refracted and the angles associated. 

The orientation of these rays is measured relative to the surface normal. The plane 

containing the normal and the incident ray is the plane of incidence (HALLIDAY, 

RESNICK; WALKER, 2003). 

 

 

Figure A.10: Propagation of a light wave.  
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The law of reflection says that the reflected ray is in the plane of incidence and has a 

reflection angle equal to the incidence angle which, following the denomination of 

Figure A.10, is 𝜃1
′  =  𝜃1. 

As for the refraction, its behavior depends on the medium where the light is 

propagating. The Refractive Index (η) exists to consider this aspect. It is a 

dimensionless constant that represents the change in the speed of light as it passes from 

one medium to another and can be defined as: 

𝜂 =  
𝑣𝑣

𝑣𝑚
 

where η is the refraction index; vv is the speed of light in vacuum and vm is the speed of 

light for an specific wavelength in a certain medium. 

The quantum theory of light is used to explain the changes in refractive index. When 

photons penetrate into a material they are decelerated by the interaction with electrons 

and, the greater the deceleration, the higher refractive index. Likewise, increasing the 

electron density increases the value of the index. This value is also related to the bonds 

of the atom. In general, ionic compounds have lower values than covalent. In covalent 

bonds there are more electrons being shared, thus, there are more electrons distributed 

through the structure and interacting with the incident photons (GUNTER, 2008). 

Geometrically, the light passes through a crystal with the incident and transmitted 

rays following Snell's law: 

𝑛𝑖 sin(𝜃𝑖) = 𝑛𝑡 sin(𝜃𝑡)  

where ni in the index of refraction of the incident medium; nt is the index of refraction 

of the transmission medium; θi is the incident angle and θt is the transmission or 

refraction angle. Many concepts of physical optics and ray tracing algorithms are based 

on this formula. It is obeyed by all isotropic materials. 

The refractive index of a material is dependent on the wavelength of incident light. 

That is, a light beam formed by rays of different wavelengths, will have different angles 

of refraction for each ray. Resulting in a scattering of rays called chromatic dispersion 

(HALLIDAY, RESNICK; WALKER, 2003). The rainbow is an example of dispersion. 

White light is composed of different wavelengths and each has a different refractive 

index, which causes the different colors of the rainbow. Figure A.11 presents the 

propagation of a beam of white light through a glass prism of triangular cross section. It 

can be seen that dispersion occurs when light enters the glass and intensification when 

the light leaves the glass. 

 

 

Figure A.11: Propagation of a white light beam through a prism (Disponível em: 

http://en.wikipedia.org/wiki/File:Dispersion_prism.jpg. Acesso em: Jun. 2012). 
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APPENDIX B: THE CAUSES OF COLOR 

Nassau (NASSAU, 2001) makes a detailed analysis of the physical and chemical 

principles that cause color. Altogether, the author points to 15 causes of colors for the 

existing materials:  

1. Incandescence 

2. Gas excitation 

3. Vibrations and rotations 

4. Presence of transition metal in the original compound 

5. Presence of transition metal as an impurity 

6. Molecular orbitals 

7. Charge transfer 

8. Band theory for metals 

9. Band theory for semiconductors 

10.  Impurities in semiconductors 

11.  Color centers 

12.  Dispersion 

13.  Scattering 

14.  Interference without diffraction 

15.  Diffraction 

 

This work does not intend to replicate the information contained in (NASSAU, 

2001) and (SHEVELL, 2003). Thus, in the following sections only a summary of each 

cause will be provided, so that the reader can get an overview of them. What can be 

concluded is that, in essence, all these mechanisms of color production are based on the 

interaction of incident light rays with the electrons and chemical bonds that form the 

material. 

B.1 Incandescence 

When one heats any object, its color changes as the temperature increases. The 

increase in temperature is derived from the increase in vibrational energy of this object. 

Atoms and molecules then emit some of this energy as photons, i.e., they emit light. The 

hotter the object, the greater the energy of vibration of its atoms, and therefore, the 

greater the frequency of the emitted light. Thus, with the increase in temperature, the 

color sequence black, red, orange, white and bluish white is formed. Figure B.1 shows 

the spectrum of colors and three ways of expressing it: (i) frequency (vibrations per 

second), (ii) wavelength, and (iii) energy. Figure B.2 shows a piece of hot iron where it 

is possible to observe part of the sequence of colors. 
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Figure B.1: Spectrum of colors (NASSAU, 2001). 

 

 

Figure B.2: Piece of hot iron (Disponível em: http://s3.amazonaws.com. Acesso em: 

Mar. 2009). 

B.2 Gas Excitation 

Unlike incandescent light that may be emitted by any hot object, in the excitation of 

gases it is a specific chemical element that emits light. An atom in a gaseous or vapor 

state may have its electrons excited to higher energy levels. The light is then emitted 

when part of this energy is released as photons. The electron configuration of the atom 

will determine the energy levels that can be achieved and the possible transitions 

between energy levels. And so, determine the wavelength of the emitted photons. 

There are various ways of exciting a gas, for example, using an electric current, as in 

the neon tubes, and in the sodium and mercury lamps. Figure B.3 presents the light 

emitted by a sodium lamp. 

http://s3.amazonaws.com/
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Figure B.3: Light emitted by a sodium lamp (Disponível em: 

http://www.lightsoftherockies.net/-Green__Lighting.html. Acesso em: Jun. 2012). 

B.3 Vibrations and Rotations 

Consider, for example, a molecule of iodine (I2) in the gaseous state. We can 

represent it as two sphere connected by a spring representing the chemical bond. If the 

system is disturbed, it will vibrate. Figure B.4 presents the possible directions of 

vibration for the molecules of iodine (left), and water (right). 

 

 

Figure B.4: Directions of vibration for molecules of iodine (left), and water (right) 

(SHEVELL, 2003). 

 

The frequency of vibration of all the molecules is so low that the energy involved is 

too small to directly interact with visible light. Consequently, the absorptions due only 

to vibrations are restricted to the infrared. As the systems involved are very small (we 

are dealing at atomic level) and contains low energy, only a few vibrational energies are 

possible.  

The vibrational energy levels are much closer than the electronics. Thus, each 

electronic level has a series of vibrational levels called v1, v2, v3, ... for the ground 

state; v1', v2', v3 '... for the first excited state and so on. There are cases, such as the 

color of ice and water, in which only the vibrations are responsible for their coloration. 

But besides the vibrational energy levels, there are still the rotational energy levels, 

resulting from the rotation of molecules. Figure B.5 presents the possibilities of rotation 

http://www.lightsoftherockies.net/-Green__Lighting.html


 

 

103 

 

of a diatomic molecule, which, together with the vibration, determines the color of the 

compound. 

 

Figure B.5: Possibilities of rotation for a diatomic molecule. 

 

That is, vibrations and rotations provide different levels of energy for each 

electronic level what modifies the absorption and emission spectrum. This is what 

happens, for example, with iodine. Figure B.6 presents iodine in solid state (left) and 

vaporized (right). Note that in the image of solid iodine it is possible to see a light 

purple color over the black solid, indicating the onset of vaporization. 

 

 

Figure B.6: Iodine in solid state (left), and vaporized (right) (Disponível em: 

https://www.chem.wisc.edu/deptfiles/genchem/lab/ptl/Elements/i/I.html. Acesso em: 

Jun. 2012) 

B.4 Presence of Transition Metal in the Original Compound or as 

Impurity 

The presence of transition metals either in the original compound or as in the form 

of impurities is the best known cause of color. It is responsible for the color of many 

minerals and gems. The energy required to excite an electron that is paired is very high. 

Thus, the absorption of visible light occurs in inorganic compounds containing metallic 

ions with unpaired electrons in the d or f orbitals. 

Consider a crystal of aluminum oxide (Al2O3), which, as seen in Figure B.7, consists 

of an aluminum atom surrounded by six atoms of oxygen in the form of a slightly 

distorted octahedron. Since all electrons are paired, this results in a colorless crystal. 

https://www.chem.wisc.edu/deptfiles/genchem/lab/ptl/Elements/i/I.html
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Figure B.7: Aluminum atom surrounded by six atoms of oxygen (SHEVELL, 2003). 

 

If we exchange 1% of the Al+3 ions by Cr+3 ions, which has unpaired electrons in the 

orbital 3d, the mineral will acquire a beautiful red color, and it will be called ruby. With 

emerald also occurs the substitution of the aluminum ions by chromium ions. However, 

the mineral that will lead to the emerald before replacement (i.e., the mineral without 

impurities) is beryllium (Be3Al2Si6O18). Thus, despite the fact that the substitution that 

occurs is the same, the green color of emerald is due to the presence of beryllium and 

silicates in its composition. Figure B.8 presents from left to right, the crystals of 

aluminum oxide, ruby, and emerald. 

 

 

Figure B.8: From left to right, the crystals of aluminum oxide, ruby and emerald 

(Disponível em: http://www.chm.davidson.edu/vce/coordchem/cft.html. Acesso em: 

Jun. 2012) (Disponível em: http://en.wikipedia.org/wiki/Ruby. Acesso em: Jun. 2012) 

(Disponível em: http://en.wikipedia.org/wiki/Emerald. Acesso em: Jun. 2012). 

 

The Alexandrite mineral has an interesting effect. Consisting of beryllium aluminate 

containing a little bit of chromium, it has an intermediate behavior between ruby and 

emerald. As can be seen in Figure B.9, when illuminated by daylight or by a fluorescent 

light, it has a blue-green color. And, under the light of an incandescent lamp, one 

http://www.chm.davidson.edu/vce/coordchem/cft.html
http://en.wikipedia.org/wiki/Ruby
http://en.wikipedia.org/wiki/Emerald


 

 

105 

 

perceives a deep red color. This rare effect (called Alexandrite Effect) can be observed 

in other gemstones and it is not related to pleochroism14. 

  

 

Figure B.9: Alexandrite effect (Disponível em: 

http://www.geocities.jp/senribb/jewels/gem1st.html. Acesso em: Jun. 2012). 

B.5 Molecular Orbitals 

The Molecular Orbital Theory (MOT) is used to explain the color in organic 

compounds. This category includes all types of dyes and pigments. As these compounds 

are beyond the scope of this work, they will not be addressed and an overview of MOT 

was given in Section 5.2.1. 

B.6 Charge Transfer 

As can be seen in Figure B.10 (left), a crystal of aluminum oxide is colorless.  When 

iron impurities are present, it acquires a pale yellow color (Figure B.10 center). If 

besides iron titanium is also present, the result is the intense blue of the Blue Sapphire 

(Figure B.10 right). The mechanism responsible for this is charge transfer. That is, due 

to the energy produced by the absorption of a photon, an electron from an ion of a 

transition metal passes to another transition metal, resulting in a temporary change in 

the valence states of both ions. 

 

  

Figure B.10: A crystal of aluminum oxide (left). Iron impurities result in a pale yellow 

color (center). Iron plus titanium impurities result in the blue (right) (Disponível em: 

http://en.wikipedia.org/wiki/Corundum. Acesso em: Jun. 2012). 

                                                 
14 See Section 2.1.6.2 for definition 

http://www.geocities.jp/senribb/jewels/gem1st.html
http://en.wikipedia.org/wiki/Corundum
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Consider two slightly distorted octahedral adjacent aluminum sites occupied by Fe+2 

and Ti+4, as shown in Figure B.11. The transfer of an electron from iron to titanium 

results in the variation of the valence of both ions: 

𝐹𝑒+2 +  𝑇𝑖+4  →  𝐹𝑒+3 +  𝑇𝑖+3 

 

Figure B.11: Slightly distorted octahedral aluminum sites occupied by Fe+2 and Ti+4 

(SHEVELL, 2003). 

 

This process requires absorbing energy corresponding to the yellow color in the 

spectrum, thus, it results in the emission of the complementary color, blue. This 

exchange can occur both with ions of different elements, as well as with ions of the 

same elements, as it occurs with Fe+2 and Fe+3in magnetite. 

B.7 Band Theory  

Consider two hydrogen atoms that connect to form a bond. Two atomic orbitals 

interact and form two molecular orbitals. If now we have four atoms, we expect that 

four molecular orbitals are going to be formed. Extrapolating this approach to a piece of 

metal containing 1023 atoms interacting per cubic centimeter, we expect 1023 of these 

orbitals, forming something as an "energy band", as can be seen in Figure B.12. 

 

 

Figure B.12: Energy band (SHEVELL, 2003). 
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The band theory is used to explain the properties of metals and their aloe. The 

format of the band depends on the atomic orbitals involved, on the number of atoms 

present, on the geometry and the space between the atoms. The total number of 

electrons involved is the sum of all valence electrons of all atoms present. 

The ability to hold electrons varies with different energies through the band. The 

highest energy level filled is called the Fermi surface. In a metal, the bonding electrons 

no longer belong to individual atoms, but to the piece of metal as a whole. They are 

"delocalized". 

When light falls on a metal, electrons below the Fermi surface can be excited to 

higher levels of energy in the empty part of the band. The light is so intensely absorbed 

that it cannot penetrate far into the metal. As the metal is a conductor of electricity, the 

light absorbed will induce an electrical current in the metal surface. The electromagnetic 

theory shows that these currents immediately emit light back out of the metal, resulting 

in large reflection of a polished metal surface. Figure B.13 shows a silver ore, where 

this property can be perceived. 

 

 

Figure B.13: Silver ore (Disponível em: http://en.wikipedia.org/wiki/Ore. Acesso em: 

Jun. 2012). 

 

In some materials, such as insulators and semiconductors, there is a gap in the band, 

affecting the color. This gap is the difference between the energy of the valence band15 

and the conduction band16.  Thus, the color of pure material varies with the size of the 

gap as a larger gap means that a larger amount of energy is required to excite an 

electron from the valence band to the conduction band. Therefore, for example, if the 

required energy is superior to those corresponding to the visible spectrum, the material 

will be colorless. 

If a substance forms an impurity level in the band gap, then the light can be 

absorbed (or emitted) by a semiconductor with energy smaller than the gap. This 

principle is responsible, for example, for yellow diamonds. This results from the 

presence of some nitrogen atoms in the carbon structure. The variation in the size of the 

gap is demonstrated by the mixture of the yellow crystals of cadmium sulfide (CdS) and 

the black ones of cadmium selenide (CdSe). These compounds have the same structure 

and form a continuous series whose sequence of colors is represented in Figure B.14. 

                                                 
15 Valence band is the band where the electrons are bound to one atom. 

16 Conduction band is the band where the electrons can move freely through the 

material. 

http://en.wikipedia.org/wiki/Ore
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Figure B.14: Color sequence of a continuous series formed by crystals of CdS and CdSe 

(SHEVELL, 2003). 

B.8 Color Centers 

Color centers involve the displacement of an electron through radiation or other 

techniques with the formation of a hole. For example, in Figure B.15, atom A is 

irradiated and its electron is displaced, forming a hole center.  This displaced electron is 

trapped in atom B and forms an electronic center. The hole center in atom A and/or the 

electronic center in atom B may become the center of color that absorbs light.   

 

 
Figure B.15: Example of the formation of color centers (SHEVELL, 2003). 

 

Color centers may or may not be stable. The non-stable ones can be undone by the 

presence of light or by heating. The stable ones can only be undone by heating. Some 

have the opposite behavior and form in the dark. Color centers are responsible, for 

example, for the different colors of topaz, seen in Figure B.16. 
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Figure B.16: Different colors of topaz (Disponível em: 

http://en.wikipedia.org/wiki/Topaz. Acesso em: Jun. 2012.). 

B.9 Dispersion 

Dispersion involves the reduction of the refractive index with the increasing of the 

wavelength. Anomalous dispersion occurs in regions where there is absorption of 

incident light. The color is generated by the dispersion in prisms and lenses, faces of 

gems, water drops, ice crystals, and the atmosphere. An example of dispersion is the 

sparkles presented by a diamond cut such as shown in Figure B.17.  

 

 

Figure B.17: Sparkles in a diamond (Disponível em: http://www.whiteflash.com/about-

diamonds/diamond-education/diamond-light-return---is-maximization-really-the-

answer-1158.htm. Acesso em: Jun. 2012.). 

B.10  Scattering 

When the air is apparently clean, it is difficult to witness the scattering effect. 

However, if there is dust in the air, we can see, for example, the sun's rays coming 

through the window. And, most atmospheric phenomena such as the blue sky and the 

red sunset (represented in Figure B.18), is due to different types of scattering. 

 

http://www.whiteflash.com/about-diamonds/diamond-education/diamond-light-return---is-maximization-really-the-answer-1158.htm
http://www.whiteflash.com/about-diamonds/diamond-education/diamond-light-return---is-maximization-really-the-answer-1158.htm
http://www.whiteflash.com/about-diamonds/diamond-education/diamond-light-return---is-maximization-really-the-answer-1158.htm
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Figure B.18: Red sunset (Disponível em: http://www.123rf.com. Acesso em: Jun. 

2012). 

 

Lord Rayleigh was the first to understand that even the purest substances, including 

gases, have fluctuations in their refractive indices and can spread the light. He 

demonstrated that the intensity of scattered light Is is related to the incident light I0 by 

the inverse of the fourth power of the wavelength: 

 
𝐼𝑠

𝐼0
=  𝑐𝑜𝑛𝑠𝑡 𝜆−4 

The Rayleigh scattering produces blue colors when the scattering centers are larger 

than the wavelength of light, resulting, for example, in the blue of the sky, in the red 

sunset and in the green and purple colors of some animals. And when they are larger 

than the wavelength, it usually results in white, but it can also result in the phenomenon 

of blue moon. 

B.11 Interference and Diffraction 

Two light beams of the same wavelength can interfere with each other 

constructively or destructively, as shown in Figure B.19. 

 

 

Figure B.19: Constructive (left) and destructive (right) interference (SHEVELL, 2003). 

 

If two monochromatic beams are focused onto a thin surface the result is black and 

white fringes. If the beam is of white light, it produces the range of Newton’s colors. 

These colors can be observed, for example, on the surface of soap bubbles, as in Figure 

B.20. 

http://www.123rf.com/
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Figure B.20: Bubble soap (Disponível em: http://www.123rf.com. Acesso em: Jun. 

2012). 

 

Diffraction describes the propagation of light at the edges of an object. As two 

diffracted light beams from opposite sides of a small particle can cause interference, 

diffraction always involves interference. Thus, it results in colored fringes around and 

within the shadow of the object. When there are many small particles as in the case of 

clouds and fog, it produces effects such the corona shown in Figure B.21 (left), or the 

iridescent clouds (right), and many others. 

 

 

Figure B.21: Corona (left)and iridescent clouds (right) (Disponível em: 

http://astrobob.areavoices.com/2008/09/13/through-fog-into-another-dimension. Acesso 

em: Jun. 2012) (Disponível em: 

http://www.flickr.com/photos/pixieledpictures/2570791174. Acesso em: Jun. 2012).

http://www.123rf.com/
http://astrobob.areavoices.com/2008/09/13/through-fog-into-another-dimension
http://www.flickr.com/photos/pixieledpictures/2570791174
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APPENDIX C: DEVELOPING THE IDEA 

In this appendix we present a description of some ideas and paths we followed from 

the initial goal till the development of the technique described in this work. 

Our initial goal was to generate the appearance of a mineral given its chemical 

composition. Something quite ambitious and bold which we knew would require several 

years of hard work. And, due the huge amount of existent minerals, it would be 

necessary to greatly limit our scope. 

Approximately a year of work was required just for us to get to the point of initiating 

the development of the methodology as it is presented today. At first, it was necessary 

to achieve a deeper understanding of the problem so that we could determine which of 

its points we would attack and which approach we would use to solve them. When you 

think about simulating the appearance of something, you must mainly consider how we 

perceive this object, that is, you have to answer two fundamental questions: (1) How is 

its surface (what is it made of)? and (2) How do our eyes perceive the interaction of 

light with it? With that in mind, we then started the development of our work. 

We started our work by performing a study about the mechanisms of the formation 

of minerals; their chemical composition and internal structures and the causes of their 

colors. A summary of this study originate the Chapters 2, 3 and Appendix A: and 

Appendix B: of this work. In addition, we also did a bibliographical survey about the 

existent techniques for the syntheses of images of minerals at atomic level and of their 

surface, which summary can be seen at Chapter 4. 

After this study, we started studying the quantum behavior of light, i.e., how 

emission and absorption of light happens at quantum level. In order to emulate these 

phenomena, we study some existent models such as the “Particle in a box”. The model 

turned out to be very simple and unstable, which lead us to have to try a different 

approach. 

At this point our efforts were divided into two fronts:  

Appendix A: Working with optical phenomena; 

Appendix B: Working with colors at a quantum level. 

There are many optical phenomena which can be presented by a mineral, such as 

dispersion, scattering, diffraction and birefringence. The three former are widely 

covered by computer graphics literature. In the other hand, there are only few works 

related to birefringence and they are specific for uniaxial crystals, for example, 

(TANNENBAUM, TANNENBAUM; WOZNY, 1994) and (WEIDLICH; WILKIE, 

2008b). Thus, we decided to work with the simulation of the birefringence effect in 

biaxial crystals, which, to the best of our knowledge, have never been synthesized 
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before. The approach of applying quantum mechanics for the determination of colors 

has also never been worked in the field of computer graphics. 

We worked several months in the development of the algorithm to simulate 

birefringence for biaxial crystals. We did many progresses toward this direction. Among 

others, some of the things we did were: (i) Based on the study of existent literature, as 

for example (ZHANG, 1992) and (BORN; WOLF, 1999), we determined the set of 

equations required for calculating this effect; (ii) We the developed a C++ program 

which receives a group of parameters and then it uses the MathLink API (WOLFRAM, 

2010b) to communicate with the software Mathematica (WOLFRAM, 2010a) in order 

to solve this set of equations; and (iii) we stated developing our extension to the 

traditional ray tracing algorithm by integrating the previous work with PBRT17 

(PHARR; HUMPHREYS, 2004) for synthesizing the images.  

However, we did not finish the integration. As have been said before, in parallel to 

this development we were thinking about the color simulation. Therefore, as colors (or 

the lack of it) is a property presented by every mineral and the effect of birefringence in 

biaxial crystals is rarely seen with naked eyes in real life (ulexite is one of the few 

minerals where this effect can be more easily perceived), we decided to let the 

simulation of this effect aside for some time and dedicate ourselves to the determination 

of color. Nevertheless, working only with color turned out to be a so complex and 

interesting subject, that we, so far, never get back. But, due to the efforts already spent 

on the subject and the interesting results that can be achieved, this is certainly a subject 

for future work.  

Regarding colors, our first idea was a simple approach. It consisted of consulting 

existing tables with information such as transition energy for different ions. But this 

model is so simple that it does not bring much gain to the area of computer graphics. 

Because, although there are some sort of extra information and calculation required, in 

essence, it consists of consulting a table. A similar thought can be done for the use of 

existent absorption spectra. However, in this case it is even more limited, as we would 

be restricted to minerals that exist in real life and which absorption spectrum has 

already been determined in practice. And, also, we would again not have any real 

innovation as rendering based on spectral information is something rather common in 

ray tracing software. 

Therefore, these are some of the reasons why we decided to start working on the 

approach described by this work. Other reasons would be, for example, the challenge of 

working in an area not explored by computer graphics and the possibility of doing 

something that could be availed for other areas too. 

  

                                                 
17 PBRT is a physically based ray tracer. 
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APPENDIX D: RESUMO EXPANDIDO (EXTENDED 
ABSTRACT IN PORTUGUESE) 

Diversas classes de minerais apresentam uma beleza extraordinária. Porém, a 

simulação realista de suas cores e aparência é um problema bastante complexo. É 

necessário um grande esforço para determinar, através de experimentos práticos, 

funções que aproximam o resultado da interação da luz com os minerais. O mesmo pode 

ser dito sobre a simulação de todos os outros tipos de materiais. Assim, o 

desenvolvimento de uma técnica genérica para simular tal interação, que leve em 

consideração as propriedades do material, é bastante desejável, encontrando inúmeras 

aplicações práticas. Que variam desde a síntese de imagens em computação gráfica, até 

o desenvolvimento de novos materiais com características ópticas e visuais pré-

definidas. Nosso principal objetivo é a simulação realista de cores de materiais em geral 

com base em princípios fundamentais, i.e., o uso de uma abordagem quântica. É um 

objetivo bastante arrojado que irá necessitar de vários anos de trabalho. O trabalho 

descrito nesta dissertação é um primeiro passo nesta direção. Como a gama de materiais 

existentes é extremamente ampla, optamos por focar nossa atenção nos minerais. 

Tendo em vista que as cores dos minerais são fundamentalmente determinadas pela 

composição e organização de suas moléculas, se queremos uma técnica genérica para 

simular estas cores, é preciso trabalhar em nível molecular. Um modelo de interação da 

luz em nível tão fundamental nos levaria ao desejado modelo genérico de cores. Além 

disto, nos permitiria prever a cor de minerais não existentes e também, realizar testes 

com diferentes tipos e quantidades de impurezas de modo a determinar quais impurezas 

são as mais propensas a causar uma determinada cor. 

Dado o enorme número de minerais diferentes, foi necessário reduzir o escopo desta 

dissertação. Gemas lapidadas, como as turmalinas (GUY; SOLER, 2004) ou diamantes 

(SUN, FRACCHIA; DREW, 1999), (SUN, FRACCHIA; DREW, 2000a), são os tipos 

de minerais que receberam mais atenção em computação gráfica. Por outro lado, os 

minerais mais abundantes são os silicatos. Eles representam 95% da crosta Terrestre 

(BRITANNICA, 2008). Portanto, é desnecessário frisar a importância de poder simulá-

los. Assim, optamos por focar nosso trabalho nos silicatos, mais especificamente, no 

colorido e interessante grupo formado pelas ágatas. 

Técnicas de síntese de imagens baseadas na simulação da interação da luz em nível 

molecular ainda não foram exploradas. Além do mais, até onde temos conhecimento, 

não há trabalhos específicos sobre a síntese de ágatas. Mesmo analisando de forma mais 

ampla, são encontrados apenas alguns poucos trabalhos relacionados à síntese de gemas 

e minerais. Esta dissertação apresenta os conceitos fundamentais de um conjunto de 

métodos utilizados para simulação de cores de ágatas, de modo que estes conceitos 

possam ser aplicados à outras áreas de simulação visual. 



 

 

115 

 

D.1 Trabalhos Relacionados 

Até o momento da escrita desta dissertação, não há trabalhos na área de computação 

gráfica focados na síntese de imagens de ágatas. No entanto, foram apresentados 

diversos trabalhos relacionados a efeitos ópticos, moléculas e principalmente à materiais 

em geral, como por exemplo, mármore e madeira. Esta seção apresenta aqueles que 

estão mais diretamente relacionados ao descrito nesta dissertação. 

SUN, FRACCHIA e DREW (1999) apresentaram uma técnica para a síntese de 

dispersão da luz. Os autores desenvolveram um método dispersivo para traçar raios 

onde são utilizados diversos raios e cada um possui seu próprio caminho e comprimento 

de onda. A contribuição de todos os raios determina a coloração final. Em (SUN, 

FRACCHIA; DREW, 2000a), propuseram uma técnica para a síntese de diamantes que 

é uma versão estendida do algoritmo tradicional de Ray Tracing (WHITTED, 1979). O 

método utiliza uma combinação de efeito Fresnel, absorção volumétrica e dispersão de 

luz. Em (SUN, FRACCHIA; DREW, 2000b), apresentaram um modelo de absorção 

volumétrica para materiais transparentes homogêneos. Esta abordagem também se 

baseia em traçar raios. Porém, requer as absortividades espectrais de todos os objetos 

transparentes e aplica um fator de atenuação baseado na lei de Bouguer-Lambertian, que 

relaciona as propriedades de absorção da luz com as propriedades do material que ela 

está atravessando. 

Weidlich e Wilkie (2008a) apresentaram uma técnica para modelar a propriedade de 

aventurescência18. A aparência do material foi simulada utilizando superfícies 

texturizadas compostas de multicamadas. As texturas foram geradas utilizando 

diagramas de Voronoi nos quais algumas células eram coloridas com cores metálicas e 

outras com cores sólidas. Em (WEIDLICH; WILKIE, 2009), também apresentaram uma 

técnica para modelar o efeito de labradorescência19. Foram utilizados mapas de texturas 

aplicados às superfícies dos objetos para efetuar cálculos de reflexão. Estes mapas eram 

obtidos utilizando as funções de ruído de Perlin (PERLIN, 1985) para simular zonas de 

cores.  

Carter (2007) propôs um método para modelar a propriedade de grande 

espalhamento de luz sob a superfície em alguns materiais, como o mármore. As texturas 

de mármore foram geradas utilizando as funções de ruído de Perlin (PERLIN, 1985).  

Guy e Soler (2004) apresentaram uma técnica para síntese de imagens de gemas 

lapidadas que aproxima alguns fenômenos ópticos tais como reflexão e refração. O 

algoritmo considera apenas materiais homogêneos de formas facetadas.  

D.2 Descrição da Técnica 

Atualmente, não há ainda um formalismo genérico que descreva completamente 

todas as causas de cores observadas na natureza, ou mesmo entre os minerais. No 

entanto, sabe-se que as cores que percebemos são resultado da interação da luz com a 

matéria. Assim, procurando desenvolver um método o mais genérico possível, 

apresentamos uma abordagem para simulação de cores em minerais que tem como base 

                                                 
18 Efeito de pequenos pontos brilhantes no interior do mineral. É como se o mineral 

estivesse misturado com glitter. 
19 Efeito apresentado pela labradorita que causa um brilho metálico escuro. 
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a interação da luz com a matéria a nível molecular. De um modo geral, a técnica 

desenvolvida consiste dos seguintes passos:  

1. Obtenção de informações sobre a geometria molecular do mineral que se 

deseja simular; 

2. Uso desta informação para gerar curvas de absorção; 

3. Geração de texturas representando a superfície da ágata com base nas curvas 

calculadas no passo anterior; 

4. Síntese de volumes coloridos representando uma ágata. 

Cada um destes passos consiste em diversos subpassos, que serão descritos nas 

próximas seções. Note que no passo (2), não é viável (devido a limitações 

computacionais) trabalhar com moléculas maiores do que algumas centenas de átomos. 

O número de átomos influência diretamente a concentração de impurezas, com apenas 

algumas poucas substituições as concentrações chegam a 25-50%. Na natureza, estes 

valores são no máximo 1-5%. Assim, neste caso, não apenas é desejável, mas é 

necessário que seja utilizado um maior número de átomos na simulação. Desta forma, 

iniciamos as simulações utilizando um pequeno número de átomos e aumentamos este 

valor enquanto é computacionalmente viável. Ao utilizar tal abordagem, nosso objetivo 

é encontrar uma relação entre estrutura interna e curva obtida. Tal relação nos permitiria 

extrapolar os resultados obtidos para estruturas com um número maior de átomos. 

Para obter dados sobre a geometria do mineral nossa técnica utiliza como parâmetro 

um arquivo contendo informações sobre a célula unitária deste mineral. Nesta 

dissertação, será utilizada a célula unitária da sílica (SiO2). As informações 

cristalográficas disponíveis são obtidas de forma experimental. Consequentemente, só 

estão disponíveis para materiais existentes. Assim, para simular os não existentes, 

partimos de um existente cuja composição química seja similar ao que queremos 

simular. Então, replicamos a célula unitária até o tamanho desejado e substituímos os 

átomos da molécula original pelos de impureza que queremos testar. Depois de alterar a 

molécula original, serão utilizadas apenas as informações referentes à composição da 

nova molécula e suas coordenadas espaciais (geometria). 

De posse das informações geométricas sobre a célula unitária (ou suas múltiplas 

cópias) da molécula original, o problema que se tem é o de como simular a interação da 

luz com esta geometria obtida. Como estamos lidando com elementos a nível molecular, 

é necessário utilizar uma abordagem molecular e consequentemente, o uso de teoria 

quântica. 

O que procuramos obter a partir da simulação da interação da luz com a matéria é a 

cor que o mineral apresentaria se fosse exposto à uma luz com uma distribuição 

espectral especifica. Em (NASSAU, 1978), Nassau descreve quarto formalismos que 

são responsáveis pela cor dos minerais: 

1. Teoria dos Campos Cristalinos: Tem como base o fato de que elétrons em um 

determinado nível energético necessitam absorver/emitir energia para trocar para 

outro nível. Isto explica a cor em cristais iônicos contendo elétrons 

desemparelhados. Apenas elétrons desemparelhados podem interagir com a luz 

visível, resultando em cor. Geralmente, elementos como V, Cr, Mn e Fe (i.e. 

Vanádio, Cromo, Manganês e Ferro) apresentam elétrons desemparelhados. 

2. Teoria do Orbital Molecular (TOM): Tem como base a premissa de que os 

níveis energéticos utilizados para descrever a molécula não estão relacionados 

apenas a um átomo, mas a todos os átomos que formam a molécula. Este 
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formalismo explica a cor da safira azul (através do mecanismo de transferência 

de carga) e as cores de materiais orgânicos, como âmbar e pérola. Compostos 

orgânicos fogem ao escopo deste trabalho, desta forma, não serão abordados. 

3. Teoria das Bandas: Considera que os elétrons livres no mineral não pertencem 

apenas a um átomo ou molécula, mas ao mineral como um todo. A cor de 

condutores e semicondutores é explicada por esta teoria; 

4. Física Óptica: Este formalismo não está diretamente relacionado aos elétrons na 

molécula e é amplamente conhecido e explicado pelos princípios da física 

óptica, tais como dispersão, espalhamento, interferência e difração. 

De acordo com van Vleck (1978), a Teoria do Orbital Molecular é uma abordagem 

mais genérica do que a dos Campos Cristalinos. E, de acordo com Gil (2000), a TOM 

também pode ser utilizada para explicar a Teoria das Bandas. Assim, considerando estes 

quatro formalismos, é possível dividi-los em dois grupos: um explicado pela Teoria do 

Orbital Molecular, e outro pela Física Óptica. Como a abordagem que utiliza física 

óptica é bastante explorada e possui escopo limitado considerando o problema que se 

quer resolver, optamos por trabalhar com Orbitais Moleculares. 

Nosso objetivo ao utilizar a Teoria do Orbital Molecular é determinar as energias de 

transição, uma vez que estas energias são as responsáveis pelas propriedades de 

absorção/emissão. E, desta forma, podem ser utilizadas para prever cor. Implementar 

tais cálculos pode ser bastante trabalhoso e suscetível à erros. Assim, optamos por 

adotar um software existente, chamado Orca (NEESE, 2008), para efetuar tais cálculos. 

O Orca apresenta uma série de métodos que podem ser utilizados. Como nosso 

problema principal era determinar as energias de transição, optamos por utilizar o 

método da Teoria da Densidade do Funcional Dependente de Tempo (Time-Dependent 

Density Functional Theory (TDDFT)), que pode ser utilizada, por exemplo, para 

determinar estados eletrônicos excitados e para prever espectros de absorção (BURKE, 

WERSCHNIK; GROSS, 2005). 

Ao termino da execução o Orca fornece diversas informações sobre a computação 

realizada. Neste trabalho, utilizamos apenas as informações relacionadas aos cálculos de 

energia de transição. Estas energias podem ser interpretadas como a intensidade de 

energia absorvida/emitida quando um elétron passa de um estado para outro. De posso 

destes dados é possível gerar um gráfico de comprimento de onda versus intensidade de 

absorção. Este gráfico representa o espectro de absorção. Como estamos trabalho com 

cores, limitamos o gráfico à região do espectro visível, mas é possível obter 

informações a respeito de todo o espectro. 

Após determinar o espectro de absorção é necessário obter a cor por ele 

representada. Esta cor deve estar em um espaço de cores que possa ser utilizado para 

gerar a textura de uma ágata. Decidimos utilizar o espaço de cores RGB. Assim, como 

descrito em (LEE, 2005), é necessário, primeiramente, converter o espectro para o 

espaço CIE XYZ e então para RGB. 

Dada as cores correspondentes ao espectro de absorção/transmissão obtido 

utilizando TDDFT, queremos recriar o padrão de bandas que é característico das ágatas. 

Como descrito por Perlin (PERLIN, 1985), o uso de funções de ruído é bastante 

apropriado para a simulação de fenômenos naturais como a formação de bandas. Assim, 

optamos por esta abordagem.  
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Nossa imagem base é uma elipse com centro na origem do sistema de coordenadas. 

Mantemos o centro fixo e variamos os parâmetros da equação paramétrica da elipse, 

obtendo elipses concêntricas com tamanhos diferentes. Queremos gerar uma imagem 

que se aproxime da representação de uma ágata. Assim, para cada elipse é aplicada uma 

função de ruído para toda a coordenada x. Esta função afeta os valores de alcance da 

coordenada y. Para cada região é informada a cor que será utilizada para preenchê-la. 

De modo a não utilizar uma única cor para toda a região, os valores de cada canal RGB 

são levemente alterados por um valor randômico de não mais do que 10% (para mais ou 

para menos) do seu valor original. Assim, a cor obtida é diferente, mas não muito 

perceptualmente distante da cor dos seus vizinhos. 

 

 

Figura D.1: Imagem gerada (esquerda) e ágata real (direita). 

A imagem apresentada na Figura D.1 foi gerada utilizando o método descrito. Para 

determinar a forma, os parâmetros foram definidos através de tentativa e erro. Para cada 

região da imagem gerada foi realizada uma seleção visual randômica de um pixel na 

respectiva região da imagem real. A cor deste pixel foi então utilizada como a cor 

inicial da região gerada. Para que a imagem gerada se pareça ainda mais com a imagem 

real seria necessário adicionar outros efeitos, como o de transparência, por exemplo. 

O objetivo dos passos anteriores era obter a imagem de uma ágata simulada. A ideia 

era gerar randomicamente algumas bandas e então pintá-las de acordo com sua 

composição. Com base nesta imagem construir, então, um volume. O método proposto 

para construção de tal volume será descrito na seção a seguir. 

D.3 Superfície de uma Ágata a partir de uma Imagem 2D 

A geração de volumes com base em uma imagem 2D, embora seja um campo 

suficientemente explorado, ainda possui alguns problemas que não foram resolvidos 

pelos métodos existentes. Até onde temos conhecimento, não há técnica que possa ser 

diretamente utilizada com o objetivo de criar volumes de ágatas. Como existem diversos 

tipos de ágatas decidimos desenvolver um método específico para aquelas que 

apresentam a propriedade de serem formadas por bandas paralelas concêntricas. Esta 

definição é bastante importante, uma vez que é característica fundamental na qual nosso 

método é baseado. 

O problema da síntese de tais ágatas pode ser definido como: dada uma imagem 2D 

do centro de uma ágata é necessário gerar um volume que possa ser cortado e visto de 

diferentes ângulos. Considerando o problema que se quer resolver e as limitações das 

técnicas existentes, propomos um método que requer apenas a imagem de um corte da 

ágata e algumas vistas externas da pedra (para definir sua forma). O volume gerado 
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poderá ser utilizado como entrada para outros métodos. Os resultados aqui apresentados 

foram obtidos utilizando o volume resultante como entrada para o algoritmo Marching 

Cubes (LORENSEN; CLINE, 1987). 

Assim, nosso método pode ser descrito da seguinte forma: dada uma imagem 2D 

colorida do centro de uma ágata como entrada, posicionamos esta imagem no centro do 

volume formado pelas vistas externas e executamos um algoritmo de espalhamento de 

cores de modo a preencher todo o volume. O espalhamento é feito para cada pixel da 

imagem. O modo como a cor se espalha depende de sua localização na imagem: quanto 

mais próxima ao centro da ágata, menos esta cor irá se espalhar. Então, após espalhar as 

cores de todos os pixels, obtemos um volume que contém as informações que resultam 

em uma aparência de bandas concêntricas. Para obter efeitos mais suaves nas linhas das 

bandas utiliza-se um pós-processamento, como o descrito em (KOPF, FU, et al., 2007). 

A Figura D.2 apresenta um exemplo de utilização da técnica: imagem central de 

entrada com 64x64 pixels (a), a vista externa vertical (b) e a horizontal (c) e o volume 

final obtido utilizando Marching Cubes (d). 

 

 

Figura D.2: Imagem original (a), vista externa vertical (b) e horizontal (c) e o volume 

final utilizando Marching Cubes e pós-processamento (d). 

Este método apresenta algumas limitações, sendo que a principal delas é o fato de 

que não podemos determinar precisamente como a ágata realmente é. Isto ocorre devido 

ao fato de possuirmos informações acerca de apenas uma dimensão de corte. Isto faz 

com nossos resultados sejam então aproximações plausíveis de ágatas reais.  

D.4 Resultados e Discussões 

Nosso objetivo original era simular minerais em geral. No entanto, considerando 

apenas os testes iniciais realizados para determinar os melhores métodos a serem 

utilizados com minerais puros, com impurezas diferentes em concentrações variadas e 

com estrutura contendo diferentes números de átomos (moléculas e células unitárias), 

foi necessário executar mais de 1.000 (um mil) experimentos. Este grande número de 

experimentos, o tempo e recursos computacionais requeridos para executá-los, fez com 

que tivéssemos que restringir o escopo deste trabalho. Assim, optamos por focar na 

sílica, principalmente porque ela poderia ser utilizada como base para o trabalho com o 

vasto e interessante mundo das ágatas. 

Esta seção apresenta os resultados de nossas simulações com sílica. Iniciamos 

trabalhando com uma única molécula de SiO2, a seguir, trabalhamos com a célula 
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unitária e, por fim, com a célula unitária expandida nos eixos cartesianos. Também 

apresentamos alguns resultados obtidos adicionando impurezas à célula unitária. 

D.4.1 Uma Única Molécula 

A célula unitária da sílica pode ser dividida em seis moléculas diferentes com as 

quais se pode trabalhar individualmente. Os gráficos que representam o espectro de 

absorção de cada uma delas são apresentados na Figura D.3. Note que as moléculas 

formadas pelos átomos de Si nas posições 1, 2, 4 e 5 resultaram na mesma curva, que é 

levemente diferente da obtida por aquelas cujos átomos de Si se encontram nas posições 

3 e 6. Esta variação nas curvas pode ser explicada pelo fato de que estes dois conjuntos 

de moléculas apresentam uma pequena diferença em seus ângulos moleculares. As 

moléculas 1, 2, 4 e 5 possuem ângulo molecular de 110,43º, enquanto que as moléculas 

3 e 6 possuem um ângulo molecular de 108,75º. Assim, seus elementos não interagem 

da mesma maneira. Note que como a diferença é pequena, os valores RGB que 

representam as cores, são bastante similares. 

 

 

Moléculas 1,  2, 4 e 5 𝑅𝐺𝐵 = {250, 223, 165} 
 

Moléculas 3 e 6 𝑅𝐺𝐵 = {247, 221, 169} 
 

 

Figura D.3: Espectro de absorção obtido a partir de moléculas individuais (topo) e as 

cores representadas pelas curvas resultantes (base). 

D.4.2 Célula Unitária 

Os resultados obtidos nas simulações com a célula unitária foram utilizados para 

comparar métodos similares de resolução de um mesmo problema. Esta comparação 

servia para definir qual método seria utilizado tendo como base sua precisão e tempo de 

execução. O resultado mais relevante, considerando as diferenças entre as curvas e o 

tempo de execução, foi obtido ao compararmos os métodos B3LYP e RI-B2PLYP.  

O método B3LYP é mais preciso, porém, o RI-B2PLYP é mais rápido, chegando à 

uma diferença no tempo de execução da ordem de dias. Considerando a precisão dos 

métodos, obtivemos curvas que, a primeira vista, pareciam completamente diferentes. 

Entretanto, ao exibirmos os valores fora da região visível do espectro (Figura D.4), 
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percebe-se alguma similaridade. E, se transladarmos a curva do método RI-B2PLYP 

para a esquerda até que ela encontre a outra curva (Figura D.5), percebe-se que seus 

picos de absorção são praticamente os mesmos. Assim, optamos pelo método RI-

B2PLYP, pois ele é mais rápido, no entanto, a diferença na precisão é algo a ser 

considerado posteriormente, na extrapolação dos resultados. 

 

 

Figura D.4: Espectros de absorção de uma célula unitária de sílica (para uma região 

além da visível) obtidos utilizando os métodos B3LYP e RI-B2PLYP. 

 

 

Figura D.5: Espectros de absorção de uma célula unitária de sílica obtidos utilizando os 

métodos B3LYP e RI-B2PLYP, após a curva do RI-B2PLYP ter sido transladada para a 

esquerda de forma a se ajustar à do B3LYP. 

D.4.3 Expansões 

Expandimos a célula unitária ao longo dos eixos X, Y e Z, individualmente e então 

as combinamos como XY, XZ, YZ e XYZ. No entanto, devido a problemas técnicos, só 

foi possível gerar o espectro de absorção para as direções X, Y e Z. Embora as 

expansões possam parecer similares, os ângulos de ligação variam de acordo com qual 

das moléculas originais foi replicada para originar cada uma destas expansões. 

Ao escalar as curvas obtidas para uma intensidade entre 0 e 1, percebe-se que os 

picos das curvas são similares, porém transladados. Esta semelhança pode também ser 

observada nas curvas obtidas através das simulações de moléculas individuais e células 
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unitárias (Figura D.6). Este fato é interessante, pois reforça nossa hipótese de que seria 

possível extrapolar os resultados. Porém, para isto seria necessário comparar com os 

espectros referentes às expansões combinadas, que, infelizmente, não possuímos. 

 

 

Figura D.6: Espectro de absorção de uma única molécula, da célula unitária e de suas 

versões expandidas. 

D.4.4 Célula Unitária com Impurezas 

Para simular a presença de impurezas no mineral, substituímos átomos de Si da 

célula unitária por átomos de titânio (Ti) e ferro (Fe). Como as concentrações são muito 

superiores às encontradas na natureza, as simulações não são realistas do ponto de vista 

de determinação de cores. Entretanto, seus resultados são interessantes para demonstrar 

a influência da concentração, tipo e posição de uma impureza no espectro final obtido. 

Nos resultados apresentados a seguir, as posições de substituição mencionadas são 

referentes às posições dos átomos de Si na célula unitária, como visto na Figura D.7. 

 

 

Figura D.7: Célula unitária da sílica. Composta por seis átomos de silício (Si) e seis de 

oxigênio (O). 

Inicialmente apresentamos na Figura D.8 os resultados das substituições individuais 

dos átomos de Fe (topo) e Ti (base). Para tais configurações, nenhuma curva obtida é 

igual à outra. No entanto, percebe-se que tanto Fe quanto Ti apresentam comportamento 

similares. Na posição #3, além dos seus picos principais de absorção, ambos possuem 

picos que sobrepõem parcialmente o pico formado pelo átomo na posição #2. Ademais, 

o pico correspondente à posição #1 está situado entre os outros dois. 

Esta similaridade demonstra que a posição da impureza influencia a curva final. Ao 

alterar a posição das impurezas, a variação obtida nas curvas não é quantitativamente a 
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mesma para todos os elementos. No entanto, o modo de influenciar o resultado é o 

mesmo. 

 

 

 

Figura D.8: Espectros de absorção de átomos de Fe (topo) e Ti (base) substituídos 

individualmente. 

 

A Figura D.9 apresenta um exemplo da influência da concentração de um elemento. 

No topo, temos os espectros formados pelos átomos de Fe individualmente e 

simultaneamente nas posições #1 e #2. Na base, apresentamos as mesmas curvas e a 

simultânea transladada para a direita. Em relação à curva simultânea, percebe-se que 

quando dois átomos são substituídos, há uma formação de dois picos. No primeiro caso 

(topo), ela sobrepõe parcialmente a formada pelo átomo na posição #1. Após a 

translação (base), ela praticamente sobrepõe as outras curvas. Este experimento sugere 

que cada átomo influência o resultado final da combinação. 
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Figura D.9: Influência da concentração de um elemento. A curva definida pelo Fe nas 

posições #1 e #2 sobrepõe parcialmente a formada pelo átomo de Fe na posição #1 

(topo). Após a translação (base), ela praticamente sobrepõe ambas as curvas. 

 

A Figura D.10 apresenta os resultados da substituição de um átomo de Ti na posição 

#3 com a de um átomo de Fe na #2 e a situação inversa. Como visto anteriormente, o 

ângulo de ligação nas posições #2 e #3 é o mesmo. Assim, se a posição e o ângulo de 

ligação fossem os únicos fatores a influenciar o resultado, o que se esperaria é que 

ambas as curvas fossem as mesmas. Porém, as diferentes curvas obtidas nos permitem 

verificar que o elemento envolvido também influencia, e isto ocorre devido ao fato de 

ser levado em consideração a sua interação com seus vizinhos (princípio da TOM). 

 

 

Figura D.10: Átomo de Ti na posição #3 com Fe na posição #2 e a situação inversa. 
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Nossa última análise busca verificar a influência da presença de certos elementos 

para a forma da curva do espectro de absorção. A Figura D.11 apresenta o espectro 

obtido com átomos de Ti na posição #3 e átomos de Fe na posição #1 (topo) e #2 (base), 

bem como seus espectros individuais. Mantendo o átomo de Ti em uma posição fixa, 

percebemos que a curva resultante da mistura de Ti e Fe translada em direção oposta à 

do átomo de Fe correspondente. Ou seja, se o espectro do Fe na posição #1 translada 

para a esquerda da célula unitária pura, com a presença do átomo de Ti, a curva 

translada para a direita. Uma similar translação oposta é observada no espectro de Fe na 

posição #2. Este comportamento apresentado pelas curvas demonstra uma vez mais a 

influência dos elementos envolvidos e da posição em que estes se encontram. 

 

 

 

Figura D.11: Espectro obtidos a partir da mistura de átomos de Ti na posição #3 e de Fe 

na posição #1 (topo) e #2 (base). 

D.4.5 Discussão  

Ao tentarmos aumentar o número de átomos nas amostras simuladas, encontramos 

algumas dificuldades devido ao aumento exponencial do custo computacional. Assim, 

fez-se necessária a utilização dos recursos do Centro Nacional de Supercomputação 

(CESUP, 2012). Infelizmente, logo após iniciarmos o uso, seus clusters passaram a 

apresentar alguns problemas, resultando em paradas abruptas das execuções. Isto nos 

forçava a reiniciar as simulações, algumas delas dias depois de terem sido iniciadas. 

Apesar dos esforços dos funcionários e responsáveis pelo CESUP, os problemas 

persistiram pelos meses seguintes. 
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A cada vez que reiniciávamos um processo no Orca, ele essencialmente recalculava 

tudo. É importante notar que às vezes é necessário realizar os cálculos sobre uma 

mesma amostra mais de uma vez, até sua convergência, o que demanda tempo 

adicional. Além disto, outros problemas iam surgindo durante a execução, entre eles, 

interrupções randômicas da execução devido à diferentes erros em diferentes pontos do 

processo. Estes erros não eram reproduzíveis e muitas vezes apenas ressubmeter a 

amostra algumas vezes resultava em uma execução sem erros. 

Devido à estes contratempos e o tempo limitado para o desenvolvimento de uma 

dissertação de Mestrado, não foi possível realizar todas as simulações necessárias para 

completar o trabalho como se desejou originalmente. Seriam necessários vários meses 

apenas para identificar as causas dos erros. Gostaríamos de salientar que, apesar de 

todos os problemas, o uso do cluster foi crucial para o desenvolvimento deste trabalho.  

É importante notar que o princípio fundamental da técnica de simulação proposta 

(i.e., o uso da Teoria do Orbital Molecular e da Teoria da Densidade do Funcional 

Dependente do Tempo) não seria alterado para completar todo o trabalho originalmente 

planejado. As teorias utilizadas foram sugeridas pela literatura para obtenção de 

espectros de absorção (MENNUCCI, 2010). Os passos descritos nas seções anteriores 

também permaneceriam os mesmos. Eles poderiam, no entanto, sofrer algumas 

modificações em aspectos práticos, como por exemplo, a substituição do Orca por outro 

programa. 

Este trabalho foi praticamente desenvolvido passo à passo na mesma ordem descrita 

nesta seção. Assim, foi bastante prazeroso e interessante perceber que os resultados 

obtidos (embora nem todos os desejados) se comportaram como previsto. Estes 

resultados reforçam nossa ideia inicial de que, com um grupo maior de amostras 

maiores, seria possível utilizar uma abordagem de física quântica para determinação de 

cores em minerais e talvez em outros materiais. 

Existem muitas possibilidades que poderiam ser consideradas como trabalhos 

futuros. Certamente, a primeira coisa que deveria ser feita seria solucionar os problemas 

mencionados anteriormente. Isto nos permitiria trabalhar com amostras maiores e assim, 

poderíamos completar este trabalho como originalmente concebido. A completude seria 

atingida ao, por exemplo, gerar os espectros das versões expandidas da célula unitária 

da sílica, adicionando diferentes impurezas com várias concentrações e desenvolvendo 

um aplicativo com todos os passos integrados. Entretanto, note que se conseguíssemos 

simular amostras com algumas centenas de átomos, o objetivo inicial seria atingido e 

uma nova gama de possibilidades surgiria. Seria possível, por exemplo, trabalhar com 

outros minerais ou até mesmo outros tipos de materiais. 

D.5 Conclusões e Trabalhos Futuros 

Esta dissertação apresentou uma técnica genérica para simulação de cores de 

minerais com base em uma abordagem quântica. Partindo de uma célula unitária que 

caracteriza o mineral (e.g., uma ágata), estruturas maiores podem ser obtidas através da 

combinação de múltiplas destas células e a possível introdução de impurezas a elas. Ao 

aplicar a simulação a tais estruturas, obtemos o espectro de absorção correspondente, do 

qual se pode obter a cor resultante. A generalidade da solução proposta faz com que seja 

aplicável a materiais arbitrários. O que nos permitiria simular a aparência não apenas de 

materiais naturais, mas também de materiais sintéticos. Para a área de computação 
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gráfica, a principal contribuição deste trabalho é a ideia de utilizar uma abordagem 

quântica para a síntese de imagens. Pois, define uma nova gama de possibilidades ao 

misturar as áreas de química computacional e computação gráfica. 

Como trabalho futuro, gostaríamos de realizar as simulações necessárias que 

permitissem aplicar o método a materiais arbitrários. Para isto, seria necessário dispor 

de computadores mais rápidos e confiáveis do que os que dispúnhamos. Gostaríamos 

ainda de desenvolver um sistema que simulasse não apenas cortes, mas também 

diferentes processos de tingimento aos quais as ágatas são submetidas para aumentar 

seu valor de comércio. Para obter uma representação mais realistas de ágatas, seria 

preciso incrementar o algoritmo apresentado no Capítulo 6 (Seção D.3, em português) 

para tratar casos onde as ágatas apresentam formações de cristais em suas estruturas. 

Além disto, a geração de uma malha (ou outro modelo que possa ser considerado 

apropriado para trabalhar com nosso volume) permitiria tratar casos de transparência e 

outros efeitos ópticos dentro das ágatas e de objetos esculpidos a partir delas. 
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ANNEX A 

 
Figure Annex A.1: Example of a silica CIF file. 



 

 

129 

 

ANNEX B 

Table Annex B.1: CIE 1931 standard colorimetric observer(CIE, 2012). 

λ, nm �̅�(𝜆) �̅�(𝜆) 𝑧̅(𝜆)  λ, nm �̅�(𝜆) �̅�(𝜆) 𝑧̅(𝜆) 

380 0,001368 0,000039 0,006450  585 0,978600 0,816300 0,001400 
385 0,002236 0,000064 0,010550  590 1,026300 0,757000 0,001100 
390 0,004243 0,000120 0,020050  595 1,056700 0,694900 0,001000 
395 0,007650 0,000217 0,036210  600 1,062200 0,631000 0,000800 
400 0,014310 0,000396 0,067850  605 1,045600 0,566800 0,000600 
405 0,023190 0,000640 0,110200  610 1,002600 0,503000 0,000340 
410 0,043510 0,001210 0,207400  615 0,938400 0,441200 0,000240 
415 0,077630 0,002180 0,371300  620 0,854450 0,381000 0,000190 
420 0,134380 0,004000 0,645600  625 0,751400 0,321000 0,000100 
425 0,214770 0,007300 1,039050  630 0,642400 0,265000 0,000050 
430 0,283900 0,011600 1,385600  635 0,541900 0,217000 0,000030 
435 0,328500 0,016840 1,622960  640 0,447900 0,175000 0,000020 
440 0,348280 0,023000 1,747060  645 0,360800 0,138200 0,000010 
445 0,348060 0,029800 1,782600  650 0,283500 0,107000 0,000000 
450 0,336200 0,038000 1,772110  655 0,218700 0,081600 0,000000 
455 0,318700 0,048000 1,744100  660 0,164900 0,061000 0,000000 
460 0,290800 0,060000 1,669200  665 0,121200 0,044580 0,000000 
465 0,251100 0,073900 1,528100  670 0,087400 0,032000 0,000000 
470 0,195360 0,090980 1,287640  675 0,063600 0,023200 0,000000 
475 0,142100 0,112600 1,041900  680 0,046770 0,017000 0,000000 
480 0,095640 0,139020 0,812950  685 0,032900 0,011920 0,000000 
485 0,057950 0,169300 0,616200  690 0,022700 0,008210 0,000000 
490 0,032010 0,208020 0,465180  695 0,015840 0,005723 0,000000 
495 0,014700 0,258600 0,353300  700 0,011359 0,004102 0,000000 
500 0,004900 0,323000 0,272000  705 0,008111 0,002929 0,000000 
505 0,002400 0,407300 0,212300  710 0,005790 0,002091 0,000000 
510 0,009300 0,503000 0,158200  715 0,004109 0,001484 0,000000 
515 0,029100 0,608200 0,111700  720 0,002899 0,001047 0,000000 
520 0,063270 0,710000 0,078250  725 0,002049 0,000740 0,000000 
525 0,109600 0,793200 0,057250  730 0,001440 0,000520 0,000000 
530 0,165500 0,862000 0,042160  735 0,001000 0,000361 0,000000 
535 0,225750 0,914850 0,029840  740 0,000690 0,000249 0,000000 
540 0,290400 0,954000 0,020300  745 0,000476 0,000172 0,000000 
545 0,359700 0,980300 0,013400  750 0,000332 0,000120 0,000000 
550 0,433450 0,994950 0,008750  755 0,000235 0,000085 0,000000 
555 0,512050 1,000000 0,005750  760 0,000166 0,000060 0,000000 
560 0,594500 0,995000 0,003900  765 0,000117 0,000042 0,000000 
565 0,678400 0,978600 0,002750  770 0,000083 0,000030 0,000000 
570 0,762100 0,952000 0,002100  775 0,000059 0,000021 0,000000 
575 0,842500 0,915400 0,001800  780 0,000042 0,000015 0,000000 
580 0,916300 0,870000 0,001650      
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Table Annex B.2: CIE Standard Illuminant D65(CIE, 2012). 

λ, nm D65  λ, nm D65 

380 49,975500  585 92,236800 
385 52,311800  590 88,685600 
390 54,648200  595 89,345900 
395 68,701500  600 90,006200 
400 82,754900  605 89,802600 
405 87,120400  610 89,599100 
410 91,486000  615 88,648900 
415 92,458900  620 87,698700 
420 93,431800  625 85,493600 
425 90,057000  630 83,288600 
430 86,682300  635 83,493900 
435 95,773600  640 83,699200 
440 104,865000  645 81,863000 
445 110,936000  650 80,026800 
450 117,008000  655 80,120700 
455 117,410000  660 80,214600 
460 117,812000  665 81,246200 
465 116,336000  670 82,277800 
470 114,861000  675 80,281000 
475 115,392000  680 78,284200 
480 115,923000  685 74,002700 
485 112,367000  690 69,721300 
490 108,811000  695 70,665200 
495 109,082000  700 71,609100 
500 109,354000  705 72,979000 
505 108,578000  710 74,349000 
510 107,802000  715 67,976500 
515 106,296000  720 61,604000 
520 104,790000  725 65,744800 
525 106,239000  730 69,885600 
530 107,689000  735 72,486300 
535 106,047000  740 75,087000 
540 104,405000  745 69,339800 
545 104,225000  750 63,592700 
550 104,046000  755 55,005400 
555 102,023000  760 46,418200 
560 100,000000  765 56,611800 
565 98,167100  770 66,805400 
570 96,334200  775 65,094100 
575 96,061100  780 63,382800 
580 95,788000    
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