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Abstract

In this dissertation, topological properties of quantum mechanical non-interacting
condensed matter systems are reviewed. Firstly, the formalism of the topological band
theory is developed, by defining one of the principal quantities of topological quan-
tum systems, the Berry geometric phase, to explore the geometrical features of such
phase, like the Berry connection and curvature, with emphasis in two levels systems.
In the next chapter, one of the simplest models of one dimensional topological insu-
lators is explored, the Su-Schrieffer-Heeger (SSH) model. The non-unitary symmetry
conditions are introduced and other models, derived from symmetry breaking pro-
cesses, are presented. In the last chapter, the 1-D Kitaev p-wave superconductor model
is studied and extended for long-range interactions (keeping the imposed symmetries
valid). Topological properties are calculated. Topological phase diagrams are obtained,
edge modes and fermion parity properties are discussed. Key Words: Kitaev Chain,
Majorana Fermions, Superconductivity, Long-Range, Topological Insulators, SSH
Model
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Resumo

Na presente dissertação, as propriedades topológicas de sistemas quânticos da
matéria condensada são revistas. Inicialmente, o formalismo da teoria de bandas
topológicas é desenvolvido, desde a definição de uma das principais quantidades dos
sistemas topológicos quânticos, a fase geométrica de Berry, até explorar quantidades
geométricas derivadas, como a conexão e a curvatura de Berry, com ênfase em sistemas
de dois níveis. Logo depois, no seguinte capítulo é descrito um dos mais simples
modelos de isolantes topológicos em uma dimensão, o modelo Su-Schrieffer-Heeger
(SSH). As condições sobre simetrias não-unitárias são introduzidas e outros modelos,
derivados do procedimento de quebra dessas simetrias, são apresentados. No último
capítulo, o modelo de Kitaev supercondutor 1-D de onda-p é estudado e extendido
para interações de longo alcance (mantendo as simetrias impostas intactas). Diagramas
de fases topologicas são obtidos, modos de Majorana nas bordas e as propriedades da
paridade fermiônica são discutidos. Palavras Chave: Cadeia de Kitaev, Férmions de
Majorana, Supercondutividade, Longo Alcance, Isolantes topologicos, Modelo SSH
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Chapter 1

Introduction

Topological properties play a central role in condensed matter physics nowa-

days. This topological nature of effects was first obtained by Klaus von Klitzing (2), for

the discovery of the integer quantum Hall effect. For this discovery, he won the 1985

Nobel Prize in Physics.

Since it was introduced, the topological behavior of matter has increased its im-

portance. These properties are relevant to the description of superfluidity of a two-

dimensional 3He layer (3), semi-metals (4, 5), topological insulators, with a major con-

tribution of all kinds of quantum Hall effects (integer, anomalous (6), fractional (7) and

spin (8)) and for topological superconductivity, introduced later by Kitaev (9). All these

systems are described by symmetry-protected topological phases. In an understandable

language, this means that supposing that a system possesses some specific symmetry,

say by tuning in the parameters, there will be novel phenomena, that is not predicted

by one of the most successful theories in condensed matter physics, known as Landau

Theory of symmetry breaking. The described phenomena are interesting in quantum

systems and phases of matter when are quantized.

For insulating and superconductor systems, the topological behavior assures the

presence of non-local states, localized at the edges, which cannot be ’deformed’ into

trivial ones. The occurrence of such behavior happens when translational symmetry,

the symmetry that represents only the bulk properties of any system, is broken (some

information of topological transitions can be achieved looking only in the translational

invariant system, this encoded information computed only from bulk information is

called Bulk-Edge Correspondence (10, 11)). Broken translational invariance is the same
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2 CHAPTER 1. INTRODUCTION

as disregarding periodic boundary conditions, or putting disorder into the system,

respecting symmetry conditions necessary to the existence of topological phases.

The emergence of non-local edge states showed us the necessity of reviewing

transport properties in condensed matter. The polarization theory, for instance, needed

to be well defined for a periodic system (12, 13). One could naively imagine that,

since the periodicity is present, the eigenfunctions are delocalized, and the polarization

would not be well defined. Nonetheless, the topological properties (supposedly had

no immediate relation) solve this problem.

Looking at the framework of topological systems, a class of quasi-particles is

the Majorana fermions (14, 15). There is an ongoing debate concerning their experi-

mental observation (for instance, see references (16, 17)) in one-dimensional spin-orbit

coupled nanowires or magnetic sites embedded in superconductors. These fermionic

quasi-particles exhibit non-abelian statistics, such that the Pauli Exclusion principle is

violated. This feature in systems with dimensions above one indicates the realization

of anyons (18, 19).

Majorana fermions-like excitations are expected to be of interest in quantum

computers (20, 21, 22), since the ground state in the topological phase is protected

by symmetries, indicating robustness against perturbations and operations (that do

not break the symmetries). Unfortunately, the experimental realization is challenging

(involves exotic superconductors), and the observation is even worse, many features

of this class of excitations are currently unknown.

The main objectives of this dissertation are to understand and explore quantum

phase transitions, topological properties, and phases in one-dimensional condensed

systems. The specific goals of the work are to characterize in the Majorana basis, dif-

ferent topological phases (presented in works (23, 24, 25) for the Kitaev chain), explore

edge modes in finite chains, and clarify some fermion parity relations, similarly as

done by (26, 27), on the wave function with topological properties for long-range (28)

and infinite range (29, 30, 31, 32, 33) extensions of the Kitaev chain.

Topological properties of one-dimensional condensed matter systems are re-

viewed in this work. The second chapter develops the formalism of the topologi-
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cal band theory, showing the hallmark quantized quantity, the Berry/Zak phase. In

the third chapter one of the simplest one-dimensional topological insulator models,

the SSH model, is explored. In the fourth chapter, the Kitaev p-wave superconductor

model, supporting Majorana fermions, is studied and extended for long-range inter-

actions, keeping the symmetries intact and looking for information about such Majo-

ranas. In finite chains, the boundary modes are extensively explored, and approxi-

mated wave solutions are calculated, following the discussion of parity and average

position properties.



Chapter 2

Topological Band Theory

One of the principal aspects of the topological band theory is the Berry phase.

The Berry phase was first observed in another context, explicitly unrelated to Bloch

electrons, but to the adiabatic transport of particles in quasi-static fields. This geometric

phase describes how the wave function can be varied other than a dynamic effect. Zak

realised that adiabatic effects could be applied to Bloch systems, in these cases, the

crystalline momentum k is varied over closed circuits (in the band or in the Fermi

surface), slowly varying some parameter (usually the electric field) to yield the same

topological features. We turn back to this important aspect. For clarity, this chapter is

based on references (1, 34, 35, 36, 37).

2.1 The Berry Phase

Consider a general time-dependent hamiltonian

H = H(R), (2.1)

over the parameters R = (R1, R2, . . . , Rn), where each Ri = Ri(t) is time dependent. It

is of interest to know the solutions of the adiabatic system, i.e. knowing how a system

that depends on R(t) evolves when changing the parameters slowly (relative to the

energy scale of the system) over a path C of the parameter space (closed or open curves

can be considered). This can be done introducing an instantaneous orthonormal basis

of the eigenstates {|n(R)⟩} of the Hamiltonian family H(R) for each point of the space.

Therefore, the Schrödinger equation

4



2.1. THE BERRY PHASE 5

H |n(R)⟩ = E(R) |n(R)⟩ , (2.2)

determines the eigenstates of the Hamiltonian (up to a constant phase). This constant

phase factor is a degree of freedom (in the case of degenerate states can be a matrix).

This degree of freedom can depend on the parameters R, which must commute with

the Hamiltonian. Choosing a phase (fixing the gauge) removes its arbitrariness. A

natural choice consists in requiring that the phase of each eigenstate |n(R)⟩ is smooth

and uniquely determined over the path C in the parameter space.

It is of interest to analyse the phase of a pure state 1 wave function, with initial

condition |n(R(0))⟩, searching to determine the properties of the adiabatic evolving

states following R(t) over the path C. By the adiabatic theorem, a system prepared at

|n(R(0))⟩ will evolve according to the Hamiltonian H(R) and remains as an instanta-

neous eigenstate throughout the whole process.

The phase factor presently is, in reality, the only available degree of freedom.

Over the adiabatic evolution of the system, the phase θ of the state

|ψ(t)⟩ = e−iθ(t) |n(R(t))⟩ , (2.3)

is not necessarily null. As a matter of fact, this phase must not be considered null,

since it must contain minimally a dynamic phase factor, related to the eigenvalues of

the state. Beyond, there must be a geometric term - the Berry phase, introduced in (34).

A geometric term may be visualized by the time evolution of the system, given by

H(R(t)) |ψ(t)⟩ = iℏ
d

dt
|ψ(t)⟩, (2.4)

where R(t) varies slowly, keeping H[R(t)] = En(R(t)) eigen-energies, implying the

equation

En(R(t)) |ψ(t)⟩ = iℏe−iθ(t)

[(
−idθ(t)

dt
|n(R)⟩

)
+

d

dt
|n(R(t))⟩

]
,

= ℏe−iθ(t)

(
dθ

dt
|n(R)⟩+ i

d

dt
|n(R)⟩

)
. (2.5)

1The preparation of the state in a pure state is crucial, since the Berry phase is only defined in such
states.
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Multiplying to the left in both sides by ⟨n(R(t))| and assuming that the state is normal-

ized (namely, ⟨n(R(t))|n(R(t))⟩ = 1) it is obtained

En(R(t))e−iθ(t) ⟨n(R(t))|n(R(t))⟩ = En(R(t))e−iθ(t)

En(R(t))e−iθ(t) = ℏe−iθ(t)

(
dθ

dt
+ i ⟨n(R(t))| d

dt
|n(R(t))⟩

)
; (2.6)

En(R(t))− iℏ ⟨n(R(t))| d
dt
|n(R(t))⟩ = ℏ

dθ

dt
.

The phase θ(t) is then given by the solution

θ(t) =
1

ℏ

ˆ t

0

En(R(τ))dτ − i

ˆ t

0

⟨n(R(τ))| d

dτ
|n(R(τ))⟩dτ . (2.7)

The first part of θ(t) is constituted simply by the conventional dynamical part, coming

from the Hamiltonian. The second part of θ(t) is called the Berry Phase. Writing now

|ψ(t)⟩ = exp

{
1

ℏ

ˆ t

0

En(R(τ))dτ

}
exp{−γn} |n(R(t))⟩ , (2.8)

and the Berry phase γn is

γn = i

ˆ t

0

⟨n(R(τ))| d

dτ
|n(R(τ))⟩dτ, (2.9)

the Berry phase arises from the distinction of the eigenkets |n(R(t))⟩ from

|n(R(t+ dt))⟩, which has a slightly different direction in the Hilbert space. Time can

be explicitly removed from the Berry phase and the only (explicit) dependence comes

from the parameters. Such a procedure can be done applying the chain rule

γn = i

ˆ t

0

⟨n(R(τ))| dR
dτ

∂

∂R
(|n(R(τ))⟩) dτ,

= i

˛
C
⟨n(R)| ∇R |n(R)⟩ dR. (2.10)

By analogy to the transport of the electromagnetic field, the last equation intro-

duces a new vectorial function, called Berry Connection (or Berry Potential vector)

An(R) = i ⟨n(R)| ∂

∂R
|n(R)⟩ ; (2.11)

γn =

ˆ
C
An(R) · dR. (2.12)
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The Berry phase γn is a real quantity, otherwise would it be a "Berry decaying". It

happens because the Berry Connection is, by itself a purely imaginary quantity

⟨n(R)| ∇R |n(R)⟩ = −⟨n(R)| ∇R |n(R)⟩∗ , (2.13)

therefore, the phase can be written as

γn = −Im
ˆ
C
⟨n(R)| ∇R |n(R)⟩ · dR. (2.14)

The Berry potential vector An(R) is obviously dependent of the gauge. A general

transformation of the gauge is

A(R) → eiζ(R)A(R), (2.15)

where ζ(R) is a smooth and singled-valued gauge. The vector transforms according to

An(R) → An(R)− ∂ζ

∂R
, (2.16)

and γn is altered by a factor

ˆ
C

∂ζ

∂R
dR = ζ(R(t))− ζ(R(0)), (2.17)

being t a large time, and C concluded slowly. Previously to the work of Berry (34), it

was speculated that for a particular interesting choice of gauge ζ , the phase could be

nulled, therefore of no interest 2.

Considering closed paths C in the parameter space, the configurations should be

identical R(t) = R(0). On those trajectories, the fact of choosing a uniquely defined

eigenstates basis, implies that the eigenstates should hold the equation |n(R(0))⟩ =

|n(R(t))⟩. The gauge transformations must always follow this property, i.e.

exp{iζ(R(0))} |n(R(0))⟩ = exp{iζ(R(t))} |n(R(t))⟩ = exp{iζ(R(0))} |n(R(t))⟩ , (2.18)

respecting the following condition
2This statement is clearly wrong.
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ζ(R(t))− ζ(R(0)) = 2πm, (2.19)

where m is an integer. Consequently, over a closed path, the Berry Phase is only null if

it is an integer.

Closed trajectories are of true interest. Considering that the parameter space

is three dimensional R is R = (R1, R2, R3), the Berry phase in these paths is gauge

invariant, independent of the form that R behaves in time. In a closed path, the Stokes

Theorem implies that

γn = −Im
ˆ

(∇× ⟨n(R)| ∇ |n(R)⟩) · dS = −Im
ˆ
ϵijk∇j ⟨n(R)| ∇k |n(R)⟩ ,

= −Im
ˆ

(⟨∇n(R)| × |∇n(R)⟩) · dS, (2.20)

and now the quantities ⟨∇n(R)| × |∇n(R)⟩ defines the Berry Curvature Fjk
3. More

precisely

F n
jk = ⟨∇jn(R)|∇kn(R)⟩ − ⟨∇kn(R)|∇jn(R)⟩ , (2.21)

such that

γn = Im
ˆ
ϵijkFjkdSi, (2.22)

the Berry Curvature Fn is obtained via Berry Potential Vector, through the contraction

with the Levi-Civita ϵijk (similar to the magnetic field, obtained by the rotational of the

Potential Vector).

2.2 Gauge Invariance

Now, wishing to obtain specific relations about the Berry phase, i.e. the interest

now is how to calculate it in practical situations. From what is known, the computation

of the phase is not trivial, containing derivatives of the eigenstates.

To obtain a formula that shows the gauge invariance, first it is interesting to

invoke the closure relation (for each point of the parameter space), in this way,
3Known as Berry Field, as well.
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ϵijk ⟨∇jn(R)|∇kn(R)⟩ = ϵijk

(
⟨∇jn(R)|n⟩ ⟨n|∇kn(R)⟩+

∑
n̸=m

⟨∇jn|m⟩ ⟨m|∇kn⟩
)
,

(2.23)

the first term of the sum is irrelevant, since ⟨∇jn(R)|n⟩ and ⟨n|n(∇kR)⟩ are purely

imaginary (their product is real). Now, the Berry phase is therefore

γn = Im
¨

dSi

∑
m ̸=n

⟨∇jn(R)|m⟩ ⟨m|∇kn(R)⟩ , (2.24)

the term ⟨m|∇n⟩ can be decomposed when multiplied by En, removing the derivative

from the eigenstate

En |∇n⟩ = En∇ |n⟩ = ∇En |n⟩ = ∇(H |n⟩) = (∇H) |n⟩+H∇|n⟩ ; (2.25)

⟨m|∇n⟩ = 1

En − Em

⟨m| ∇H |n⟩ , (2.26)

similarly, ⟨∇n|m⟩ = (En −Em)
−1 ⟨n| ∇H |m⟩ and the Berry phase is computed through

a modified version of the Berry Curvature

γn(C) = −
¨

C
Im
∑
m̸=n

⟨n(R)| (∇RH) |m(R)⟩ × ⟨m(R)| (∇RH) |n(R)⟩
(Em(R)− En(R))2

· dS. (2.27)

This final expression of γn is gauge independent. It has the advantage over other ex-

pressions independent of gauge, since it doesn’t depend on the phases of |n⟩ and can be

calculated over any gauge choice. The derivatives are applied in the Hamiltonian, not

in the states, so there is no need to find smooth and single-valued states and gauges.

This way, the Berry curvature can be thought of as the result of the interaction of |n⟩
with other levels |m⟩ over an adiabatic interaction. Summing all phases of all occupied

states, the result must (for non degenerate energies) be zero.

An important application of the Berry phase is the classification of degeneracy.

Consider two states |ψ⟩ of a system, with energies E+(R) greater than E−(R), while at

R = R∗, the energies are degenerate. In this context, the Hamiltonian can be linearized

near R∗

HL(R) ≈ H(R∗) + (R−R∗) · ∇H(R∗), (2.28)
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and the Berry Curvature, from the definition 2.27 implies

F+(R) = Im
1

(E+(R)− E−(R))2
⟨+(R)| (∇H(R∗)) |−(R)⟩ × ⟨−(R)| (∇H(R∗)) |+(R)⟩ ,

(2.29)

by the exchanges of |+(R)⟩ , |−(R)⟩ → |−(R)⟩ , |+(R)⟩, the Berry Curvature and phase

are known F+ = −F− and γ+ = −γ− (because the sum of the levels gets null). Looking

at the denominator of the equation above, at the degeneracy point R∗, since F±(R)

only involves two terms, it corresponds to a monopole in parameter space. This way,

considering the cases of En single degenerate, the Berry phase is abelian and only two

levels are relevant for the analysis. We come to this below.

2.3 Two Levels System

The generic form of a two levels Hamiltonian is

H = ϵ(R)σ0 + d(R) · σ, (2.30)

where σi are the Pauli matrices and d(R) is a vector depending on parameters R. This

model describes many interesting systems in condensed matter (like graphene, spin-

orbit coupled systems, Bogoliubov quasi-particles, etc). The Hamiltonian is rewritten

as

H = ϵσ0 + d1σ1 + d2σ2 + d3σ3;

=

(
ϵ 0
0 ϵ

)
+

(
0 d1
d1 0

)
+

(
0 −id2
id2 0

)
+

(
d3 0
0 −d3

)
; (2.31)

=

(
ϵ+ d3 d1 − id2
d1 + id2 ϵ− d3

)
=

(
a b
c d

)
.

Calculating now the eigenvalues, the characteristic equation is

E±(R) = ϵ(R)±
√
d · d, (2.32)

with ϵ(R) an additive constant. The vector d(R) can be parameterized in spherical

coordinates (d, θ, ϕ), as
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d =

 d sin θ cosϕ
d sin θ sinϕ
d cos θ

 . (2.33)

Considering a case of ϵ = 0, then E± = ±
√
d · d = ±d, the eigenvectors are obtained

by the eigenvalue equation

(
d3 − E± d1 − id2
d1 + id2 −d3 − E±

)
=

(
d3 ∓

√
d · d d1 − id2

d1 + id2 −d3 ∓
√
d · d

)
;(

cos θ ∓ 1 sin θ cosϕ− i sin θ sinϕ
sin θ cosϕ+ i sin θ sinϕ − cos θ ∓ 1

)
∼
(

cos θ ∓ 1/2 e−iϕ sin θ
eiϕ sin θ − cos θ ∓ 1/2

)
,

(2.34)

for the eigenvalue E+, the eigenvector |+⟩ = (a1, a2)
T is

(
cos θ − 1 e−iϕ sin θ
eiϕ sin θ −(cos θ + 1)

)
∼
(

−2 sin2 θ/2 e−iϕ sin θ
eiϕ sin θ −2 cos2 θ/2

)
; (2.35)

a1 =
e−iϕ

2

sin θ

sin2 θ/2
a2; (2.36)

a2 =
eiϕ

2

sin θ

cos2 θ/2
a1, (2.37)

choosing a2 = sin θ/2, so a1 = (e−iϕ cos θ/2). The resulting eigenstate is expressed by

|+(R)⟩ =
(
e−iϕ cos θ

2

sin θ
2

)
. (2.38)

Analogously, the eigenstate |−⟩ = (b1, b2)
T of the eigenenergy E− is

|−(R)⟩ =
(
e−iϕ sin θ

2

− cos θ
2

)
. (2.39)

remembering that this basis is orthonormal, meaning ⟨±|±⟩ = 1 and ⟨±|∓⟩ = 0.

By the gauge invariance, and disregarding the component Ad of the vector po-

tential, remains the necessity of calculating Aϕ, Aθ represented by

An
θ = i ⟨n(R)| ∂

∂θ
(|n(R)⟩) , An

ϕ = i ⟨n(R)| ∂
∂ϕ

(|n(R)⟩) , (2.40)

taking the state |−⟩, the Berry potential vector component A−
θ is
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A−
θ = i

(
eiϕ sin θ

2
− cos θ

2

)
∂θ

(
e−iϕ sin θ

2

− cos θ
2

)
;

= i
(
eiϕ sin θ

2
− cos θ

2

)( e−iϕ

2
cos θ

2
1
2
sin θ

2

)
; (2.41)

A−
θ =

i

2

[
sin

θ

2
cos

θ

2
− cos

θ

2
sin

θ

2

]
= 0,

and for the component A−
ϕ

A−
ϕ = i

(
eiϕ sin θ

2
− cos θ

2

)
∂ϕ

(
e−iϕ sin θ

2

− cos θ
2

)
;

= i
(
eiϕ sin θ

2
− cos θ

2

)( −ie−iϕ sin θ
2

0

)
; (2.42)

A−
ϕ = sin2 θ

2
.

The only thing left is the Berry curvature Fθϕ, obtained by

Fθϕ =
∂A−

ϕ

∂θ
− ∂A−

θ

∂ϕ
=
∂ sin2 θ

2

∂θ
=

sin θ

2
. (2.43)

Observation 1. Consider now the ground state of a two level system {|ψ⟩} = {|−⟩ , |+⟩}
varying the configurations in parameter space d = d(θ, ϕ). Taking the lower energy (the

specific properties of the wave functions depend on the dispersion relation E = ±
√
d2 = ±d).

Since d ̸= 0 (avoid band cross) for all parameter values, it is possible to flatten the bands, i.e.

make the energy constant. To analyze the gauge invariance of the curvature, one realizes that

the eigenstates defined above are not well defined in the ’south pole’ where θ = π. One obtains

|−(R)⟩ =
(
e−iϕ

0

)
, (2.44)

which is in fact, not well defined, since

ϕ = arctan
dy
dx

. (2.45)

Recall that in the chosen gauge, A−
θ = 0. The Berry connection associated with the ground

state is known, as A−
ϕ = sin2 θ/2. Choosing now a new gauge, for instance |−′(R)⟩ = eiϕ |−⟩,

the Berry connection in this gauge (|−′⟩) is

A−′

ϕ = − cos2
θ

2
, (2.46)
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the difference between both gauges is exactly unitary.

Berry realised that the integrals over the connections in closed loops in the space of

parameters are independent of gauge. Considering the circulations of the connections obtained

above, integrated over θ = cte curves, this leads to

γ− =

ˆ
Cθ
A−

ϕ dϕ = sin2 θ

2

ˆ 2π

0

dϕ = 2π sin2 θ

2
; (2.47)

γ−′ =

ˆ
Cθ
A−′

ϕ dϕ = − cos2
θ

2

ˆ
Cθ
dϕ = −2π cos2

θ

2
. (2.48)

The difference between the circulations γ− − γ−
′
= 2π and, consequently, describes the same

phase. The Berry Curvature is exactly the same

Fθϕ =
sinϕ

2
, (2.49)

as expected (the Berry vector potential is depended on the gauge choice). Realising that in

reality the Berry phase is not a relevant gauge independent quantity, but the Wilson Loop is

(integral realised over a closed loop).

In the case of a d vector dependent on the parameters, then by the product rule

FRiRj
= Fθϕ

∂(θ,ϕ)

∂(Ri,Rj)
=

sin θ

2

∂(θ,ϕ)

∂(Ri,Rj)
= −1

2

∂(cos θ,ϕ)

∂(Ri,Rj)
, (2.50)

where ∂(θ,ϕ)
∂(Ri,Rj)

is the Jacobian of the transformation from R → (θ, ϕ).

The intensity of the Berry Field Fi = ϵijkFjk provides an expression for the com-

ponents

F−
i = ϵijkFRjRk

= ϵijkF
−
θϕ

∂(θ,ϕ)

∂(Rj,Rk)
→ F−

Ri
=

sin θ

2

∂(θ,ϕ)

∂(Rj,Rk)
, (2.51)

remembering that the Jacobian ∂(Ri,Rj)

∂(ϕ,θ)
= R2 sin θ and by the theorem of the inverse

function, the Jacobian ∂(θ,ϕ)
∂(Ri,Rj)

= −
〈

∂(θ,ϕ)
∂(Ri,Rj)

〉−1

, then the ith component of the field is

F−
i = −1

2

1

R2
; F− = −1

2

R

R3
. (2.52)
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expressed in an arbitrary direction. Now this field is proven equivalent to a monopole

(in the space of parameters) of intensity 1/2, localized at the degeneracy point. For the

band |+(R)⟩, the monopole has intensity −1/2. The degeneracy points act as sources

and sinks of the curvature of the Berry phase.

Example 1 (Perturbative Approach). Considering ϵ(R) = 0, the energy of a generic system

is

H = ±d · σ⃗,

(assuming a degeneracy at R∗ = 0), a translation over the space of parameters. Given these

considerations, for values sufficiently near of R∗ (the origin), then d(0) = 0 or d(R) = R. A

generic hamiltonian is written by

H(R) = xσx + yσy + zσz, (2.53)

for R = (x, y, z).

The eigenenergies are given by E± = ±R and the degeneracy is an isolated point at

which the parameters x, y, z are all null. Near the degeneracy point

∇H = σ⃗,

and it is possible to determine the Berry phases through the Berry Field, expressed as

F− = Im
1

4R2
⟨−| (∇RH) |+⟩ × ⟨+| (∇RH) |−⟩ , (2.54)

and the matrix elements of the Berry field can be given by the following relations

σx |±⟩ = |∓⟩ , σy |±⟩ = ±i |∓⟩ σz |±⟩ = ∓ |±⟩ , (2.55)

considering that, as a spin system conserves the angular momentum, then it is always possible

to align the z component in the direction of R in the parameter space, so that it is obtained the

components of the Berry field
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Fx = Im
1

4R2
⟨−| (σy) |+⟩ ⟨+|σz |−⟩ = Im

1

4R2
⟨−| i |−⟩ ⟨+| (− |−⟩) = 0;

Fy = Im
1

4R2
⟨−|σz |+⟩ ⟨+|σx |−⟩ = 0;

Fz = Im
1

4R2
(⟨−|σx |+⟩ ⟨+|σy |−⟩ − ⟨−|σy |+⟩ ⟨+|σx |−⟩)

= Im
1

4R2
(⟨−|−⟩ (−i ⟨+|+⟩)− i ⟨−|−⟩ ⟨+|+⟩) = − 1

2R2
, (2.56)

or, more generally, for any direction of R (without align the direction of the z component of the

spin matrices with R), the Berry field is

F− = − R

2R3
. (2.57)

A field of the form of Equation 2.52, gives us a Berry phase

γ±(C) = −
¨

∂S=C
± R

2R3
· dS = ∓1

2

¨
∂S=C

1

R3
R · dS;

= ∓1

2

1

R2

¨
∂S=C

R̂ · n̂dσ = ∓1

2

A(C)
R2

= ∓1

2
Ω(C), (2.58)

where Ω(C) is the solid angle of the closed curve C subtended by the origin. The expo-

nential of the Berry phase can be written by

exp{iγ±(C)} = exp

{
∓ i

2
Ω(C)

}
, (2.59)

realising that the phase factor is independent of the surface that generates the curve,

since Ω can only change over multiplets of 4π (it occurs by crossing a degeneracy).

Definition 1. Dirac fermions are fermions that obey a momentum space Hamiltonian given by

H =
∑
i

kiσi, (2.60)

in the Brillouin zone, similar to the developed Hamiltonian in the last sections.

One of the principal consequences of transporting a two dimensional Dirac

fermion over a trajectory C in the parameter space, is the attachment of a Berry phase.
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The value of this phase is obtained using the results derived until now. In the case stud-

ied of a two level system, the solid angle subtended by the curve is 2π if it surrounds

the degeneracy, and zero if not.

This proves that the Berry phase of two dimensional gapless Dirac fermions in

the Fermi surface is equal to π.

2.4 Chern Number

From the definitions given above, in the two levels system, the integral of

ˆ
Cθ

(
A−′

ϕ (θ, ϕ)− A−
ϕ (θ, ϕ)

)
dϕ = γ−

′ − γ− = 2π, (2.61)

and realising that this equality is the same as the integral of the Berry curvature over a

closed sphere containing a monopole, the Stokes Theorem asserts

ˆ
Cθ

(
A−′

ϕ (θ, ϕ)− A−
ϕ (θ, ϕ)

)
dϕ =

ˆ
Cθ
∇×

(
A−′

ϕ (θ, ϕ)− A−
ϕ (θ, ϕ)

)
dθdϕ =

ˆ
S2

Fθϕdθdϕ.

(2.62)

By equation 2.61, the above integral is the same

˛
S2

Fθϕdθdϕ = 2π. (2.63)

The integral of the Berry curvature over a manifold is, for general fields, equal to

2π ×m, with m ∈ Z the number of monopoles inside the manifold. From this integral,

one of the principal topological indexes is defined, responsible for a wide gamma of

quantized effects in the theory of condensed matter, the Chern Number, defined as

Ch =

˛
S2

Fθϕdθdϕ = 2πm. (2.64)

The quantization rule imposed by the Chern number (quantization of the Berry

Flux) is valid for any two dimensional manifold, for example the Torus T2 or the sphere

S2.
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2.5 Zak phase in Condensed Matter Systems

Considering the previously discussed aspects of the previous sections, it is in-

teresting now to focus on condensed matter systems, i.e. proposed systems in periodic

potentials (lattice - Bravais- potentials V (r)). It is known that the Schrödinger equation

H |ψ(r)⟩ =
(
− 1

2m
∇2 + V (r)

)
|ψ(r)⟩ = ϵ |ψ⟩ , (2.65)

captures the dynamics of a particle, submitted to a periodic potential V (r)

V (r) = V (r+ ai), (2.66)

for ai the lattice vectors. For a system with multiple bands, the Bloch theorem guaran-

tees the existence of eigenfunctions of the form

|ψnk(r)⟩ = eik·r |nk⟩ , (2.67)

called Bloch waves, with quantum numbers n (band index). Writing this expression as

eik·R |ψ(r)⟩ = |ψ(r+R)⟩ , (2.68)

the translation operator TR is defined (which commutes with the Hamiltonian).

Global phases of the wave function, of the type exp{iϕ}, are harmless. This sym-

metry is commonly known as a Global Phase Symmetry U(1). The conservation law

that corresponds to such an invariance is the conservation of the probability density

d

dt

(ˆ
d3r|ψ|2

)
= 0. (2.69)

2.5.1 Local Phase Symmetry

Now we start looking to local symmetries, invariances and more important,

phases that can be measured (like eiϕ(k)). Defining a state ⟨r|ψnk⟩ = exp{ik · r}u(r)
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as the Bloch wave, then is interesting to obtain information about any state of the kind

⟨r|ψ′
nk⟩ = exp{ik · r} ⟨r|ψnk⟩. For that, substituting these in the Schrödinger equation

H |ψ′
nk⟩ =

(
− 1

2m
∇2 + V (r)

)
exp{iϕ(k)} |ψnk⟩ ;

= exp{iϕ(k)}
(
− 1

2m
∇2 + V (r)

)
|ψnk⟩ ; (2.70)

= exp{iϕ(k)}ϵnk |ψnk⟩ = ϵnk |ψ′
nk⟩ ,

the addition of a local phase factor preserves the Hamiltonian invariant in the recipro-

cal space. For the independent electron, this invariance requires momentum conserva-

tion.

The remaining task is to describe the degrees of freedom of the local phase. One

way to do this is analogous to gauge transformations in quantum mechanics. It means

to take local phases in the position space, considering transformations of the wave

functions by local phases. The Schrödinger equation applied to these functions results

in

(
− 1

2m
∇2 + V (r)

)
exp{iϕ} |ψ⟩ = i

∂

∂t
(exp{iϕ} |ψ⟩) ;

− 1

2m
∇ ·
[(
∇eiϕ

)
|ψ⟩+ eiϕ (∇ |ψ⟩)

]
+ eiϕV |ψ⟩ = −∂ϕ

∂t
eiϕ |ψ⟩+ ieiϕ

∂ |ψ⟩
∂t

; (2.71)

− 1

2m

[
i∇ · (∇ϕ) eiϕ |ψ⟩+∇ ·

(
eiϕ∇ |ψ⟩

)]
+ V |ψ′⟩ = −∂ϕ

∂t
eiϕ |ψ⟩+ ieiϕ

∂ |ψ⟩
∂t

,

the first term in the left hand side of the equation is

i∇ · (∇ϕ) exp{iϕ} |ψ⟩ = i
(
∇2ϕ

)
exp{iϕ} |ψ⟩+ i(∇ϕ) ·

[
i (∇ϕ) exp{iϕ} |ψ⟩+ eiϕ∇ |ψ⟩

]
;

=
{[
i∇2ϕ− (∇ϕ)2

]
|ψ⟩+ i (∇ϕ) · (∇ |ψ⟩)

}
exp{iϕ}, (2.72)

and the second term in the left hand side of the equation is

∇ · (exp{iϕ}∇ |ψ⟩) = i(∇ϕ) · (∇ |ψ⟩) exp{iϕ}+ exp{iϕ}∇2 |ψ⟩ ;
=
[
i (∇ϕ) · (∇ |ψ⟩) +∇2 |ψ⟩

]
exp{iϕ}, (2.73)

the Schrödinger equation is, substituting the left hand side terms
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− 1

2m

{[
i∇2ϕ− (∇ϕ)2

]
|ψ⟩+ i (∇ϕ) · (∇ |ψ⟩) + i (∇ϕ) · (∇ |ψ⟩) +∇2 |ψ⟩

}
+ V |ψ⟩ =

− 1

2m

{[
i∇2ϕ− (∇ϕ)2

]
|ψ⟩+ 2i (∇ϕ) · (∇ |ψ⟩) +∇2 |ψ⟩

}
+ V |ψ⟩ ,

(2.74)

or yet

− 1

2m

{[
i∇2ϕ− (∇ϕ)2

]
|ψ⟩+ 2i (∇ϕ) · (∇ |ψ⟩) +∇2 |ψ⟩

}
+ V |ψ⟩ = −∂ϕ

∂t
|ψ⟩+ i

∂ |ψ⟩
∂t

;{
1

2m

[
(∇ϕ)2 − i∇2ϕ

]
|ψ⟩ − i

m
(∇ϕ) · (∇ |ψ⟩) + ∂ϕ

∂t
|ψ⟩
}
− 1

2m
∇2 |ψ⟩+ V |ψ⟩ = i

∂ |ψ⟩
∂t

,

(2.75)

i.e. the local phase does not maintain the Schrödinger equation invariant (in the coor-

dinate space). Realising that

(−i∇+∇ϕ)2 |ψ⟩ = (−i∇+∇ϕ) · (−i∇ |ψ⟩+ |ψ⟩∇ϕ);
= −∇2 |ψ⟩ − i(∇ |ψ⟩) · (∇ϕ)− i |ψ⟩∇2ϕ− i(∇ |ψ⟩) · (∇ϕ) + (∇ϕ)2 |ψ⟩ ;

(2.76)

= (∇ϕ)2 |ψ⟩ − i(∇2ϕ) |ψ⟩ − 2i(∇ |ψ⟩) · (∇ϕ)−∇2 |ψ⟩ ,

the Hamiltonian can be described by

1

2m
(−i∇+∇ϕ)2 |ψ⟩+ ∂ϕ

∂t
|ψ⟩+ V |ψ⟩ = i

∂ |ψ⟩
∂t

. (2.77)

From the classical electromagnetism, the momentum operator is substituted through a

gauge transformation p → p + (q/c)A, for the vector potential A and the time deriva-

tives are substituted by ∂
∂t
(·) → ∂

∂t
(·)+ qΦ, where Φ is the electric field potential (scalar

field). Making the substitution, an effective Hamiltonian is obtained

1

2m

(
−i∇− e

c
A
)2
ψ(x, t) + V (x)ψ(x, t) + eΦψ(x, t) = i

∂ψ

∂t
;

1

2m

[
−∇2ψ +

ie

c
(∇ · (Aψ) +A · (∇ψ)) + e2

c2
A2ψ

]
+ (V + eΦ)ψ = i

∂ψ

∂t
; (2.78){

i

2m

[
e

c
(∇ ·A) +

e2

c2
A2

]
ψ +

ie

mc
A · (∇ψ) + eΦψ

}
− 1

2m
∇2ψ + V ψ = i

∂ψ

∂t
.

Making a gauge transformation of the kind
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Φ′ → Φ− 1

e

∂ϕ

∂t
; (2.79)

A′ → A+
c

e
∇ϕ, (2.80)

the wave function must be altered to

ψ′(x, t) → exp
{
i
e

c
ϕ
}
ψ(x, t), (2.81)

local symmetries are then a manifestation of the gauge field. For a Bloch wave, having

the same local symmetry in the reciprocal space, is interesting to take the gauge fields

in the k-space.

2.5.2 Berry Connection and Curvature

Remembering the Equation 2.11 previously defined, the Berry connection in the

parameter space, can be now extended to the reciprocal space

An ≡ i ⟨nk| ∇k |nk⟩ , (2.82)

and taking a local phase ϕ(k), the Berry connection is

A′
n = i ⟨nk| e−iϕ(k)∇ke

iϕ(k) |nk⟩ = i ⟨nk| ∇k |nk⟩+ i ⟨nk| (i∇kϕ(k)) |nk⟩ ;
= An −∇kϕ(k) ⟨nk|nk⟩ = An −∇kϕ(k), (2.83)

that behaves identically to the electromagnetic vector potential. However this field

lives in the reciprocal space.

The Berry Curvature is defined in the same way, by Fn

Fn ≡ ∇×An = iϵijk
∂

∂ki
(⟨nk|) ∂

∂kj
(|nk⟩) = iϵijk

〈
∂kiunk

∣∣∂kjunk〉 . (2.84)

In the absence of a lattice, the position and momentum operators can be viewed as

gradients in their reciprocal spaces, i.e. r = i∇k and k = −i∇r. In the presence of

a Bravais lattice, the position operator (and the momentum operator too) is defined

similarly
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Definition 2. A Bloch wave, has the position operator given by

r = i∇kδmn −Amn = i∇kδmn − ⟨mk| ∇k |nk⟩ , (2.85)

and Amn is exactly the Berry connection when m = n, or Ann = An.

Observation 2. Initially, the aim is to show that the real expression to the position operator

in the absence of a lattice is correct. To see this, expanding the wave function in the real and

reciprocal spaces, in terms of plane waves

⟨r|ψ⟩ =
ˆ

⟨r|k⟩ ⟨k|ψ⟩ d3k =

ˆ
d3kψ(k)eik·r; (2.86)

⟨k|ψ⟩ =
ˆ

⟨k|r⟩ ⟨r|ψ⟩ d3k =

ˆ
d3rψ(r)e−ik·r, (2.87)

now simply making r |ψ⟩, it is aimed to know the action of this operator. Again, using the

identity property

⟨k| r |ψ⟩ =
ˆ

⟨k|r⟩ ⟨r| r |ψ⟩ d3r =
ˆ
e−ik·rrψ(r)d3r;

= i

ˆ
∇ke

−ik·rψ(r)d3r = i∇ψ(k), (2.88)

and this result makes use of the quantization condition p → −i∇r.

Now turning back to the lattice case, writing a superposition of Bloch waves (denoted

by |ψnk⟩ = eik·r |nk⟩), therefore

⟨r|ψ⟩ =
∑
n

ˆ
d3k ⟨ψnk|ψ⟩ ⟨r|ψnk⟩ =

∑
n

ˆ
d3kψn(k)ψn,k(r);

=
∑
n

ˆ
d3kψn(k)unk(r)e

ik·r, (2.89)

by this transformation similar to a Fourier transform, associated to a weight function unk (not

only plane waves). Unfortunately, the inverse of this transformation is not so simple as the

Fourier inverse. The action of the position operator is known applying over ψ(r)
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rψ(r) = r
∑
n

ˆ
d3kψn(k)unk(r)e

ik·r =
∑
n

ˆ
d3kψn(k)unk(r)re

ik·r;

= −i∇k

(∑
n

ˆ
d3kψn(k)ψnk(r)

)
+ i
∑
n

ˆ
∇k

(
ψn(k)unk(r)

)
eik·rd3k; (2.90)

= i
∑
n

ˆ
eik·r

{
∇k

[
ψn(k)

]
unk(r) + ψn(k)∇k

[
unk(r)

]}
d3k,

the second derivative inside the integral can be rewritten as

∇k ⟨r|nk⟩ = ∇k

ˆ
d3r′ ⟨r|r′⟩ ⟨r′|nk⟩ =

ˆ
δ(r− r′)∇kunk(r

′)d3r′, (2.91)

and the action of r is

rψ(r) = i
∑
n

ˆ [
∇k (ψn(k))ψnk(r) + ψn(k)e

ik·r
ˆ
δ(r− r′)∇kunk(r

′)

]
d3k;

= i
∑
n

ˆ
d3kψnk(r)∇k (ψn(k))+

−
∑
n

ˆ
ψn(k)

[∑
m

eik·rumk(r)

(
−i
ˆ
δ(r− r′)u∗mk(r)∇kunk(r

′)d3r′
)]

d3k;

=
∑
n

ˆ
d3k

(
ψnki∇k −

∑
m

ψmk(r)Amn

)
ψn(k), (2.92)

and the proposed form of the operator is valid.

In a single band problem, the m index (and the respective summation) can be

dropped and the Berry Curvature is reobtained

rψ(r) =

ˆ
d3k (ψnki∇k − ψnk(r)An)ψn(r). (2.93)

If the energy gap between any two bands is large, then there is no overlap be-

tween them, and Amn can be neglected for m ̸= n. In this case, the position operator is

only

r = i∇k −An. (2.94)
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Such conclusion is analogous to the case of the momentum operator in a system sub-

mitted to a electromagnetic field, such that p = −i∇r − (e/c)A. 4

Spatially separated electric charges give rise to an electric dipole moment (po-

larization). The polarization is directly connected to the position average p ∝ ⟨x̂⟩.
However, in the crystalline solid, there is a infinite repetition of the lattice structure,

and in this way, the polarization cannot be defined as in the classical way. Specially in

the case of delocalized electrons, the classical polarization depends on the choice of the

unit cell (which cannot be true). Such a problem can be reinterpreted in terms of the

topological invariant, giving a physical interpretation to those quantities, as presented

in the works of (13) and reviewed in (38).

Definition 3 (Polarization). The polarization is classically expressed by the position, usually

defined as pn = qr, for the electric charge q. For delocalized electrons, the polarization cannot

depend on the choice of the unit cell, such that i∇k must vanish and the polarization must be

pn = − q

#occupied states

∑
o.s.

r;

pn = − q

2π

ˆ
ZB

Andk = − q

2π
Φn, , (2.95)

for a single band effect, where Φn is the Zak phase of the n-th band. Since the Zak phase is

defined up to 2π, the polarization must stay defined in

pn = − q

2π
Φn mod(e) = −q

2
ν mod(e). (2.96)

(See further details about polarization in refs. (13, 38) ).

Now that the topological band formalism has been developed, the Berry and

Zak phase were introduced, generic two band models were firstly investigated and

one topological invariant was defined - the Chern number. From the above definitions,

it is possible to proceed and analyse specific problems of two band models, which is

the idea of the next two chapters 3,4, one insulating and one superconductor model.

4In the case of Hall effect, terms like Amn do not contribute. Just like is proven in the previous
section, r is a local phase symmetry in the reciprocal space, such that |nk⟩ → eiϕn(k) |nk⟩ is invariant.



Chapter 3

One dimensional Insulator: SSH
Model

The simplest model of an insulator holding topological properties is the two

band model for Polyacetylene, known as SSH model: Su-Schrieffer-Heeger, (39, 40, 41).

Considering the Hamiltonian in second quantization of a dimerized one-dimensional

chain

H =
N∑
i=1

(t+ δt) c†AicBi +
N−1∑
i=1

(t− δt) c†Ai+1cBi + h.c. =
N∑
i=1

vc†AicBi +
N−1∑
i=1

wc†Ai+1cBi + h.c.

(3.1)

where c†A(B)i/cA(B)i are creation and annihilation operators of the sub-lattice A/B, re-

spectively. In this model, each cell consists of two different atoms A,B and an average

hopping term t connecting nearest neighbour sites. In addition, there is a difference

between the hopping amplitudes in-site/off-site, characterized by δ.

Considering the unit cell with a = 1, the Fourier transform of the creation and

annihilation operators are

c†Ai =
1√
N

∑
k

e−ikxia†k; c†Bi =
1√
N

∑
k

e−ikxib†k, (3.2)

FIGURE 3.1. Schematic view of a Polyacetilene chain, taken from (1), with v/t = 1 + δ
the intra-cell hopping and w/t = 1− δ the inter-cell hopping amplitudes.
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and the Hamiltonian is expressed by a matrix (through the spinor ψk = (ak , bk)
T )

H = t
∑
k

[
(1 + δ)

(
a†kbk + b†kak

)
+ (1− δ)

(
e−ikaa†kbk + eikab†kak

)]
= t
∑
k

ψ†
khkψk, (3.3)

for hk, the hopping matrix. This matrix can be expressed as a linear combination of the

Pauli matrices (as already done in the previous chapter, see section 2.3)

hk = t

(
0 (1 + δ) + (1− δ)e−ika

(1 + δ) + (1− δ)eika 0

)
, (3.4)

= t

(
0 (1 + δ) + (1− δ) (cos ka− i sin ka)

(1 + δ) + (1− δ) (cos ka+ i sin ka) 0

)
,

= t [(1 + δ) + (1− δ) cos (ka)]σx + (1− δ) sin (ka)σy = d(k) · σ.

The vector d is confined in the xy plane of the Pauli matrices σ

d(k) = t

 (1 + δ) + (1− δ) cos k
(1− δ) sin k

0

 . (3.5)

Diagonalization for this two level system is given as

ϵ±(k) = ±t
√
d2 = ±t

√
2 + 2δ2 + 2(1− δ2) cos k = ±t

√
2 [1 + δ2 + cos k (1− δ2)], (3.6)

the way the expression is derived, the Hamiltonian H is referred to as a periodic Hamil-

tonian.

Observation 3 (Canonical Bloch Hamiltonian). Considering relative positions of the sub-

lattices, creation and annihilation operators are expressed as

xAi = Xi + xA; xBi = Xi + xB, (3.7)

the Hamiltonian is written as

H = t
∑
k

[
(1 + δ)

(
eika/2a†kbk + e−ika/2b†kak

)
+ (1− δ)

(
e−ika/2a†kbk + eika/2b†kak

)]
, (3.8)

realising that
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[
(1 + δ) eik/2 + (1− δ) e−ik/2

]
a†kbk =

(
2 cos

k

2
+ 2δi sin

k

2

)
b†kak; (3.9)

[
(1 + δ) e−ik/2 + (1− δ) eik/2

]
a†kbk =

(
2 cos

k

2
− 2δi sin

k

2

)
b†kak, (3.10)

the Hamiltonian is written as

Hc = t
∑
k

ψ†
k

(
2 cos

k

2
σx + 2δ sin

k

2
σy

)
ψk, (3.11)

in this approach, the Hamiltonian is known as the Canonical Bloch Hamiltonian. In this form,

the periodicity is doubled.

The dispersion of the system is

ϵ±(k) = t
√

2 (1 + δ2 + (1− δ2) cos k) = 2t

√
cos2

k

2
+ δ2 sin2 k

2
, (3.12)

and the same relations as before are obtained, since for δ = 0 there is no gap.

The vector d is required to find the eigenstates of the bands. Luckily, these eigen-

states are known from section 2.3 and it defines the angle ϕ(k) as

ϕ(k) ≡ tan−1

(
dy
dx

)
= tan−1 (1− δ) sin k

(1 + δ) + (1− δ) cos k
, (3.13)

therefore, the eigenstates are

|±⟩ = 1√
2

(
±e−iϕ

1

)
, (3.14)

still realising that the eigenstates are well defined over all possible values of the BZ.

3.1 Edge States

One of the main features of topological band theory is the appearance of non-

local states for systems that break translational invariance (open boundary conditions

or impurities). This feature is a general correspondence of the boundary to the bulk

properties as calculated above, usually called Bulk-Boundary Correspondence.
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In the case of the SSH insulator, taking first the case of δ = ±1, the chain will

be exactly dimerized, leading to flattened energy bands given by ϵ±(k) = ±2t. When

δ = 1, the resulting states are bonded "in" the i-th site. On the other hand, for δ = −1,

the dimerization happens between sites, with the sub-latticeB site connecting with the

A sub-lattice of the next site. The Hamiltonian operates individually in the bonding

sites by the relation

H
(
c†Ai+1 ± c†Bi

)
|0⟩ = ±

(
c†Ai+1 ± c†Bi

)
|0⟩ , (3.15)

since the group velocity is null, the addition of an electron to the system do not spread

to the entire chain. Opening the boundary conditions, there will exist two site opera-

tors that does not appear in the Hamiltonian (for δ = −1), namely cA1 and cBN . Since

the Hamiltonian must commute with them, their eigenenergies must be zero, and

Hc†A1 |0⟩ = Hc†BN |0⟩ = 0, (3.16)

remembering that in-site potentials are not considered in the model. For a finite system

of N = 30 unit cells, is it possible to determine the exact energies in terms of the

parameter δ, as shown in the Figure 3.2, showing that the persistence of the zero modes

persists if δ < 0, in the limit of delocalization.

-2 -1 0 1 2
-2

-1

0

1

2

FIGURE 3.2. Diagram shows the relation between the energies relative to the parameter
δ, in a system with N = 30 unit cells.
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3.2 Topological Invariant: Winding Number

From the Hamiltonian, the vector d(k) is given by Equation 3.5 and the disper-

sion relation (periodic Hamiltonian) from the Equation 3.6. Considering d(k) ̸= 0, for

all values of momentum k, the system is gapped (disregarding δ = 0, the only value

that turns the system gapless, at k = π). It is possible to make a schematic diagram of

the trajectories of the vector d(k) in the plane, as k ∈ [−π, π) varies along the BZ, the

resulting trajectories can be seen in the Figure 3.3. The paths that d(k) traces are circles

centered at the point d0 = (d0x, d
0
y) = (1 + δ, 0) with radius 1− δ.

dx

dy

δ = 0

δ > 0

δ < 0

δ = 1δ = −1

δ > 1

δ < −1

FIGURE 3.3. Trajectories of the curve d(k) in the (dx, dy)-plane, varying k over all Bril-
louin Zone. Different colors correspond to different values of the parameter δ.

From the schematic figure above, when δ < 0, the circle encloses the origin,

while for δ > 0 the circle stay with dx > 0 for all values of k. Taking only the direction

of d,

d̂(k) ≡ d

|d| =
d

E+

, (3.17)

the internal structure of the eigenstates is determined in the Bloch Sphere, where dz = 0

indicates the equator of the Bloch sphere 1 S1.

1For generic dz , its necessary to include all the sphere S2
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Given the condition for the gap closure, it is interesting to know the bulk proper-

ties of each insulating phase. In particular, show that the mapping of the vector d over

the BZ into the Bloch sphere provides a topological invariant, the Winding Number ν,

defined via the Zak/Berry phase. This topological invariant is defined as

ν ≡ 1

π
Φ−. (3.18)

From the previous sections, integrating the Berry Connection over the BZ is

Φ± = i

ˆ
ZB

A(k) · dk, (3.19)

and this integral is dependent of the states of each band. From the eigenstates 3.14 and

local phase ϕ(k) 3.13, the Berry Connection can be computed as

∂k |±⟩ = 1√
2
∂k

(
±e−iϕ

1

)
=

1√
2

(
∓i(∂kϕ)e−iϕ

0

)
;

⟨±| ∂k |±⟩ = 1

2

(
±e−iϕ 1

)( ∓i(∂kϕ)e−iϕ

0

)
= −i1

2
∂k

[
tan−1

(
dy
dx

)]
; (3.20)

= −i1
2

dx
ddy
dk

− dy
ddx
dk

d2x + d2y
= −i 1

2E2
+

d× dd

dk
,

and rescaling the solution tan−1
(

dy
dx

)
= tan−1

(
d̂y

d̂x

)
, such that d̂2x + d̂2y = 1. The Berry

Connection is

A± = i ⟨±| ∂k |±⟩ = 1

2
d̂× dd̂

dk
, (3.21)

which has only one component (z component). Finally the Zak phase can be expressed

only in terms of the direction of the vector d

Φ± =
1

2

ˆ π

−π

d̂× dd̂

dk
dk =

ˆ π

−π

1

2E2
±
d×dd

dk
dk. (3.22)

Computation of the Zak phase, depends on the above integral, which cannot always

fulfill the requirements of the Fundamental Theorem of Calculus. The derivative of d̂

is

dd̂

dk
=

1

E+

dd

dk
+

d

dk

(
1

E+

)
d, (3.23)
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and since the cross product is insensitive to parallel vectors, and the second term van-

ishes (and the reason that the rescaled Berry Connection is right). In the specific case

of the SSH model, the vector d is known and

dd

dk
=

 −(1− δ) sin k
(1− δ) cos k

0

 ;

d×
(
dd

dk

)
z

= [1 + δ + (1− δ) cos k] (1− δ) cos k + (1− δ)2 cos2 k; (3.24)

= (1− δ2) cos k + (1− δ)2,

the z component of the Berry Connection is simply

Az =
(1− δ2) cos k + (1− δ)2

2 (1 + δ2 + (1− δ2) cos k)
=

1

2
− δ

1 + δ2 + (1− δ2) cos k
. (3.25)

The integral of the Berry Connection over the BZ is

ν =
1

2π

ˆ π

−π

(
1

2
− 2δ

1 + δ2 + (1− δ2) cos k

)
dk. (3.26)

Defining the parameter a = (1 + δ2)/(1 − δ2) (with |a| > 1) such that |δ| =√
(a− 1)/(a+ 1), the second integral is

δ

1− δ2

ˆ π

−π

1

cos k + 1+δ2

1−δ2

dk =
δ

1− δ2

ˆ π

−π

1

cos k + a
dk, (3.27)

the indefinite integral is obtaind via

ˆ
1

cos k + a
dk =

2√
a2 − 1

tan−1

(√
a− 1

a+ 1
tan

k

2

)
+ cte, (3.28)

and now putting upper and lower bounds, the integral becomes definite, as

ˆ π

−π

1

cos k + a
dk =

2
2|δ|
1−δ2

{
tan−1

[
|δ| tan

(π
2

)]
− tan−1

[
|δ| tan

(
−π
2

)]}
;

=
1− δ2

|δ| sgn(δ)π, (3.29)
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and the topological invariant is

ν =
1

2
[1− sgn (δ)] ,=⇒ ν =

{
ν = 1 if δ < 0,
ν = 0 if δ > 0. (3.30)

The winding number is seen in the schematic Figure 3.3, as the two different geometry

of the circles, one circulates the origin (δ < 0) and the other doesn’t. Since the gener-

ated curve of the vector d(k) over the Brillouin Zone provides information about the

winding number, it is called the Winding Vector.

One could say that there exists ambiguity in the topological phase, since it is

possible to choose the unit cell in the sequence AB or BA. But, the way it is derived,

since the amplitude of the in-site hopping is defined as t + δt and the off-site hopping

t− δt, the ambiguity disappears.

The non-vanishing topological invariant admits non-local states at the edges of

the system. Such edge states have zero energy, as shown in the previous subsection, in

Figure 3.2.

Since the integral is not so trivial to obtain for generic values of the parameter2,

and very often it is much harder to obtain the integral of more complex curves, it is

interesting to avoid the complex integral, and focus on the geometrical aspect of the

topological invariant. The winding number can be identified in a closed loop by the

following procedure:

a) Since the curve d is oriented, it is possible to trace a similar curve always in

the left side CL and another similar curve always in the right side CR;

b) Taking an arbitrary curve L leaving from the origin to infinity in any direc-

tion (one possible choice is the ray dy = 0 and dx ≥ 0);

c) Identify the intersections of L with d;

d) To each intersection it is imposed a signature: +1 if the ray L intersects first

CR and −1 if the ray L intersects first CL.

2Remembering that the curve is just a circumference.
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e) The winding number is the summation of the signatures.

To modify the winding number, it is necessary to close the gap or add a term breaking

the symmetries of the system, allowing states (in the Bloch sphere) out of the equator.

From the winding number, it is possible to produce a topological phase diagram,

shown in Figure 3.4, for different values of v ≡ 1 + δ and w ≡ 1− δ (δ is not a relevant

quantity), such that v + w ̸= 2.

FIGURE 3.4. Topological phase diagram for the SSH model shows topological and
trivial phases exhibited by ν considering the parameters v, w.

3.2.1 Polarization

For the SSH model, the polarization is known by the relation obtained previ-

ously in 2.96. The way to put the polarization is

p± = −q
2
ν mod(e) =

q

4
(1− sgn(δ)),=⇒ ν =

{
p± = e

2
if δ < 0,

ν = 0 if δ > 0,
(3.31)

and the distinction between polarization eigenvalues are related to the topological

phases. In the trivial phase, δ > 0, there is no polarization since all states are com-

bined in the interior of the chain unit cell.

Considering now the topological phase (δ < 0), the hopping between sites of

different cells is greater than the hopping inside one cell, has a special meaning. For
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open chains, the edges become unpaired, generating an excess of charge in one edge

and a lack at the other.

3.3 Symmetries and Ten-Fold Way

Beyond the usual symmetries (like the global/local phase symmetry and the

symmetries of the point group), there is another class of non-spatial symmetries: time

reversal, particle-hole and chiral, as shown by (42, 43).

Definition 4 (Non-Unitary Symmetries). The non-unitary symmetries obey the following

properties

(i) Time reversal: Operators act on the (first quantized) Hamiltonian h(k) of the recip-

rocal space according to the relations as T ≡ UTK, is a anti-unitary and commuting symmetry

Th(k)T−1 = UTh
∗(−k)U−1

T = h(−k). (3.32)

(ii) Particle-hole: Operators act on the reciprocal space Hamiltonian following the rela-

tions as C ≡ UCK, is anti-unitary and anti-commuting symmetry

Ch(k)C−1 = UCh
∗(−k)U−1

C = −h(−k). (3.33)

(iii) Chiral: Operators act on the reciprocal space Hamiltonian according to the relations

as S ≡ US , is unitary and anti-commuting

Sh(k)S−1 = −h(k), (3.34)

the chiral symmetry can be interpreted as the product of the time reversal and the particle hole

symmetry, which can be expressed as S = TC = UTUC . This result, guarantees to each

positive/negative energy, another state with negative/positive energy.

The presence/absence of different possible choices of such non-unitary symmetries are

summarized in the usually called ten-fold way, as follows in the Table 3.1.



34 CHAPTER 3. ONE DIMENSIONAL INSULATOR: SSH MODEL

Symmetry Class Time Reversal T Particle-Hole C Chiral S
BDI +1 +1 1
CII −1 −1 1
CI +1 −1 1

DIII −1 +1 1
AI +1 0 0
AII −1 0 0
D 0 +1 0
C 0 −1 0

AIII 0 0 1
A 0 0 0

TABLE 3.1. Classification of non-unitary symmetries. The presented signs indicate the
the sign of the square operator O2, for the operators O = T , C,S .

Unitary spatial symmetries are of interest too. Specially, it is important to re-

member the action of the inversion operator (inversion symmetry when commutes

with the Hamiltonian)

Ih(k)I−1 = h(−k) (3.35)

in the above table, the SSH model has the time reversal symmetry, the particle hole

symmetry (both squared to plus one, T 2 = C2 = +1) and consequently the chiral

symmetry. Those are known the BDI systems.

3.3.1 Chiral Symmetry

Since the BDI class has all symmetries and the chiral symmetry is identified as

the product of both time reversal and particle hole, then is sufficient to study this sym-

metry. From the above definition, it must be true that S† = S and S2 = 1. Equivalently,

is it possible to define projector operators of the sublattices PA, PB

PAHPA = PBHPB = 0; PAHPB + PBHPA = H, (3.36)

a different approach to define the sub-lattice symmetry3 meaning that being in one of

the sub-lattices, cannot transition to the same species.
3Synonym of chiral symmetry.
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The SSH model is bipartite, the projectors can be constructed as

PA =
N∑

m=1

cAmc
†
Am =

N∑
m=1

(
1− c†AmcAm

)
, PB =

N∑
m=1

cBmc
†
Bm

N∑
m=1

(
1− c†BmcBm

)
, (3.37)

and the chiral operator S is

S = PA − PB = −
N∑

m=1

(
c†AmcAm − c†BmcBm

)
= −

N∑
m=1

σz. (3.38)

The operator S obviously commutes with the Hamiltonian, since (in the coordinate

space, for the spinor ψn = (cAn, cBn)
T ) writing

SHS =
∑
m

σz

N−1∑
j=1

(
(t+ δt)c†AjcBj + (t− δt)c†BjcAj+1 + h.c.

)∑
n

σz;

=
∑
m

σz

(
(t+ δt)

N∑
j=1

ψ†
nσxψn + (t− δt)

N−1∑
j=1

ψ†
nσxψn+1

)∑
n

σz = −H, (3.39)

the second sum, in the parentheses of the second line indicates "off"-site hopping (mak-

ing the Fourier transform, there will appear the eik term), in other words, as H does not

depend on the z component of the Pauli matrices, the chiral operator is a symmetry.

Beyond that, since hopping amplitudes can depend on the position and there will be

no symmetry breaking, the symmetry is robust.

Example 2 (Chiral SSH Model). Considering now the SSH model with complex hopping

parameters v, w = |w|eiδ ∈ C, as in (44, 45), the Hamiltonian

h(k) =
[ v
w

+ cos (k − δ)
]
σx + sin (k − δ)σy, (3.40)

breaks the time reversal and the particle-hole symmetries, since h∗(−k) ̸= ±h(k). As long as

there is no σz in h(k), the chiral symmetry remains, and from Table 3.1, the symmetry class is

now AIII.

A subtle point is that, making a Gauge transformation of cn → eiδncn, the non-unitary

symmetries are recovered, and the model again is of the BDI class. Considering at least two in-

teracting chains of AIII class, the gauge transformation above does not recover the non-unitary

symmetries.
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Example 3 (Chiral Symmetry Breaking: Rice-Mele Model). Introduced by Rice and Mele

(46), a staggered local potential ∆ in the SSH model (more information on the literature such

as (1, 36, 47)), the Hamiltonian is now expressed as

H =
N∑
i=1

[
∆
(
c†iAciA − c†iBciB

)
+ (t+ δt) c†AicBi

]
+

N−1∑
i=1

(t− δt) c†Ai+1cBi + h.c.

h(k) =
( v
w

+ cos k
)
σx + sin kσy +∆σz, (3.41)

as now it is introduced a σz term in the Hamiltonian the chiral symmetry is broken and there

are no topological phases.

Example 4 (Chiral Symmetry Breaking: Pump Model). Adding a cyclic adiabatic evo-

lution to the parameters v = v(t), w = w(t) and ∆ = ∆(t) and requiring that h(k, t) =

h(k, t + T ) for a time T ≪ ℏ/min (2v(t), 2w(t), 2∆(t)), such that the evolution of the Hamil-

tonian is quasi-static, then a new topological feature can be explored. This model is ’two dimen-

sional, and has no time reversal symmetry, so there is a Chern number associated (associated to

a polarization, or the number of transported electrons from one edge to the other). This cyclic

evolution is also called Adiabatic Pump, and for the case of the Rice-Mele pump model, is called

Thouless Charge Pump.

Example 5 (Chiral Symmetry Breaking: Spin Pump Model). Introducing spin to the above

adiabatic problem, the pump is called Fu-Kane spin Pump. Time reversal symmetry is recov-

ered and the Chern number is not an invariant (since time reversal implies a vanishing Chern

number), and the invariant is a Z2 invariant (corresponding to a spin flip in the edges of the

chain).

3.3.2 Inversion Symmetry

The SSH model has an additional (unitary) symmetry, the inversion symmetry.

In the reciprocal space, the Hamiltonian obeys the property

σxhkσx = h−k. (3.42)

It is observed that for k = 0 and k = π, the Hamiltonian maps to itself (for the reciprocal

lattice vector K = 2π). In these points, the Hamiltonian commutes with inversion
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and consequently the eigenvalue is also eigenvalue of the inversion operator. For the

mentioned points, the hamiltonian is simply

H(0) = 2σx; H(π) = 2δσx, (3.43)

and the eigenvalues are ϵ±(0) = ±2 and ϵ±(π) = ±2δ. By that, at half filling, just the

band with smaller eigenvalue is filled.

Since at k = 0, the dispersion is independent, then |σx = −1⟩ is the eigenstate of

the occupied band. And, this state is also the eigenstate of the inversion operator, with

eigenvalue π̂k=0 = −1.

Now, for k = π, the eigenvalue depends on δ, and for δ > 0 the same eigenstate

is filled (|σx = −1⟩) and again the eigenvalue of the inversion operator is π̂k=π = −1.

Now, for δ < 0, the filled eigenstate has another energy, and the parity operator has

different eigenvalue π̂k=π = +1. Now the product of the inversion symmetric points

gives rise to another version of the topological invariant, which can be expressed as

νZ2 ≡ π̂0π̂π = ±1. (3.44)

The different phases cannot be connected without closing the gap. In the case of BDI

class systems (with inversion symmetry), the winding number and the inversion sym-

metric invariant represents the same topological phase.

Insulating systems like the Rice Mele model, beyond breaking the chiral sym-

metry, breaks the inversion symmetry for generic values of the parameters (36, 48). For

instance, choosing a specific path for the parameters, the inversion symmetry is recov-

ered, alternating the system from the SSH model limit (∆ = 0 from 3.41) to the charge

density wave limit, for v = w, and the system is called topological crystalline insulator. In

superconductor physics, the spatial symmetries also play an important role (49, 50).

The principal results obtained in the chapter are the new topological invariant

defined (winding number) and the derived phase diagram. From the theory of po-

larization 2.96, the physical interpretation of the topological phase is given by the net

polarization in a finite chain (for example Polyacetilene). Finally, the determination of
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non-unitary symmetry conditions for the topological properties, give us information

about deformations that supposedly maintain robust the behavior of such emergent

phenomena.



Chapter 4

One dimensional p-wave
Superconductor

4.1 Majorana Basis

This chapter deals with a different kind of constituent. New particles arise from

the symmetry properties of the ground state. Changing the perspective of the degrees

of freedom in the particle-hole space, as done in the last chapter, it is now interesting to

make a change in the constituents of a Dirac fermion from the Majorana point of view

(essentially, a basis change). In the Majorana basis, the (Dirac) fermionic operators are

written in terms of new real fields ηAj , ηBj , the Majorana fermionic operators

cj =
1√
2

(
ηAj + iηBj

)
; c†j =

1√
2

(
ηAj − iηBj

)
, (4.1)

ηAj =
1√
2

(
cj + c†j

)
; ηBj =

i√
2

(
c†j − cj

)
, (4.2)

the matrix of basis change between spinors is

ηj =

(
ηAj
ηBj

)
=

1√
2

(
1 1
−i i

)(
c†j
cj

)
= Bψj, (4.3)

as shown schematically in the Figure 4.1.

The anti-commutation relations are given by

39
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ηA1 ηB1 ηA2 ηB2 ηA3 ηB3 . . . ηAj ηBj . . . ηAN ηBN

c1, c
†
1 c2, c

†
2 c3, c

†
3

. . . cj , c
†
j

. . . cN , c
†
N

η2 = Bψ2 ηj = Bψj

FIGURE 4.1. Majorana basis change, following the transformation B defined at equa-
tion 4.3, the upper chain, represent the sites, ad the bottom the corresponding real
Majorana operators. The hopping operators are not presented in this scheme.

{ηAj , ηAj′} =
1

2
{cj + c†j, cj′ + c†j′} =

1

2

(
{cj, cj′}+ {cj, c†j′}+ {c†j, cj′}+ {c†j, c†j′}

)
;

=
1

2

(
{cj, c†j′}+ {c†j, cj′}

)
= δjj′ ; (4.4)

{ηBj , ηBj′} = −1

2

(
{cj − c†j, cj′ − c†j′}

)
= −1

2

(
{cj, cj′} − {cj, c†j′} − {c†j, cj′}+ {c†j, c†j′}

)
;

=
1

2
{cj, c†j}+ {c†j, cj′} = δjj′ , (4.5)

and between the two species ηAj , ηBj , the relations are

{ηAj , ηBj′} =
i

2
{cj + c†j, c

†
j′ − cj′} =

i

2

(
{cj, c†j′} − {cj, cj′}+ {c†j, c†j′} − {c†j, cj′}

)
;

= i
(
{cj, c†j′} − {c†j, cj}

)
= 0. (4.6)

So, for Majorana fermions, there is a new relation η† = η. Essentially, Majoranas are

their own antiparticles. Since the anti-commuting relations are still valid, the Majorana

operators are generators of a Clifford Algebra.

Taking a generic quadratic Hamiltonian (such as a superconductor or an insula-

tor), given in terms of a spinor Ψ = (ψ1, . . . , ψN , ψ
†
1, . . . , ψ

†
N)

T , it is possible to write

H = Ψ†HΨ. (4.7)

However, it is interesting to analyze the problem on a Majorana basis. This change of

the internal degrees of freedom (in site degrees of freedom) is expressed as the matrixB

4.3. The Hamiltonian in the Majorana basis is expressed in terms of the species ηAj , ηBk ,

such that the Hamiltonian is

H = i
∑
i,j

ηAi Aijη
B
j =

i

2

∑
i,j,n

ηni Aijη
n̄
j , (4.8)
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in the case of non-interacting chains, there are no interactions like ηAi η
A
j , just

ηAi η
B
j , η

B
i η

A
j . Therefore, the matrix Aij is a real anti-symmetric matrix of dimension

2N × 2N . Writing a new spinor of the form η = (ηA1 , . . . , η
A
N , η

B
1 , . . . , η

B
N)

T , the Hamilto-

nian in the Majorana basis can be expressed as

H =
i

2

∑
i,j,n

ηni Aijη
n̄
j =

i

2
ηT
(

0 −AT

A 0

)
η. (4.9)

Given a similarity transformation W , real and orthogonal (W T = W−1), it acts in the

Majorana basis as

b⃗ =



bA1
...
bAN
bB1
...
bBN


= W



ηA1
...
ηAN
ηB1
...
ηBN


= Wη ⇐⇒ η = W T b⃗, (4.10)

and the operators bA(B)
j are states of the Hamiltonian that obey the relation HDb

B
i b

A
i =

ϵib
B
i b

A
i with eigenenergy ϵj . The diagonalization of the Hamiltonian provides a 2 × 2

block diagonal matrix in the following form

H =
i

2
ηTAη =⇒ HD = bTWAW Tb = bT

(
0 ⊕λi

(−ϵλi
)

⊕λi
ϵλi

0

)
b. (4.11)

4.2 Ground State

Superconducting Hamiltonians, as exemplified in the works of (51, 52), can be

written in terms of Bogoliubov excitations

H =
∑
k∈ZB

Ekγ
†
kγk =

∑
k>0

Ek

(
γ†kγk − γ−kγ

†
−k

)
, (4.12)

and, from this expression, the ground state can be determined, as the state without

Bogoliubov excitations, such that

γk |GS⟩ = 0, (4.13)
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for every value of k. The ground state is, therefore, determined in terms of |0⟩ as

|GS⟩ =
∏
k>0

γ−kγk |0⟩ =
∏
k>0

(
u−kc−k + v−kc

†
k

)(
ukck + vkc

†
−k

)
|0⟩ ;

=
∏
k>0

[(
ukc−k − vkc

†
k

)(
ukck + vkc

†
−k

)]
|0⟩ ;

=
∏
k>0

(
u2kc−kck + ukvkc−kc

†
−k − vkukc

†
kck − v2kc

†
kc

†
−k

)
|0⟩ ;

=
∏
k>0

(
vkuk − v2kc

†
kc

†
−k

)
|0⟩ , (4.14)

being that u−k = uk, v−k = −vk and ck |0⟩ = 0. The normalized state is

|GS⟩ =
∏
k>0

(
uk − vkc

†
kc

†
−k

)
|0⟩ . (4.15)

From the superconducting terms, the fermionic number n̂ is not a conserved quan-

tity, but since all operators appear in pairs, the fermion parity is a conserved quantity,

therefore the parity operator is well-defined:

Definition 5 (Parity Operator). The parity operator is the operator that shows us the parity

(even/odd) of the system

P ≡ eiπ
∑N

j=1 c
†
jcj . (4.16)

Lemma 1. For any quadratic system, the parity is conserved. Only systems with odd products

of fermionic operators do not conserve the parity (e.g. (cj + c†j)).

Proof. The aim is to prove that the parity operator P is a conserved quantity, i.e. that

the commutator [P ,H] = 0, for a Hamiltonian that has an even product of creation or

annihilation. The commutator is

[P ,H] =
[
eiπ

∑
j c

†
jcj ,H

]
=
[
eiπN̂ ,H

]
, (4.17)

the Hamiltonian does not necessarily commute to the number operator N̂ . Instead,

since there is an even number of creation/annihilation operators in the Hamiltonian,

the parity sector (even/odd) must stay the same before/after the product of Hamilto-

nian, and the commutator is
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[P ,H] = e±iπH−He±iπ = 0, (4.18)

hence the Hamiltonian commutes with the parity operator.

One way of measuring parity switches was introduced in the paper of Kitaev

and is currently used in other works, like (9, 26, 53, 27). The fermionic parity, defined

previously, can be written in the Majorana basis as the product

P ≡
N∏
i=1

ηAi η
B
i , (4.19)

so the contribution of all operators is relevant.

Since there is a basis for which the Hamiltonian gets diagonalized, see the or-

thogonal transformation W (equations 4.10,4.11), and realizing that the determinant of

the Hamiltonian will always be non-negative (skew-symmetric matrix), it is interesting

to analyze the Pfaffian. The Pfaffian for a finite matrix can be written as

Pf(−iH) = Pf
(
1

2

(
0 −AT

A 0

))
= det{A} = det

{
AT
}

. (4.20)

Since the interest comes for the parity, the interest lies in the sign of the Pfaffian, so the

fermionic parity of the ground state is

P = sgn [Pf (−iH)] = sgn (det{A}) . (4.21)

4.3 The Kitaev Chain

One of the simplest models of a one-dimensional p-wave superconductor is the

spinless chain called Kitaev Chain, initially developed in (9). This model is described

by the following Hamiltonian

H = −µ
N∑
j=1

c†jcj −
N−1∑
j=1

[
t
(
c†jcj+1 + c†j+1cj

)
−∆

(
c†j+1c

†
j + cjcj+1

)]
, (4.22)
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for hopping amplitude t, superconducting gap ∆, and chemical potential µ (parame-

ters are supposed real-valued). The operators cj/c
†
j are the spinless fermionic annihila-

tion/creation operators, obeying the standard anti-commuting relations

{ci, cj} = {c†i , c†j} = 0; {ci, c†j} = δij . (4.23)

Via the Fourier transformation over the first Brillouin Zone of the operators, then

cj =
1√
N

∑
k

eikjck, (4.24)

and the Hamiltonian is rewritten as

H =− µ

N∑
j=1

1

N

∑
k,k′

eikjc†ke
−ik′jck′ −

N−1∑
j=1

1

N

[
t
∑
k,k′

(
eikjc†ke

−ik(j+1)ck′ + eik
′(j+1)c†kck′e

−ik′j
)

+∆
∑
k,k′

(
eik(j+1)c†ke

ik′jc†k′ + e−ikjcke
−ik′(j+1)ck′

)]
;

H =− µ
∑
k

c†kck − t
∑
k

(
e−ik + eik

)
c†kck+

+
∆

N

N−1∑
j=1

∑
k,k′

(
eikj+ik′j+ikc†kc

†
k′ + e−ikj−ik′j−ik′ckck′

)
. (4.25)

The last term on the right-hand side is

∆

N

N−1∑
j=1

∑
k,k′

(
eikj+ik′j+ik′c†kc

†
k′ + e−ikj−ik−ik′jckck′

)
;

= ∆
∑
k,k′

(∑
j

1

N
ei(k+k′)jeik

′
c†kc

†
k′ +

∑
j

1

N
e−i(k+k′)je−ik′ckck′

)
;

= ∆
∑
k,k′

δ−k,k′e
ik
(
c†kc

†
−k + ckc−k

)
, (4.26)

and the Hamiltonian in k-space turns into

H =
∑
k

[
−µc†kck − 2t cos k c†kck +∆eik

(
c†kc

†
−k + ckc−k

)]
, (4.27)

From the fermionic creation/annihilation operators and remembering from the

particle-hole symmetry, h(k) = h(−k) −→ ckc
†
k = c−kc

†
−k provides exactly the num-

ber of holes in the system (leaving aside constant terms), we obtain
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H =
∑
k

[
−
(µ
2
+ t cos k

)(
c†kck − ckc

†
k

)
+∆eik

(
c†kc

†
−k + ckc−k

)]
, (4.28)

The Hamiltonian can be written in the Bogoliubov-de Gennes form in the Nambu basis,

remembering that p-wave potentials must be antisymmetric so that

H =
1

2

∑
k

(
c†k c−k

)( −µ− 2t cos k 2i∆sin k
−2i∆sin k µ+ 2t cos k

)(
ck
c†−k

)
;

H =
∑
k

ψ†hkψ =
∑
k

ψ†(− (µ+ 2t cos k) τz − 2∆ sin kτy
)
ψ, (4.29)

for τi the Pauli matrices that operate in the Nambu space (particle-hole space). Intro-

ducing again the vector d(k)

d(k) =

√
(−µ− 2t cos k)2 + 4∆2 sin2 k

 0
sin θ
cos θ

 ; tan θ ≡ 2∆ sin k

µ+ 2t cos k
. (4.30)

The Hamiltonian and the basis change of ψk → γk is expressed by the following

h(ϕ) = E(k)

(
cos θ −i sin θ
i sin θ − cos θ

)
, (4.31)(

γk
γ†−k

)
=

(
cos θ

2
i sin θ

2

−i sin θ
2

cos θ
2

)(
ck
c†−k

)
. (4.32)

The bands of the system are again given by the norm of the vector d(k), so that

E±(k) = ±
√
(µ+ 2t cos k)2 + 4∆2 sin2 k, (4.33)

for ∆ ̸= 0, at µc = −2t, there is a quantum phase transition. This critical point separates

two distinct superconducting phases (i) when |µ| < |µc| and (ii) when |µ| > |µc|.

Observation 4 (Basis Change). Given the Majorana basis, it is interesting to represent the

Kitaev Chain Hamiltonian. From the on-site coupling

c†jcj =
ηAj − iηBj√

2

ηAj + iηBj√
2

=
1

2

(
ηAj η

A
j + iηAj η

B
j − iηBj η

A
j + ηBj η

B
j

)
;

= iηAj η
B
j +

ηAj η
A
j + ηBj η

B
j

2
=

1

2
+ iηAj η

B
j . (4.34)
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The operators that appear in the hopping t part imply

c†jcj+1 + c†j+1cj =
1

2

[ (
ηAj − iηBj

) (
ηAj+1 + iηBj+1

)
+
(
ηAj+1 − iηBj+1

) (
ηAj + iηBj

) ]
;

= i
(
ηAj η

B
j+1 − ηBj η

A
j+1

)
= −i

(
ηBj+1η

A
j − ηAj+1η

B
j

)
, (4.35)

and finally, for the superconducting terms

cjcj+1 − c†jc
†
j+1 =

1

2

[ (
ηAj + iηBj

) (
ηAj+1 + iηBj+1

)
−
(
ηAj − iηBj

) (
ηAj+1 − iηBj+1

) ]
;

= i
(
ηAj η

B
j+1 + ηBj η

A
j+1

)
, (4.36)

the Hamiltonian obtained from the change of basis is given by

HKC =
i

2

∑
j

[
−µ
(
ηAj η

B
j

)
− t
(
ηAj+1η

B
j − ηBj+1η

A
j

)
−∆

(
ηAj+1η

B
j + ηBj+1η

A
j

)]
;

HKC = − i

2

∑
j

[
µηAj η

B
j + (∆− t) ηBj+1η

A
j + (∆ + t) ηAj+1η

B
j

]
. (4.37)

The imaginary factor is present to guarantee the hermiticity of the Hamiltonian. One example

that shows the need for the imaginary factor is the product

(
ηAj η

B
j

)†
=
(
ηBj
)† (

ηAj
)†

= ηBj η
A
j = −ηAj ηBj , (4.38)

the real product would be anti-hermitian. From the imaginary quantities, the operators and the

Hamiltonian become hermitian.

Taking now a limiting case, it is already possible to give some insight into the

behavior of a topological superconductor.

First, in the limit of |µ| → ∞, other parameters (t,∆) can be neglected, so that

the Hamiltonian is only

Hµ→∞ = −µ
∑
j

(
iηAj η

B
j + 1/2

)
= −µ

∑
j

c†jcj . (4.39)

In this case, the ground state is composed of the corresponding harmonic oscillator

(vacuum in the case of all sites unoccupied). Adding electrons to the system, by the
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Majorana representation, the electron modes are coupled in the sites ηAj ηBj and is pos-

sible to fill N electrons in the chain.

The second case happens to the limit case of µ = 0 and t = −∆ > 0. In this case,

the Hamiltonian is reduced to

H = it
∑
j

ηBj+1η
A
j , (4.40)

now the fermions added to the system are coupled between nearest neighbour sites.

The description made above (in finite open chains) results in zero energy modes at the

edges of the system, shown in Figure 4.2. The same result is valid for t = ∆, but the

roles of each species of the Majoranas are switched.

µ µ µ µ µ µ

t−∆

t+∆

µ µ µ µ µ µ
2∆

Emergent Majorana E.M.

µ, t,∆-free

t = ∆
µ-free

FIGURE 4.2. Schematic diagrams show the hopping interactions between Majorana
operators ηAi , ηBj in a finite chain. (Upper panel) shows hopping for generic parameters
µ, t,∆, as in the Hamiltonian 4.37. (Bottom panel) hopping interaction for a specific
selection of parameters t = ∆; in this case, an Emergent Majorana (E.M.) at the edge of
the system becomes relevant when µ≪ 2∆.

Taking now a different basis for the fermionic operators,

dj =
1√
2

(
ηBj+1 + iηAj

)
, →

 ηBj+1 =
1√
2

(
cj + c†j

)
,

ηAj = i√
2

(
c†j − cj

)
,

(4.41)

in the proposed limit, substituting the Majorana Operators in the transformation

(ηAj , η
B
j ) → (dj, d

†
j), the Hamiltonian is written as
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H = it

N∑
j=1

ηBj+1η
A
j = t

∑
j

(
d†jdj −

1

2

)
, (4.42)

which is essentially the same Hamiltonian of a local tight-binding model. For open

chains, some operators do not appear in the Hamiltonian, namely ηB1 , ηAN which can be

united in a (very) non-local fermion d0, defined as

d0 =
1√
2

(
ηB1 + iηAN

)
. (4.43)

This mode has zero energy since it does not appear in the Hamiltonian, and for the

Majoranas to be uncoupled, this fermion must be unoccupied. In the thermodynamic

limit, this non-local fermion is always unoccupied, since the overlap between Majo-

ranas is inexistent.

For a chain model with N sites, both even and odd ground states may exist. In

a contrary manner to what could be thought, as in the XY-model (via Jordan-Wigner

Transformation) presented in (54, 51), where boundary conditions give rise to different

parity sectors, the Kitaev chain is expected to change parity only if the number of sites

in the chain changes by unity, since all electron/holes are created in pairs.

A different reason for parity changes in the Kitaev chain is the overlap between

Majorana operators ηB1 , ηAN , allowing a possible non-local fermionic state appear, as

defined in 4.43. In the topological phase, the occupancy nd = d†0d0 = 0 means that the

Majorana fermions are unpaired, while if nd = 1, the fermion is occupied and the chain

exhibits a non-local fermion.

4.3.1 Topological Phase Diagrams

The Kitaev chain Hamiltonian is, apart from being written in the particle-hole

space, analogous to the Hamiltonian of an insulator. This way, taking a similar path to

that obtaining the topological invariant of the superconducting system, from the repre-

sentation of the Hamiltonian in the reciprocal space, in terms of the angle θ (Equation

4.30) the B-dG excitations are written as

γk = cos
θ

2
ck − i sin

θ

2
c†−k; γ†−k = i sin

θ

2
ck + cos

θ

2
c†−k, (4.44)
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for the single particle eigenstates. Now, making a similarity transformation U over the

matrix representation of the Hamiltonian (a rotation of the d(k) vector such that the

Pauli Matrices are transformed as (τz, τy) 7−→ (τx, τy)), we get

h̃BdG = UhBdGU
† = e−iπτy/4hBdGe

iπτy/4;

=
(
cos

π

4
1− i sin

π

4
τy

)
[− (µ+ 2t cos k) τz − (2∆ sin k) τy]

(
cos

π

4
1+ i sin

π

4
τy

)
;

(4.45)

h̃BdG =
1

2

∑
k

[− (µ+ 2t cos k) τx + (2∆ sin k) τy] =
∑
k

d(k) · τ⃗ .

Observation 5. It is still possible to define a complex number

ρ ≡ − (µ+ 2t cos k) + 2i∆sin k, (4.46)

equivalent to the vector d(k).

Now, it is possible to define another angle ϕ, similar to θ

ϕ = arctan
2∆ sin k

−µ− 2t cos k
. (4.47)

The eigenvectors are now identical to the SSH insulator described previously 3.14. The

topological properties of the chain are obtained through the Zak phase

Φ± = i

ˆ
ZB

⟨u±|∂ku±⟩ dk = ±
ˆ π

−π

dϕ

dk
dk, (4.48)

and the winding number can be determined exactly as in the previous chapter. It is

still possible to remove one of the parameters making µ→ µ/t = µ and ∆ → ∆/t = ∆.

It is already known that ϕ(k) is an odd function.

Considering that the function ϕ is continuous, the fundamental theorem of cal-

culus (FTC) would be applied, and the integral of the derivative of ϕ over all the BZ

would be zero. But instead, when there are discontinuities, the FTC does not apply

anymore.

Realizing that, for |µ| < 2, the function is discontinuous (as shown in Figure 4.3,

discontinuous and odd). For the BZ defined over (−π, π), it is simpler to consider half

of the domain (interval (0, π)). The integral of interest is now confined to the region
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FIGURE 4.3. Both plots show two different limits of the function ϕ(k), for ∆ = 1, in the
left panel: µ = −5 and in the right panel: µ = 1.

I =

ˆ π

0

dϕ

dk
dk, (4.49)

over the continuous parts, the positive and negative integral parts must cancel, but,

since there are discontinuities at ±k0 = arccos (−µ/2), and realizing that at k0 − dk the

sign of ϕ(±k0 − dk) over all Brillouin zone are the same, the work of computing the

Zak phase (and the topological invariant) reduces to sum the signs of discontinuities.

The integral I is decomposed in

Φ =

ˆ k0

0

dϕ

dk
dk +

ˆ π

k0

dϕ

dk
dk, (4.50)

In the case of |µ| < 2, the discontinuities go to tan−1 [2∆ sin k/ (−µ− 2t cos k0)] → ±π/2
for cos k0 → −µ/2t. The sign of ±π/2 depends on the sign of ∆. Summing over all

discontinuities of the Brillouin zone

ν =
1

2π

ˆ π

−π

dϕ

dk
dk =

1

2π

{
−ϕ
[
cos−1

( |µ|
2t

)+
]
+ ϕ

[
cos−1

( |µ|
2t

)−
]

−ϕ
[
cos−1

(
−|µ|

2t

)+
]
+ ϕ

[
cos−1

(
−|µ|

2t

)−
]}

=
1

π

ˆ π

0

dϕ

dk
dk, (4.51)

the topological invariant must be an integer, such that the topological invariant is ν =

0,±1. The topological invariant ν has a geometrical view, as the number of winds

over the origin of the vector d in the dx − dy plane. Considering the results above, it

is possible to vary the parameters (µ,∆) to produce the following phase diagram, in

Figure 4.4.
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FIGURE 4.4. Phase Diagram shows the topological regions and the trivial phases, with
topological invariant ν = 0,±1.

The topological region can be called the Ising region, being delimited by Ising lines1 at

the transition of the invariant ν ̸= 0 → ν = 0. Since the topological invariant changes

its sign only because of the pairing parameter sign, and at ∆ = 0 the system is a trivial

semiconductor, one could consider both of them as the same topological phase.

4.3.2 Parity Conservation and Switches

Considering a finite chain, with N sites, the parity of a chain, expressed in the

previous section on equation 4.21, expresses a conserved quantity, the presence/ab-

sence of fermionic (abelian) quasi-particles at the edges of the chain. Since it was

shown before, the ground state of superconductors is represented (in periodic bound-

ary conditions) as filled by

|GS⟩ =
∏

k∈BZ

γkγ−k |0⟩ , (4.52)

in this way, for an even number of sites, there must be an even number of fermionic

particles (electrons).

Now, looking at the most simple open Kitaev chain (N = 2), the A matrix is
1This nomenclature comes from the XY model since this spin model has in the Kitaev chain its

fermion analog.
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A =
1

2

(
µ 1−∆

1 +∆ µ

)
=⇒ det{A} = µ2 + (∆2 − 1), (4.53)

for |∆| < 1 and |µ| < 1 the parity of the system changes following the circle equation

µ2 +∆2 = 1. (4.54)

For a generic system with N sites, there are N changes in the parity, as shown in

Figure 4.5.

In the Kitaev original paper (9), he introduced a two-level effective Hamiltonian

for the finite open Kitaev chain, only considering the zero energy edge modes b0
A,b0

B

(in the limit of |µ| < 2). Kitaev claimed that the effective Hamiltonian, expressed by

Heff = tbA
0 b

B
0 , (4.55)

where t > 0 is the tunneling amplitude over the chain and the presence of unpaired

Majorana fermions (non-abelian fermions, without occupancy number) happens in the

case of

Peff ≡ sgn(bA
0 b

B
0 ) < 0, (4.56)

the bulk Hamiltonian supposedly remains unchanged in both phases.

4.3.3 Transfer Matrix Method

Realizing that the A matrix, presented in the definition of the open chain has

N − 2 identical equations, of the form

(
(1−∆)ηAn−1 + µ ηAn + (1 + ∆)ηAn+1

)
ηBn = ϵjη

A
n η

B
n , (4.57)

and supposing that there are zero energy modes, ϵ0 = 0, the basic equations of the

system become

(1−∆)ηAn−1 + µηAn + (1 + ∆)ηAn+1 = 0, (1 + ∆)ηBn−1 + µηBn + (1−∆)ηBn+1 = 0, (4.58)
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these equations write a transfer matrix system, through the matrices Tn, T †
n

(
ηAn+1

ηAn

)
=

(
µ

1−∆
∆+1
∆−1

1 0

)(
ηAn
ηAn−1

)
,=⇒ an+1 = Tnan, (4.59)(

ηBn+1

ηBn

)
=

(
µ

1+∆
∆−1
∆+1

1 0

)(
ηBn
ηBn−1

)
,=⇒ bn+1 = T †

nbn. (4.60)

The eigenvalues of the matrices are easily obtained

λ± =
−µ±

√
µ2 + 4 (∆2 − 1)

2(∆− 1)
; λ†± =

µ±
√
µ2 + 4 (∆2 − 1)

2(∆ + 1)
,

and the eigenvectors of the transfer matrix are

|a±⟩ =
(
λ±
1

)
, |b±⟩ =

(
λ†±
1

)
. (4.61)

The edge states are localized Majorana states, which means that the Majorana

wave function bA
0 = (pA1 p

A
2 . . . pAN)

T must be localized at one end of the chain, while

bB
0 = (pB1 p

B
2 . . . pBN)

T is in on the other edge. In other words, the edge states exist when

both the eigenvalues {λ+, λ−} and {λ†+, λ†−} have an absolute value greater or smaller

than unity. The Majorana wave solution is written as

pAn = a+λ
n−N−1
+ + a−λ

n−N−1
− ; pBn = b+

(
λ†+

)n
+ b−

(
λ†0

)n
. (4.62)

In this way, when both eigenvalues have absolute values smaller than one, the wave

function is localized at the beginning of the chain, on the other hand, when both wave

functions are greater than the unity, they are localized at the end of the chain.

Until now, the solution is based only on the ’bulk’ equations defined above.

In other words, there are no boundary conditions expressed in the solution (which

is needed). Boundary conditions are introduced in the case of localization, when the

Majorana wave function is localized at the beginning of the chain, with the "zeroth"

site b0, where there is no probability of finding a particle, such that

pB0 = b+

(
λ†+

)0
+ b−

(
λ†−

)0
= b+ + b− = 0,⇒ b+ = −b−. (4.63)
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In another case, where both eigenvalues are greater than one, it is introduced theN+1-

th site, where the probability of finding a particle is zero, This way

pAN+1 = a+ + a− = 0,⇒ a+ = −a−. (4.64)

There is still a possibility that the system has complex eigenvalues. These eigenvalues

are conjugate, and then the subtraction of the real parts will be zero. This way, taking

a phase shift on the eigenvalues, the subtraction gets only the imaginary part Im(λ±).

From the transfer matrix method discussed above, the edge parity of such topo-

logical Majorana fermions can be explored from Equation 4.56 by the wave solutions

4.62. It is seen that the fermionic parities P changes N times for a chosen value of ∆.

On the other hand, taking the edge parity Peff , the switching number is doubled, and

the ground state changes occur at the same points as the edge parity instabilities.

FIGURE 4.5. Filled regions exhibit changes of the edge parity Peff , obtained by the
transfer matrix solution for a chain with N = 10. The light red curves indicate the
ground state fermionic parity P = sgn(det{AKC}) previously defined in Equation 4.21.

4.4 Extensions of the Kitaev Chain

Now that some of the main topological properties of the Kitaev Chain have been

calculated, it is interesting to ask what the properties of other models owing the same
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non-unitary symmetries (BDI system). A natural way to extend the superconductor

model is to consider the hopping tij and pairing ∆ij interactions not restricted to first

neighbors.

A natural extended system, consisting of a chain with q neighbor interactions

on the pairing, and q′ neighbor hopping, such that tij = 0 for all l = |i − j| > q′. The

Hamiltonian is

H = −µ
∑
j

c†jcj − t
∑
j

(
q′∑
l=1

1

lβ
c†jcj+l +∆

q∑
l=1

1

lα
cjcj+l + h.c.

)
, (4.65)

for the hopping2 tij = t/|i − j|β and pairing ∆ij = ∆/|i − j|α. Translating the system

by the Fourier representation (for momentum k ∈ (−π, π) and unitary displacement

between sites a ≡ 1), in the reciprocal space, the Hamiltonian is

H(k) = −µ
∑
k

c†kck − 2

q′∑
l=1

1

lβ

∑
k

cos (kl)c†kck +∆

q∑
l=1

1

lα

∑
k

(
e−iklckc−k + eiklc†−kc

†
k

)
,

considering the anti-commutation relations c†kck = 1 − ckc
†
k=̇1 − c−kc

†
−k and ckc−k =

−c−kck, the Hamiltonian becomes decoupled in N 2× 2-matrices

Hk =
(
c†k c−k

)( −µ− 2
∑q′

l=1
1
lβ
cos (lk) 2i∆

∑q
l=1

1
lα
sin (lk)

−2i∆
∑q

l=1
1
lα
sin (lk) µ+ 2

∑q′

l=1
1
lβ
cos (lk)

)(
ck
c†−k

)
;

Hk = Ψ†d · τ⃗Ψ, (4.66)

for τ⃗ = {τ1, τ2, τ3} Pauli matrices in the particle-hole space.

The band energies are given by

E±
k = ±

√
d2 = ±

√√√√[µ+ 2

q′∑
l=1

1

lβ
cos (lk)

]2
+

[
2∆

q∑
l=1

1

lα
sin (lk)

]2
, (4.67)

and the eigenstates are the two-band solution with angle parameter θ, now given by

η± =
1√
2

(
±e−iθk

1

)
; tan θk =

2∆
∑q

l=1 l
−α sin lk

µ+ 2
∑q′

l=1 l
−β cos lk

. (4.68)

2Again, the hopping parameter t is absorbed by the chemical potential µ/t → µ and the pairing
parameter ∆/t→ ∆.
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The method used to calculate the winding number of the Kitaev Chain (Equation

4.51), can be used in other systems with an arbitrary range of neighbor interactions

(q, q′) in the hopping and the pairing. The topological invariant is again computed by

ϕk = −θk (same rotation of the Pauli matrices). The difference now comes from the

number of gap closures Ek = 0 and the trajectory of the vector n(k) over the Brillouin

zone.

Similarly as made for the Kitaev chain (4.50), and considering that there is a gap

closure at an arbitrary point q0, then ϕq0 is not well defined, and there is a topological

phase transition. In the case of cosϕq1 = 0 and Eq1 ̸= 0 (gap), ϕq1 is discontinuous and

’quantized’ (in the sense of ϕq1+dk − ϕq1−dk = 2|ϕq±1
| = π having different signs), piling

up (at most q) different phases to any phase diagram, that has topological invariant

computed by

ν =
1

2π

ˆ π

−π

dϕ

dk
dk =

1

π

q∑
j=1

(
ϕq−j

− ϕq+j−1

)
, (4.69)

remembering that ϕk0 = ϕ0 = 0 and ϕkq = ϕπ = 0 (odd function).

Knowing that Ek and cosϕk determines the number of phases of the model, still

left unknown sinϕk. This quantity tells us the highest number of changes of the topo-

logical invariant3, given by the range of the hopping interaction q′. The topological

invariant ν is, from a geometrical point of view, the number of winds of the curve d(k)

around the origin.

From the definition of the winding number for an arbitrarily closed trajectory

4.69 and considering arbitrary values of the range q, q′, it is possible to achieve topo-

logical phase diagrams, as shown in Figure 4.6 (imposing extra conditions on the re-

maining parameters, for instance ∆ = 1 for all cases, the parameters α, β are explicitly

imposed on the plots and captions).

In the diagrams 4.6, the absence of the µ→ −µ symmetry (present in the Kitaev

chain) becomes evident. This symmetry in the Kitaev chain is present because the

gauge transformation cj → (−1)jcj preserves the Hamiltonian only converting µ 7→
−µ. In extended models, interaction terms are separated into even and odd sectors.

3Consequently telling too the maximum value of the topological invariant.
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FIGURE 4.6. Phase Diagrams considering distinct imposed parameters for chains with
q = q′ = 5. (Left upper) phase diagram in the limit of β → ∞, only have chiral
topological phases and ν = ±1. (Right upper) phase diagram (µ, β) for q = q′ = 5,
imposing α = 0. (Left bottom) phase diagram (µ, α) in the case of β = 0. (Right
bottom) phase diagram of the commonly known homogeneous chain, (µ, α = β).

The above assertions about the winding number integral can be proven. The

discontinuities of the function ϕk occur at cosϕk = 0, such that

cosϕk = −µ− 2

q′∑
j=1

1

jβ
cos jk = µ+ 2

∑
j

j−β

(
−1 + 2 cos2

jk

2

)
;

= µ− 2

(
q′∑
j=1

j−β

)
+ 4

q′∑
j=1

j−β cos2
jk

2
. (4.70)

It is already noticed that the Ising lines are no longer constant. Returning to the first

line, the cos jk terms, can be decomposed as

cos jk = Tj(cos k) =

j∑
n=1

an cos
n k, (4.71)

for an coefficients and Tj(x) Chebyshev Polynomials of the First kind. Thus
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cosϕk = −µ− 2
∑
j

1

jβ
Tj(cos k) = 0, (4.72)

is a polynomial equation (considering cos k = x) and has at most q′ real roots for

cosϕk = 0 (this number determines how many times the integral has phase transi-

tions).

Now, is it possible to know the maximum value of one topological phase (again,

sin jk is expressed as)

sinϕk ≡ 2∆

q∑
j=1

1

jα
sin jk = 0, sin jk = Uj−1(cos θ) sin θ, (4.73)

and Un(x) is the Chebyshev Polynomial of the Second kind. This way, sinϕk is

sinϕk = 2∆
∑
j

1

jα
Uj−1(cos k) sin k = 2∆sin k

∑
j

1

jα
Uj−1(cos k), (4.74)

and, as sinϕk = 0, the remaining term is a polynomial equation of (j − 1) degree

∑
j

1

jα
Uj−1(cos k) = 0. (4.75)

The assertions proven above can be summarized in Table 4.1, where the max-

imum number of phase transitions and an upper bound of the topological index is

obtained, for fixed α, β (horizontal cuts in the diagrams similar to the Figure 4.6).

Limit Max Number of
Phase Transitions Upper Bound (index ν)

(α = β → ∞) 2 −1
(α, β → ∞) q + 1 ±1
(α → ∞, β) 2 −1
(α = β) q + 1 −q, . . . ,−1

TABLE 4.1. Relation of phase transitions and topological upper bound and limit cases,
considering (α, β = constant).

Now that the basic information about the phases of the system is known, it is

interesting to analyze specific models of the above general BDI chain.
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Observation 6 (Relations to Interacting Chains). Kitaev chains with long-range interac-

tions can be seen as a collection of max(q, q′) chains that interact. This way, for a chain with N

sites and n interactions (maximum range between the hopping and pairing interactions) as n

different chains composed of N/n sites. The interactions of the coupled chains can be viewed as

an extended unit cell where the ηχj (j unit cell at χ chain) interact with all n subsequent sites.

A schematic view of a chain with N = 9 sites and range n = 3 is done in Figure 4.7.

The resultant combination of the chains is similar to a ’tube’ of coupled chains, where

the j-th site of the n-th chain interacts with all subsequent elements of the unit cell and with

the first j elements of the next unit cell. One concrete example is shown in Figure 4.7, in the

case of three chains with three sites each.

Considering an extreme case where it is considered only first neighbors and q neighbors

interactions, the chain has only in-chain interactions and on neighbors chains (in the case of

the Figure 4.7, the thick black lines and thin black lines).

A

B

C

A

B

C

A

B

C

Chain A

Chain B

Chain C

FIGURE 4.7. Schematic example of three interacting Kitaev chains. The thick black
lines correspond to the first neighbor’s interactions (interaction between chains, for a
ladder), the green curves represent second neighbor interactions (interaction between
second neighbor chains) and the black dashed lines are the third neighbor interactions
(in the ladder context, the usual first neighbor interaction). The local interaction µηAi ηBi
is squeezed inside the local sites A,B,C.

4.4.1 Infinite-Range Limit

From the works of (28, 29, 31, 32, 33, 55), considering the range of the interactions

as the limit case where all sites interact with each other, e.g. limit q, q′ → ∞. The chain

has the following Hamiltonian in momentum space
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Hk =
(
c†k c−k

)( −µ− 2Re
[
Liα
(
eik
)]

2i∆ Im
[
Liα
(
eik
)]

−2i∆ Im
[
Liα
(
eik
)]

µ+ 2Re
[
Liα
(
eik
)] )( ck

c†−k

)
;

Hk = Ψ†d∞ · τ⃗Ψ, (4.76)

for the Pauli matrices τ⃗ = {τ1, τ2, τ3} in the particle-hole space.

The band energies are given by

E±
k = ±

√
d2
∞ = ±

√
{µ+ 2Re [Liβ (eik)]}2 + {2∆Im [Liα (eik)]}2, (4.77)

as the parameter θk is now defined as

tanϕk =
2∆Im

[
Liα
(
eik
)]

−µ− 2Re [Liβ (eik)]
, (4.78)

and the function Li(x), called PolyLogarithm, is a generalization of the Riemann Zeta

Function ζ(s) and Γ(x) is the Gamma function, for k ∈ (−π, π)

Liα(eik) ≡
∞∑
j=1

(
eik
)j

jα
= Γ(1− α) (−k)1−α +

∞∑
j=0

kj

j!
ζ(α− j), (4.79)

In the long-range limit, the Winding Vector d∞ is always different than zero

except at one point, if any of the decay rates (α or β) are smaller than one. There is

an immediate consequence, there is only one trivial phase, and one topological phase,

in contrast with other BDI systems studied above (topological phase restricted to the

Ising lines). On the other hand, if both parameters are greater than one, then the system

has two gapless points (d∞(k) = 0).

Considering the specific cases of (i)α → ∞, (ii) β → ∞, (iii)α = β, the pa-

rameters are reduced, such that for ∆ = 1 it is possible to evaluate topological phase

diagram to these cases. The Winding vector and the corresponding phase diagrams

are shown in Figure 4.8. As expected from the assertions made in the previous section,

when α → ∞, the Winding vector is stretched from a circle to a loop that closes in in-

finity dx → −∞, the model exhibits the same topological phases as the normal Kitaev

Chain, but the Ising lines are no longer constant.

Considering now the cases of α < ∞, there exists a transition line of one to two

gapless points, because the PolyLogarithmic function has discontinuities when α < 1.
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FIGURE 4.8. Deformations of the Winding vector d(k) (for µ − 1, and ∆ = 1) and the
subsequent phase diagrams in the long-range limit of the extended Kitaev Chain. (Left
Panel) Topological phases of the chain with long-range only in the pairing interaction.
(Center Panel) Topological phases of the chain with long-range only in the hopping
interaction. (Right Panel) Topological phases of a homogeneous long-range chain (α =
β).

This can be seen firstly from the vector d∞(k), that do not form a closed path, as seen

in the upper panels of the cases α = β and β → ∞. Analyzing the real and imaginary

parts of the PolyLogarithm function
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Liα(eik) =
∑
l

(
eik
)l

lα
=
∑
l

eilk

lα
→ Re

(
Liα(eik)

)
=
∑
l

cos lk

lα
(4.80)

Im
(
Liα(eik)

)
=
∑
l

sin lk

lα
. (4.81)

Supposing that β = ∞, it is expected that the gap closes at the Ising lines µ = ±2, at

the points k = ±π or k = 0 (In the Kitaev Chain). The presence of the series changes

the behavior of the band energies. Looking at the energies in the vicinity of k ≈ π and

performing an expansion of the sine function

sin (kl)k→π ≈ (−1)ll(k − π)− (−1)l

6
l3(k − π)3 +O(k5), (4.82)

Liα(eik) ≈
∑
l

(
(−1)ll

lα
(k − π)− (−1)ll3

lα
(k − π)3

)
, (4.83)

and the energies near k = ±π are

Eµ=2(k → π) ≈ 1

2

√√√√(k − π)4 + 4∆2

[(∑
l

(−1)l

lα−1

)
(k − π)−

(∑
l

(−1)l

lα−3

)
(k − π)3

]2
;

Eµ=2 ≈ 1

2

√√√√4∆2

[∑
l

(−1)α

lα−1

]2
(k − π)2 +

[
1− 1

3

∑
m,n

(−1)m+n

mα−1nα−3

]
(k − π)4;

(4.84)

Eµ=2(k → π) ≈ |∆|
∣∣∣∣∣∑

l

(−1)l

lα−1

∣∣∣∣∣ |k − π|. (4.85)

The above series is convergent when α > 1. On the other hand, for α < 1, it is possible

to regularize the summation (since this is an alternate series). A consequence of the

regularization procedure is the absence of a parity in the chain. On the thermodynamic

limit, this is not a problem.

For the case of µ = −2, the gap closes at k = 0, and now the same series obtained

above is not alternating. Linearizing the Polylogarithm

Im
(
Liα(eik)

)
=
∑
l

lk − 1
6
l3k3

lα
+O(k4), (4.86)

and the lowest energies are obtained
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Eµ=−2(k → 0) =
1

2

√√√√x4 + 4∆2

(∑
l

l

lα
k − 1

6

l3

lα
k3

)2

;

=
1

2

√√√√4∆2

(∑
l

l1−α

)
k2 +O(k4) ≈ |∆|k

∑
l

l1−α. (4.87)

Since there is no regularization, the series only converges when α > 2 and the gap

closes linearly. For α < 2 there are two possibilities, (i) α < 1 the gap does not close,

since Im(Liα(1)) is not defined; (ii) 1 < α < 2, the gap closes at k = 0, since exactly

Im(Liα(1)) = 0, but not linearly and the function is not analytic.

The same argument exposed above is valid for a chain with β < ∞, but the

gap closing does not happen at the Brillouin zone points k → {0,±π}, but at the µ-

dependent points, roots of the transcendental equation

Re
[
Liβ
(
eik
)]

+
µ

2
= 0. (4.88)

The topological phase diagrams were obtained by solving this transcendental equation

numerically.

4.4.2 Next-Nearest Neighbours

Taking now the specific limit of q = q′ = 2. This model has been already studied

in other situations, as (28, 56). The model couples the first and second neighbors of the

chain. The reciprocal space Hamiltonian is

H(k) =
∑
k

Ψ†
k

(
−µ− 2

(
cos k + 2−β cos 2k

)
2∆i (sin k + 2−α sin 2k)

−2∆i (sin k + 2−α sin 2k) µ+ 2
(
cos k + 2−β cos 2k

) )Ψk, (4.89)

and from the θ(k) angle, the pairing term ∆ is not relevant to topological properties in

the thermodynamic limit (as long as it is not null).

For this model, four distinct cases were considered (β → ∞, α → ∞, β = 0

and α = β), phase diagrams were calculated, shown in the lower panels of Figure 4.9.

Above the diagrams, the winding vector d(k) is drawn for some specific values of α.
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FIGURE 4.9. Plots shows (in superior panels) the deformations of the Winding Vector
d(k) (for µ = −1 and ∆ = 1) and (in inferior panels) topological phase diagrams of
the extended Kitaev chain with next nearest neighbors (q = q′ = 2). (a) Limit case
of β → ∞. (b) Limit case of α → ∞. (c) Case of intermediate interaction, of the
homogeneous chain (α = β). (d) Case of β = 0, and topological phase diagram for
(µ, β).
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In this approximation, the model exhibits new phases and transition lines compared to

the Kitaev chain and the long-range limit.

A general analysis, made from the previous results of Section 4.4 associated with

Figure 4.9, shows that models with α → ∞ (one neighbor interaction in the pairing)

have only one topological phase (ν = −1) and non-constant Ising lines (dependence

on the chemical potential).

When β → ∞, the models can exhibit q chirality exchanges, as shown in (a)

panel of Figure 4.9. For α < 1, the topological phase diagram shows the phases ν = ±1

inside the Ising lines.

For the last case, where α, β < ∞ (in particular, the limit of the homogeneous

chain), the topological phases can (cannot) exhibit chirality changes. The winding

number ν increases/decreases from zero to at most q = q′, and there is more than

one edge mode solution in the chain.

4.4.2.1 Chiral Majorana Modes

Now that the phase diagrams in the next nearest neighbor limit are established,

the interest returns to know the solutions and properties of zero energy modes4. The

analysis is made again by the transfer matrix method. For finite chains, the C matrix

gives again Tn, T †
n matrices, but now the dimensionality of the matrix is augmented by

the range of the interactions. For the next nearest model (β → ∞), the transfer matrix

is given by

Tn =


−2α 1+∆

∆
−2α µ

∆
−2α 1−∆

∆
1

1 0 0 0
0 1 0 0
0 0 1 0

 , (4.90)

and the solutions are equivalent to the obtained in the previous section 4.3.3, for an

appropriate selection of eigenvalues. The main difference is that there are now more

possible choices (a priori) to take into account. Looking at the conditions of the for-

mation of a Majorana edge mode (λi, λj < 1 or λi, λj > 1) the possible solutions are
4Nearly zero energy solutions in finite chains.
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reduced to two (one in the beginning and the other at the end of the chain). The com-

putation of the properties was made considering the same boundary conditions as in

the previous section (the dimension of the system increases, but still depends on a

combination of two eigenvalues).

From the edge modes bA
0 = (pA1 , p

A
2 , . . . , p

A
N)

T ,bB
0 = (pB1 , p

B
2 , . . . , p

B
N)

T obtained

by the transfer matrices Tn, T †
n, it is possible to analyze the average position of the

wave solutions. The components pA/B
i of the modes give the probability amplitude

to find an A/B Majorana fermion species at the i-th site of the chain. This way, the

average position of ’occupation’5 is for a chain with N sites

n̄A/B =
N∑
j=1

j
(
p
A/B
j

)2
.

From the transfer matrix solution discussed above, firstly it indicates that the

topological phase transition changes the Majorana species of each end of the chain,

thus the ’Chiral’ behavior. The calculated properties of the chain are (i) average posi-

tion n̄A/B(i) of the solutions at the end of the chain, (ii) the fermionic edge parity Peff of

the effective model Heff = −JbAbB (iii) fermionic parity P switches of chains ground

state. Figures 4.10 and 4.11 show diagrams of these quantities for different parameter

values of µ, α, considering ∆ = 1 and β → ∞.

Near the phase transitions, the average position of the edge mode bA,bB at the

ends of the chain, seems to be related to parity and effective parity changes. Comparing

Figures 4.10 and 4.11 the parity changes occur near the maximum value of the average.

Mainly, the effective parity changes do not follow the same pattern of the Kitaev

chain (in the Kitaev chain Peff changes in the same points as P and also in between

such transitions, shown in 4.5). In the next-nearest neighbor limit for the wave so-

lutions calculated from the transfer matrix, with β → ∞, the ground state fermionic

parity appears to be determined only by the bulk part of the chain, contrary to what

might be thought.

5Majorana fermions do not occupy any site, since {ηAi ηAj } = δij .
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FIGURE 4.10. Plot shows the depen-
dence of the average position of the
edge modes at the end of a chain (with
N = 20 sites) on the parameters (µ, α).
(Left of phase transition) part of the
plot the Majorana mode solution is of
A-species. (Right of the phase tran-
sition) part, the Majorana solution is
of B-species. The red curves repre-
sent fermionic parity switches of the
ground state P . These switches exhibit
a pattern that, near the phase transition
corresponds to the minima of the aver-
age position n̄.

FIGURE 4.11. Filled blue and beige re-
gions show the effective parity Peff for
a chain with N = 20 sites in the case
of nearest neighbor interaction only in
the pairing. The red curves indicate
fermionic parity switches of the chain.
Comparing the filled regions to the
curve, it is seen that the effective par-
ity changes (Peff ) always follows near
the parity switches (P) in the ν = −1
phase. On the ν = +1 phase, parity
changes have a different pattern. In be-
tween the red curves, the effective par-
ity switches. In the blue region near
µ/t ≈ −0,4, the parity switch seems to
be a finite-size defect.

4.4.2.2 Two Majorana Modes

Looking now at the α, β < ∞ limit, both phase diagrams (bottom panels of 4.9)

show topological phases with ν = −2. The transfer matrix Tαβ
n has now a region where

all eigenvalues |λi| are smaller than the unity, therefore from the formation conditions,

two distinct modes exist, thus the topological invariant ν tells the number of edge

modes available in the system. In the limit of β → ∞ (chiral modes), there is no trivial

way to see a completely localized Majorana mode. Now for a finite chain, with α = β

and t = ∆ a clear limit of four Majorana operators ’decoupled’ ηB1 , ηB2 and ηAN , η
A
N−1, as

shown in the schematic Figure 4.12.

The figure (4.12) can make us naively believe that adding Majorana edge modes
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FIGURE 4.12. Diagrammatic scheme of a finite chain in the α, β <∞ limit, considering
t = ∆, t1 = ∆1 and α = β. Supposing that µ = 0, the ηA1 and ηBN site becomes completely
decoupled, and the ηA2 ,ηBN−1 have only the ∆ interaction, while every other operator has
two interactions (dashed lines represent the missing interactions).

to the chain turns these modes more internal (the first Majorana operator in the sec-

ond site has two interactions, and for µ = 0 only one). Considering now a different

imposition to the eigenvalues from the boundary condition, now taken as

pAn = Re

[
λn+ − Re

(
λL+1
+

)
Re
(
λL+1
−
)λn−

]
. (4.91)

The expectation value of these modes (same way as made in the chiral limit), is shown

in Figures 4.13 that the different modes remain in the same average position. This

average would usually be forbidden since these modes are fermions, but once the Ma-

jorana modes are real, the Pauli exclusion principle plays no role. Even more, both

plots present the same two superposed patterns.

In the region where two Majoranas exist (from the phase diagram figure 4.9), one

could again expect different solutions, since there are ground state parity fluctuations

(by the parity formula P = sgn (det{A})). From Figures 4.13 both modes have simi-

lar behavior and one should not expect parity fluctuations, thus keeping the system

parity (always changing in pairs). The left bottom panel of Figure 4.12 shows parity

fluctuations in the two-mode region. In this region (µ ∈ (0, 1/2) and α ≈ 0), the edge

modes are distinct, but both exhibit the same vertical pattern (expected from the parity

switches of the ground state). From the chiral limit, the average position of the edge

modes and the parity are related, this, is necessary to look properly at the edge parity.

To explore the parity changes is interesting to compute the parity of the effective

model (containing now four edge modes {bA
(1),b

A
(2),b

B
(1),b

B
(2)}). Generalizing Equation

4.56 in the presence of Nm distinct edge states (with effective Hamiltonian HNm
eff =

t
∑

i b
A
(i)b

B
(i)), is obtained
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FIGURE 4.13. The figures of the upper panels show the average position of both Ma-
jorana modes obtained by the transfer matrix method imposing β = 0. In the bottom
panels, the average position is calculated for α ≈ β. Red lines show the switches of the
parity P = det{A}. Computed average positions for chains with N = 20 sites.

PNm
eff = sgn

Nm∏
i=1

(
bA
(i)b

B
(i)

)
. (4.92)

Comparing the chain parity P calculated in the limits of the Figure 4.13 (β = 0 and

α ≈ β6) with the effective parity defined above, two cases are possible. (i) one mode

does not change its ’own parity’ and the other does; (ii) both modes do/don’t change

their ’own’ parity and the parity change happens only from bulk rearrangement.

From the hypothesis made above, Figure 4.14 shows the parities of the chain.

In the two-mode region, there are (doubled) parity changes of Peff (considering the

calculated edge modes). These changes occur in between the parity changes of P (the

entire chain). Thus, parity shifts of P may not caused by the edge modes, such that the

variation comes from the bulk.

In summary, in this chapter a topological superconductor was studied, the Ki-
6The parameters α, β cannot be equal, since the transfer matrix would be undefined.
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FIGURE 4.14. Diagrams exhibit the parities P ,Peff of the chain in the two limits dis-
cussed above in Figure 4.13. The red curves represent the points at which the ground
state parity P changes. The orange filling in both the right and left diagrams represents
the trivial phase, and the beige and blue regions represent the parity Peff of the effec-
tive model. (Central Panel) Zoom of the two Majorana regions for the case of α ≈ β.
Stripes centered in the red curves can indicate parity transitions (for µ < 1/2) of the
effective parity in the two Majorana regions.

taev Chain. The Kitaev Chain has the same BDI symmetries as the topological insulator

(SSH model) studied in the previous chapter. A topological phase diagram is set up

and finite chain properties are analyzed, like the fermion parity of the ground state

solution, comparing it with an effective model for calculating the parity via eigenfunc-

tions obtained exactly from a transfer matrix.

After taking the Kitaev chain model, we introduced an extended range gener-

alization of the chain (with algebraic decaying parameters α, β). First, considering a

truncated range (first q, q′-nearest neighbors interacting) version of the model is ana-

lytically studied, where some specific cases were discussed.

A long-range version of the model is introduced too. In the thermodynamic

limit, the Winding vector does not form a closed path, such that the winding number

is not an integer and there is no topological phase (of the BDI class) in the case of

low algebraic parameters since the infinite range breaks the convergence of the Fourier

series in the reciprocal space.

Finally, in the limit of the next nearest neighbors (q = q′ = 2), topological phase

diagrams were obtained for specific combinations of the parameters. For finite chains,

ground state parity changes are studied, analyzing the parity of the Majorana edge

modes. Comparing both parities, unlike what can be thought, it is seen that parity

changes are intimately related to the bulk, not only to the edges of the system.



Chapter 5

Conclusions

In this dissertation, we reviewed in the second chapter some of the main features

of topological band theory, like the Berry phase, Berry connection, and curvature. As a

topological invariant, it exemplified the Chern number in generic two-band models in

two dimensions.

In the third chapter, some central concepts reviewed were used in a specific

model, the SSH model. The studied model of a simple topological insulator was ana-

lyzed, describing why such topological behavior is intriguing: namely, the appearance

of edge modes. In one dimension, a topological invariant is introduced, the winding

number. It is shown how this invariant is directly related to a measurable quantity, the

polarization. A topological phase diagram is then computed. Still, in this third chapter,

a central aspect of non-interacting systems is explored, the imposed non-unitary sym-

metries. Those important symmetries are divided into symmetry classes. Some other

symmetry-related one-dimensional models are discussed.

In the fourth chapter, which is the main chapter, a one-dimensional topological

model (the Kitaev p-wave superconductor chain), belonging to the same symmetry

class of the SSH model, namely the BDI class, is studied. Again, a topological phase

diagram is constructed. Instead of the interpretation of a topological insulator, in the

superconductor one, the edge modes present are unpaired Majoranas, so their main

properties are introduced and analyzed.

Taking small finite chains, a new property is explored: the fermion parity of the

ground state. An effective model to analyze the edge modes properties was introduced

71
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and related to the Kitaev fermion parity fluctuation, and a transfer matrix approach

was set up to calculate the wave function. From the analysis of the emergent Majorana

modes, their effective parity fluctuations are determinants for the fluctuations of the

chain. Different from what is currently expressed in the literature, the bulk properties

play a significant role in the determination of the chain parity.

Subsequently, a generalization of the Kitaev chain is introduced and studied.

Two different specific models with extended range are studied, (i) the long-range limit,

where all sites interact and the interactions decrease algebraically; (ii) the next-nearest

limit. Such cases are shown to have specific configurations of many interacting chains.

In the first case with long-range limit and for non-converging algebraically de-

crease (α, and β < 1), the topological edge modes are lost, since the path taken over

the Brillouin Zone is open, as explained in the text.

For the second neighbor approximation, the topological invariant presents more

phases, exhibiting a chirality transition ν = ±1 → ∓1 considering the second neighbor

interaction in the pairing only. For hopping and pairing interactions, the obtained

phase diagrams show new transitions to higher winding numbers ν = ±1 → ±2, for

which we have some explanations.

Lastly, taking finite chains in the limit of the next nearest neighbors, the edge

modes can again be calculated by a modified transfer matrix approach and the fermion

parity is again explored. In contrast to the Kitaev chain, extended-range models do

not present the same rules for parity fluctuations. In those models, the parity does not

always change from effective parity fluctuations.

Both Majorana modes have the same parity, and thus there is no ’effective’ parity

fluctuation. Instead, analyzing the full chain, the parity has fluctuations, such that its

occurrence happens because of the behavior of the bulk.
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