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RESUMO

Esta dissertação enfoca o desenvolvimento de um modelo de suporte a decisão de oper-

ação de uma fornalha de carvão pulverizado, explorando as bases teóricas de dois métodos

de solução. O modelo de combustão do carvão utiliza uma descrição da combustão que

não considera características dimensionais da fornalha, baseando-se no balanço de áto-

mos, e estimando assim importantes parâmetros de processo como o poder calorí�co do

carvão, ar necessário à combustão, vazão e temperatura do gás de combustão assim com

a concentração dos principais poluentes. O modelo de combustão trata a zona gasosa da

fornalha como um reator perfeitamente misturado, sendo sensível à composição química

do carvão, assim como à parâmetros de processo como a vazão e temperatura de entrada

do ar e combustível. Resultados considerando a fornalha como um único reator, quando

comparados à dados reais de operação, apresentaram desvios relativos de 18.46% para a

temperatura do gás de combustão e -1.32% para o HHV e 1.82% para o LHV do carvão.

Quanto à emissão de poluentes o modelo apresentou desvios relativos de 4.82% para o

SO2, 14.72% para CO2, -89.61% para o NO e 53.85% para o O2. A segunda abordagem

foi realizada dividindo-se o domínio da fornalha em múltiplas zonas de gás. A radiação

foi abordada pelo Método Zonal de Hottel, o qual subdivide o domínio da fornalha em

um conjunto de zonas isotérmicas (de superfície e gasosas) e utiliza-se de áreas de troca

diretas, determinadas através das correlações polinomiais de Tucker. As áreas de troca

totais foram calculadas para contabilizar as múltiplas re�ecções dentro da fornalha, en-

quanto balanços de energia em cada zona foram resolvidos iterativamente. A validação

do modelo foi obtida simulando a caldeira de referência estudada por Ström, 1980, onde

apesar de ter sido adotado um coe�ciente de absorção médio constante (K = 0.5), desvios

relativos máximos de 7.6% foram encontrados em relação ao trabalho original. O desvio

relativo médio dos resultados em comparação aos dados apresentados por Ström foi de

apenas 1.7%. A avaliação de um caso real foi proposta, combinando-se as duas abor-

dagens apresentadas, formando um modelo aplicado a fornalha da caldeira de PECÉM,

instalada no estado do Ceará-BR. Um esquema de duas zonas foi proposto, incluindo o

modelo de combustão desenvolvido. O resultado do modelo para a temperatura dos gases

de combustão apresentou um desvio relativo de apenas 13.12% em relação aos dados obti-

dos de PECÉM. Em relação a capacidade de predição de poluentes do modelo, diferenças
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maiores foram observadas. A predição da concentração de dióxido de enxofre apresentou

um desvio relativo aos dados reais de 4.04%, enquanto para o CO2 e O2 as diferenças

foram de 19.46% e 23.53%, respectivamente. Predições de NO aparecem como um in-

teressante resultado, uma vez que apesar da discretização limitada proposta no modelo,

relativa concordância foi observada (desvios relativos de -75.75%). O presente modelo

provou ser uma abordagem adequada para a descrição da operação de uma fornalha a

carvão pulverizado, combinando processamento rápido com uma implementação simpli-

�cada. O modelo apresentou bons resultados para a predição da temperatura do gás de

combustão e poder calorí�co do carvão. A emissão de poluentes, por outro lado, exige

maior detalhamento em sua descrição através de equações de taxa de reação, buscando

melhorar a precisão do modelo. Não obstante, o modelo foi capaz de sugerir cenários de

operação da fornalha em função de diferentes composições de carvão e dos parâmetros de

processo, atingindo os requisitos de um modelo básico de suporte à decisão operacional.

Palavras-chave: Método Zonal; Modelagem de Fornalha; Suporte à Decisão de Operação;

Combustão de Carvão; Radiação.
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ABSTRACT

This master thesis focuses on the development of a coal-�red furnace operational deci-

sion support model, exploring the theoretical basis of two solution methods. The so-called

combustion model is a zero-dimensional approach for coal combustion, based in atomic

balance, which estimates important process parameters such as coal Higher Heating Value

(HHV), Lower Heating Value (LHV), air �ow rate and �ue gas temperatures, followed

by the concentration of main chemical species in furnace outlet. Combustion model ap-

proaches the gas zones as perfect stirred reactors, sensitive to the coal chemical composi-

tion and the input process parameters such as inlet �ow rates and temperatures. Results

were generate considering the entire furnace domain as one reactor, where 18.46% relative

deviation was found to the measured �ue gas temperature, while HHV and LHV devi-

ates only -1.32% and 1.82%, respectively. Model results for pollutant emission displayed

relative deviations of 4.82% for SO2, 14.72% for CO2, -89.61% for NO and 53.85% for

O2. The second solution approach consisted of subdividing furnace domain into multiple

gas zones. Radiation was approached by means of Hottel's Zonal Method (ZM), which

considered isotherm zones (surfaces or gas volumes) to calculate direct exchange areas

with the help of Tucker's polynomial correlations. Total exchange areas were calculated

to account for radiation multiple re�ections inside the furnace, while the energy balance

equation system was solved iteratively. Model validation was performed by simulating

the benchmark furnace studied by Ström, 1980, with a maximum 7.6% relative deviation

to real data, despite the assumption of a constant media absorption coe�cient (K = 0.5).

Assessment of a real case was performed by combining both approaches, to model the

boiler furnace of PECÉM power plant, installed in Ceará-BR. A two gas-zone scheme was

proposed, embedding the developed combustion model to describe PECÉM furnace op-

eration. Model �ue gas temperature result was 13.12% distant from the measured value.

Prediction on sulfur dioxide concentration displayed 4.04% relative deviation to measured

data, while CO2 and O2 were 19.46% and 23.53% distant from PECÉM records, respec-

tively. Prediction of NO emission appears as an interesting result since even with a coarse

discretization of the domain, relative concordance with real data was observed (-75.75%

deviation). The presented model proved to be an interesting approach to describe the be-

havior of a coal-�red furnace, combining fast processing with a simpli�ed implementation.
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Flue gas temperature and coal high heating value were close to measured data. Pollutant

emission, however, requires a more detailed treatment, with reaction rate equations, to

improve result accuracy. Notwithstanding, the model was able to suggest operation sce-

narios as a function of di�erent coal compositions and process parameters, meeting the

requirements of a basic operation decision support model.

Keywords: Zonal Method; Boiler Furnace Model; Operation Decision Support; Coal Com-

bustion; Radiation.
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1 INTRODUCTION

There is no doubt that clean and renewable energies are the long term future for

energy production. Technological advances allow for higher e�ciency and capacity and

bring those kind of energies closer to become the main option to ful�ll the world constant

growing energy demand [Gielen et al., 2019]. In an extremely competitive world, however,

it is hard to imagine that governments and societies will instantaneously stop the use of

conventional fossil fuels, as if they were more concerned with the environment then with

economic issues. A far more realistic e�ort lies in updating the existing facilities, in

order to enhance e�ciency and reduce pollutant emissions. That statement is based on

data from the world fuel supply forecast until 2040, presented in Figure 1.1. Although

Figure 1.1 � Projection of the global demand by Fuel for 2040 (in quadrillion BTUs)

[ExxonMobil, 2018]

renewable energies are in continuous ascendant trend, fossil fuel will remain at the basis of

the energy matrix. Projections for 2040 show that coal will be the third most important

fuel source, twice ahead from Biomass and other clean energies. In China, the world

biggest energy consumer, near 59% of the electricity was produced by coal-�red power

plants in 2016, and projections for 2040 suggest that coal power plants will still represent

about 33% of the Chinese energy matrix [International Energy Agency, 2017]. Even in

countries where the environment is a subject of great concern, such as Germany, the use

of coal is far from being extinguished. Hübel et al., 2017 suggested that coal will still

represent 25% of the German energy matrix in 2030.
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The path to change the global energy landscape and increase the share of renewable

sources is not straightforward. As noticed by BP, 2018, in 2017 the decreasing tendency

in the use of fossil fuels was reversed. Even if this is a temporary shift, these �uctuations

and instabilities in the worldwide environmental-politics endorse the need to invest in

approaches that look for advances in the existing process of oil, gas, and coal industry.

Gielen et al., 2019 a�rm that mitigating environmental impacts involve both renewable

energies fostering and improvement of existing processes. This was also veri�ed in the

systematic review on Support-Decision-Tool for Energy E�cient Production Planning

performed by Biel and Glock, 2016, which highlights the need for researchers to connect,

in a realistic manner, the greenhouse gas emission to energy production and consumption.

Power plants are nowadays subjected to strong environmental restriction policies

and one possible option to mitigate emissions is to search for alternative suppliers, with

coals with di�erent composition and characteristics from the one prescribed by the original

plant design. This o�-speci�cation operation is not an isolated movement, as it has

been followed by several power plants all around the world [Xia et al., 2014]. Di�erent

coal composition introduces new challenges to the plant operation, e�ciency and safety.

Several of those e�ects can be anticipated by prediction models.

Simulation of coal-�red power plants by means of detailed models is already well

established. A wide variety of Computational Fluid Dynamics CFD softwares for power

plant simulation are mentioned by Alobaidd et al., 2016, categorized by manufacturer,

fuel type and operation regime. Coal combustion demand high computational e�ort to

simulate reactive �ow conditions with re�ned domain meshes [Silva et al., 2010; Madejski,

2018]. Despite the high accuracy of the results, simulation demands powerful machines

and are time consuming [Constenla et al., 2013]. The CFD preliminary model proposed

by Cho et al., 2018 took two weeks to simulate few seconds of transient operation of a

coal boiler, developed in Star-CCM+. CFD has been successfully employed to answer

punctual questions [Chen et al., 2017; Echi et al., 2019; Ma et al., 2019], but they were

not meant for on line prediction which requires fast response.

With a complete opposite approach, big data models depend on large amounts

of records from a given process in order to "learn" with it. Under the great area called

Arti�cial Intelligence (AI), there are branches such as Arti�cial Neural Networks (ANN),

Genetic Algorithms (GA), Fuzzy Logic, and a variety of hybrid models. Based on mathe-
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matical rules, the algorithms can identify the process trend and predict its behavior when

fed with completely new data. AI has been applied to several industrial segments. As

did by Zhou et al., 2004 who proposed a coal-�red power plant model, oriented to air

pollutant emission control using the integration of several prediction tools such as infer-

ence, fuzzy logic, and Gaussian methods. The model, however, does not considered the

involved physical phenomena. The absence of physical modeling may result in inaccurate

answers, which led to combine empirical models with analytical process descriptions, such

as developed by Rusinowski, 2010. As the authors reported, despite the ANN capabilities,

reliable predictions still depend on the physical process description, and better results can

be achieved by building combined solutions.

Analytical models, based on mathematical and physical laws, were applied to in-

dustrial furnaces since the last century when computational resources were limited. Back

there, simpli�ed modeling approaches were assumed to solve problems within a given ac-

curacy. Although the research community can nowaday bene�t from the aid of modern

and more powerful equipment and solving techniques, such as CFD and IA, simpli�ed an-

alytical models are still helpful specially in the �eld of control-oriented applications and

decision support tools. Simpli�ed-analytical models can balance response accuracy with

computational e�ort and running time. As an example, Oko and Wang, 2014 proposed a

model based on physical equations to describe the operation of a 500 MWe coal-�red sub-

critical power plant, aiming to develop a fast response prediction tool. Authors claimed

that their results with the gPROMS commercial platform displayed relative errors below

5% when compared with plant measurements. Concerning computational performance,

Cho et al., 2018 reduced the response time of a preliminary 3D CFD model of a swirling

�ow incinerator from 2 weeks to 800 seconds by means of an analytical model, keeping

the required consistency.

Among several modeling approaches, simpli�ed numerical models are an interest-

ing choice for thermal power station boilers. In such applications, thermal radiation is

the dominant heat transfer mechanism, reason why several authors had proposed di�erent

methods to describe it, according to the application and required accuracy [McAdams and

Hottel, 1954; Bazzo, 1992; Ebrahimi et al., 2013]. The zonal method, perhaps one of the

most known methods to describe radiative exchange in furnaces, was �rst proposed by

Hottel [McAdams and Hottel, 1954; Hottel and Cohen, 1958] and consists on assigning a
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set of surface and gas zones to typify the domain. The method reliability was attested by

Johnson and Beer, 1973, who compared the zonal method with experimental from a small-

scale furnace, with good agreement for tests with oil and natural gas (10% deviations for

heat �uxes). Cañadas et al., 1990 applied the zonal method to a 550 MW pulverized

coal furnace, reporting average di�erences for unburned carbon content of 16% between

the model to experimental data. The imaginary plane method IPM was proposed by

Ström, 1980 as a variation of the Zonal Method. It imposes that the radiative exchange

is restricted to each gas zone, and transfer between adjacent zones is accounted by energy

balances, instead of considering the coupling with all surface and gas zones in the enclo-

sure. Although more simpli�ed and less accurate than the zonal method, IPM, overcomes

the processing limitation reported in the 1980s by Charette et al., 1989. Zonal method

continues to be used to solve radiative exchanges in industrial furnaces, as reported by

Díez et al., 2005, who proposed an on-line simulation application for a pulverized coal

boiler, due to the fast and accurate response provided by the method.

The method proposed by Hottel perfectly �ts simple geometries such as square

and cubes, but it can be quite di�cult to implement for di�erent volume aspects. Zhang

et al., 2014 solved a heat transfer problem on an iron reheating furnace by means of a

recast of the zonal method, in which Direct Exchange Areas DEA, and the Total Exchange

Areas TEA were calculated by an alternative procedure. That Implementation showed the

method �exibility to solve current problems with deviation below 4% in gas temperature,

with low computational e�ort. Zhao et al., 2017 also made use of the zonal method to

estimate NOX formation in a coal-�red utility boiler, on a control-oriented engineering

application. Authors solved the radiant heat transfer inside the furnace with the IPM,

less accurate then the zonal method, but enough to calculate NOX concentration as an

post-processed procedure.

In addition to the radiation heat transfer modeling, the simpli�ed analytical mod-

els must embed a combustion process description. Coal combustion is a complex subject

as several phenomena occur simultaneously, where many reactions compete for the species

concentration. In a deeper description, it must be considered that volatile components

with faster reactions must burn faster than the solid carbon in coal particle, and models

with one or two layers must be employed [Coelho and Costa, 2007]. Lockwood et al.,

1980 depicted a complete coal combustion process to be adopted in coal-�red furnaces.
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However, detailed procedures may not be required depending on the modeling objective,

and simpler approaches can be adopted, such as the stoichiometric combustion employed

by Asl et al., 2018 for natural gas, or the steady-state energy and species balances un-

der adiabatic combustion condition reported by Hübel et al., 2017 to simulate coal-�red

furnaces.

1.1 Bibliometrics

In order to contextualize the zonal method in the academic publishing landscape,

a bibliometric study was carried out. Bibliometric methods focus on the objectivity and

rigor of scienti�c literature evaluation, in order to develop a research work frame free of

subjective bias. By following a well-de�ned procedure, research results cover the available

literature in a transparent way, highlighting the most in�uential works, producing then

reviews with higher quality [Zupic, 2015]. Bibliometric analysis is used for two di�erent

objectives. Performance analysis, where the work impact of speci�c authors or research

groups must be evaluated, and in science mapping, which is a concise procedure that

guides researchers into a transparent and not biased literature review. The last one is the

objective of the bibliometric analysis developed in this work. Zupic, 2015 presents the

�ve main methods: citation analysis, co-citation, bibliographical coupling, co-author and

co-word analysis. In the present work, only three of them were employed, namely citation,

co-citation and co-word analysis. The citation analysis measures the direct impact of a

work based on the number of citations, without considering the networks and interrelations

among researcher groups [Üsdiken and Pasadeos, 1995]. Co-citation analysis indicates the

interrelation between authors, and how similar their works are [McCain, 1990]. Di�erent

from the other methods, the co-word analysis relates the actual works content and the

context where it appears. It is possible then to understand how a given subject is employed

and its relation to other subjects [Callon et al., 1983]. Bibliographical coupling and co-

author analysis were not explored because results would tend to be very much alike to

the ones already presented.

The present bibliometric analysis was developed by searching a set of keywords

in SCOPUS database, selected from a set of relevant terms found in the research theme.

From usual keywords used in simliar researcher, the adopted keywords were "Zon* Method"

AND radia*. Only the roots of the expressions Zonal Method and Radiation were used,
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to obtain more comprehensive results. In order to re�ne results, the searched terms were

�ltered to �t the following sub-areas: "ENGI", "PHYS", "CENG", "ENER", "MATH",

"COMP". The search returned 555 articles of which 144 were included in the analysis

after titles review. The selected works were assessed in VOSviewer software version 1.6.9,

[van Eck and Waltman, 2010].

Citation analysis was set in Vosviewer to display at least 1 document and 1 cita-

tion per author, centered on the most important networks, excluding authors with less

expressive results, who appeared isolated from the main network. Figure 1.2 presents the

main authors, where the circle sizes represent the number of citations, connected by lines,

with a colored pallet to indicate citation year. As expected, the Zone method creator,

yuen w.

nemer m.

charette a.

naraghi m.h.n.

ward j.

froment g.f. trivic d.n.

hottel h.c.

VOSviewer

Figure 1.2 � Citation network map obtained by a bibliometric analysis. Search carried

out with Scopus database and processed by Vosviewer. Color map indicates the

publication year, circle sizes represent the number of citations.

Hottel, was the most cited author with 305 citations, followed by Cohen with 258 cita-

tions, although not clear in the citation network map. Viskanta was also a prominent

author in this research reaching 253 citations. In recent years, authors such as Ward in

2009 and Broughton in 2013 appeared as relevant authors in the zonal method �eld.

The co-citation map is presented in Figure 1.3, where authors with 5 citations or

more were considered. Only the most important network clusters were analyzed, identi�ed

by color, which synthesized similar subjects. Circle size represents the number of citations.

Well known names in the radiation �eld were found in the search. Hottel, in the red
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thring, m.w.

li, j.

soroka, b.

makarov, a.n.

foster, p.j.

chen, h.g.

anton, j.
taine, j.

de souza-santos, m.l.
baek, s.w.

charette, a.

becker, h.b.

edwards, d.k.

blokh, a.g.

said, r.
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liu, f.
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siegel, r.
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howell, j.r.

tucker, r.j.

hottel, h.c.

VOSviewer

Figure 1.3 � Co-citation network map obtained by a bibliometric analysis. Search

carried out with Scopus database and processed by Vosviewer. Color represents a

cluster, circle sizes represent the number of citations.

cluster, is the most cited author, related to many authors such as Saro�m, Cohen, Howell,

Patankar and many others. Tucker, in the yellow cluster, introduced important algebraic

correlations for the direct exchange areas. Modest is the most relevant author in the light

blue cluster.

The Co-Word method closes the bibliometric analysis, by clustering keywords with

more than 2 occurrences. Figure 1.4 shows the keyword and expressions mentioned in the

works listed in the database search. The number of occurrences is linked to the circle sizes.

Heat transfer appeared at the map center together with other comprehensive keywords.

The word occurrence map depicts the terms that have been used in the past years, and

the terms that are in recent works. Although the Zonal or Zone method was �rst proposed

in the 1950s and widely explored until 2000, while computational processing capacity was

an issue, the average publication period of this keyword is 2006, which indicates that

the zonal method is still a relevant subject, present in current researches. The average

publication year of works related to the Direct exchange areas was 2015, con�rming that
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gas turbines
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mathematical models
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VOSviewer

Figure 1.4 � Keyword and expressions map obtained by a bibliometric analysis. Search

carried out with Scopus database and processed by Vosviewer. Color indicates the

publication year and the the circle sizes are the number of occurrences.

its �nal user, the zonal method, is in constant improvement. Moreover, one of the most

mentioned term since 2016 in works related to the zonal method was "process simulation",

which suggests the employment of the method to industrial plant simulation models. The

current use of Aspen Plus software related to the zonal method was also observed.

Bibliometric analysis served to point out the most important works in the studied

�eld. It also suggested that zonal method has been recently used in the modeling of

combustion process of industrial furnaces.

1.2 Objectives

The present work aims to explore and propose coal-�red furnace models to be em-

ployed in computational simulation. The models are meant to be applied in the boiler

furnace of the 360 MW power plant of PECÉM. The proposed model has the main objec-

tive to orient boiler operation and support operational decision, therefore, fast response

and relative accuracy are demanded.

The speci�c objectives are the following:
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• Propose a simpli�ed coal combustion model to be incorporated in a zonal method

procedure, capable of predicting some pollutant concentration, with a balance com-

promise between accuracy and computational processing time.

• Develop a zonal method procedure capable of predicting relevant output such as

�ue gas temperature and heat �uxes.

• Understand how the zonal method responds to selected input parameters such as

the absorption coe�cient of the participating media, wall emissivity, and domain

discretization.

1.3 Thesis Outline

The present work can be classi�ed as an analytical, applied and quantitative re-

search. It can also be labeled as an exploratory and decision-oriented research [Kothari,

2004]. The research was developed by adopting the simulation method [Banks, 1998].

The work is structured in three independent chapters. Chapter 1 provides the context of

coal-�red power plants in the world energy landscape. The role of simpli�ed-analytical

models in the power plant modeling scenario is also presented. Zonal method applications

and model currency is unveiled by the review of the literature and bibliometric analysis.

Chapter 2 explores the basis of radiation physical and mathematical treatment in

the zonal method. Comparison between the most relevant radiation models is presented.

The implemented procedure is validated by its application in an example furnace from

the book of Hottel and Saro�m, 1967. Since the complete solution of the book example

is left to the reader, the present work brings its solution for a gray gas condition.

A simpli�ed combustion model is proposed in chapter 3. Avoiding time-expensive

calculation routines, a stoichiometric calculation with element balance is developed, while

the boiler furnace is assumed to be a perfect stirred reactor - PSR. A post-processed

NOX model is employed to predict the formation of this pollutant. Model results are

compared with measured data from PECÉM power plant. Extrapolation of the power

plant operation is accomplished by testing di�erent coal compositions, simulating the

power plant o�-speci�cation operation.

The last chapter proposes the employment of a zonal method computational code

to the real 360 MW coal-�red power plant of PECÉM. Two di�erent zoning schemes
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and geometries are proposed: 2 and 5 chambers. Real operational data from PECÉM

boiler were used to feed the models. The zonal method results are evaluated by means of

sensitivity analysis and a response surface method - RSM. In addition, a comprehensive

comparison with real data from PECÉM's power plant is carried out.
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2 FURNACE MODEL - RADIATION: ZONAL METHOD

2.1 Introduction

Coal-�red steam generators are complex equipment not only because of their di-

mensions but due to the interaction of simultaneous several transport phenomena. The

combustion process is the driving motor that takes place at the equipment furnace, where

�uid �ow with chemical reactions is coupled to other mechanisms. Radiant transfer was

identi�ed by several authors [McAdams and Hottel, 1954; Bazzo, 1992; Ebrahimi et al.,

2013] to be the most relevant heat transfer phenomenon to be considered. Following this

assumption, di�erent levels of modeling approach were proposed by Hottel and Saro�m,

1967, Modest, 1993, Siegel and Howell, 2002.

The Zonal Method was proposed in the �rst place by Hottel [Hottel and Cohen,

1958] to solve complex radiative heat transfer exchange in furnaces with participant media,

combining resolution to cost-bene�t relation, as it displays a relative simplicity in its

implementation, allied to low computational e�ort.

In this chapter a comprehensive review of the theoretical basis of Hottel's Zonal

Method - ZM is presented in order to compile and explore its most important aspects.

The theory of radiative heat transfer in enclosures is resumed, and an overview of the most

relevant solution methods for the radiative transfer equation is provided. Concerning the

Zonal Method itself, calculation procedure of the Direct Exchange Areas - DEA, the Total

Exchange Areas - TEA, and the energy balances are discussed. The calculation procedure

of the Zonal Method is depicted both for Gray Gas - GG model, and the Weighted Sum

of Gray Gases - WSGG model. Finally, a computational code is developed to solve a

conceptual furnace presented in the book of Hottel and Saro�m, 1967, comparing the

di�erences between DEA values from Hottel's original graphics solution, and values from

polynomial correlations [Tucker, 1986]. As Hottel and Saro�m, 1967 does not present the

complete solution for the furnace example, the present work generated complete results,

employing the Zonal Method, considering a gray gas model with constant absorption

coe�cient.
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2.2 Radiant Exchange Between Surfaces

The radiant exchange between surfaces depends on the surface geometry and orien-

tation, its radiative properties and temperature. Concerning the �rst two aspects, Figure

2.1 presents the geometric relation for two in�nitesimal and di�use surfaces of area dAi

and dAj submitted to radiant exchange. Siegel and Howell, 2002 de�ne the view factor

dAi
T i

dA j
T j

ѳ
i

j rij

ѳ
j

iNormal to dAi

Normal to dAi

(a) Geometrical relation between surfaces

dAi

dA j

dΩi

(b) Solid angle de�nition

Figure 2.1 � Usual nomenclature for the geometrical relations between surfaces

submitted to radiative heat exchange. [Hottel and Saro�m, 1967].

Fi−j (also known as con�guration factor or shape modulus) as the fraction of the radiation

leaving surface dAi that is intercepted by surface dAj, or in mathematical notation:

Fi−j =

∫
Ai

∫
Aj
πIi

(
cos(θij) cos(θji)

πr2ij

)
dAjdAi

πIiAi
=

1

Ai

∫
Ai

∫
Aj

cos(θij) cos(θji)

πr2
ij

dAjdAi, (2.1)

where θij and θji are the angles formed between the path rij and the normal line of each

surface. The radiation intensity Ii in, W/m2, is given by

Ii =
dQi

cos θ dΩ dA
. (2.2)

According to Siegel and Howell, 2002, the product of the area with the view factor displays

a reciprocity relation of

AiFi−j = AjFj−i. (2.3)

The reciprocity in Equation 2.3 simpli�es the calculation routines, as the directional

view factor needs to be calculated only once, as demonstrated in the view factor matrix,
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Equation 2.4. 
Fii Fij · · · FiN

Fji Fjj · · · FjN
...

...
...

FNi FNj · · · FNN

 (2.4)

Another important relation is the summation rule. It follows from the conservation

requirement that all the radiation leaving the surface Ai must be intercepted by the

enclosure surfaces so that
∑N

j=i Fij = 1. There are several techniques to determine view

factors, and common geometric con�gurations are available in the literature [Siegel and

Howell, 2002; Modest, 1993; Incropera et al., 2007].

2.2.1 Radiative Heat Exchange in Enclosures

Considering a transparent medium separating surfaces i and j, the radiative heat

transfer hate, in watt, is calculated by the product of the area Ai, radiosity Ji, and the

view factor Fij.

Qi→j = (AiJi)Fij (2.5)

Radiosity is de�ned as the summing of the radiation emitted by a surface, plus the radia-

tion re�ected by the same surface [Siegel and Howell, 2002]. Assuming that both surfaces

are black, the radiosity Ji is simpli�ed to the blackbody emissive power Ebi = σT 4
i , there-

fore, the net radiative exchange between them, Qb,ij = Qb,i→j − Qb,j→i can be written

as:

Qb,ij = AiFijσ(T 4
i − T 4

j ) (2.6)

and the net radiant heat rate exchanged between surface i and all other surfaces inside

the enclosure Qb,i becomes

Qb, i =
N∑
j=1

AiFijσ(T 4
i − T 4

j ). (2.7)

The net radiant �ux for each surface of a black enclosure can be then calculated if surface

temperatures are known, and the linear system can be solved by matrix inversion or

numeric methods, such as Gauss-Seidel. This model can be su�cient to deliver a �rst

evaluation of actual furnaces with walls covered by soot layers [Modest, 1993].

Radiative heat exchange in enclosures with transparent media and non-black sur-
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faces can be modeled by assuming properties of gray surfaces, with constant absorption

and re�ection values for a given wavelength range, λ. Radiation leaving a gray surface

may come from both self-emission or re�ection, at the same time as the incident radiation

upon an opaque surface can be partially absorbed or re�ected. Heat exchange calculations

may be signi�cantly simpli�ed by assuming all gray surfaces to be opaque, di�use and

isothermal, with uniform radiosity and irradiation. Under these conditions, emissivity can

be considered to be equal to absorptivity, ε = α, [Siegel and Howell, 2002]. Thereby, the

net radiation exchange at a gray surface Qi, in watt, is given by the di�erence between

its radiosity Ji and irradiation, Gi.

Qi = Ai(Ji −Gi) (2.8)

By adopting the de�nition of radiosity Ji ≡ Eb,i + ρiGi, the net radiation exchange can

be expressed Equation 2.9.

Qi = Ai(b, i− αiGi) (2.9)

The combination of Equations 2.8 and 2.9 leads to:

Qi =
Ebi − Ji

(1− εi)/εiAi
. (2.10)

Radiation heat transfer in gray enclosures can solve a set of engineering problems.

A solution strategy consists on identifying the surfaces temperature or radiative heat �ux

to write the correspondent radiosity equations to solve qo,j, where subscript o represents

the outgoing �ux [Modest, 1993; Siegel and Howell, 2002]. Equation 2.11 is applied for

surfaces with known temperature:

qo,j = εjEb,j + (1− εj)
N∑
k=1

Fj−kqo,k, (2.11)

and Equation 2.12 is used for surfaces with known radiative heat �ux.

qo,j = qr,j +
N∑
k=1

Fj−kqo,k. (2.12)

The subscript k stands for all other surfaces inside the enclosure, aside from j. The term

qr,j is the known radiative heat �ux, and the summation term accounts for the re�ected

radiation from the other surfaces. These equations form a linear system of N equations

and N unknowns. Once the radiosity is calculated for each surface, the unknown thermal
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condition of each surface can be determined. Equation 2.13 can be used to �nd the

unknown heat �ux, while Equation 2.14 allows calculating the surface temperature.

qr,j = qo,j −
N∑
k=1

Fj−kqo,k (2.13)

Eb,j =
1

εj
qo,j −

(1− εj)
εj

N∑
k=1

Fj−kqo,k (2.14)

2.2.2 Participating Medium

Radiant heat transfer in an enclosure with non-participating or transparent medium

is a valid simpli�cation for non-polar gases such as O2 or N2 since radiation is neither emit-

ted nor absorbed by them. However, many engineering applications involve polar gases

such as CO2, H2O (vapor), NH3, and hydrocarbon gases, which emit and absorb over

a wide temperature range [McAdams and Hottel, 1954; Incropera et al., 2007; Ebrahimi

et al., 2013]. Radiation interaction with this participating media is detailed hereafter.

Considering a radiation ray leaving a given surface along a path S, it is expected

that radiative properties of the medium a�ect it. As radiation passes through a volume

element of length dS, its spectral intensity Iλ is reduced by absorption or scattering [Siegel

and Howell, 2002], whose attenuation is expressed by

dIλ (S,Ω) = −βλ (S) Iλ (S,Ω) dS, (2.15)

where Ω is the solid angle. The proportionality constant βλ is known as the extinction or

attenuation coe�cient of the medium and comprises both absorption coe�cient Kλ and

scattering σs,λ coe�cient

βλ = Kλ + σs,λ. (2.16)

Performing the integral of the spectral intensity attenuation along path S leads to

Iλ(S) = Iλ(0) exp

[
−
∫ S

0

βλ(S
∗)dS∗

]
, (2.17)

known as Bouguer's, Beer's or Lambert-Bouguer law. Scattering although present in

combustion processes, specially in coal combustion, rises the problem complexity and
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consequently, the solution time. If scattering is neglected, Equation 2.15 becomes

Iλ(S) = Iλ(0) exp(−KλS). (2.18)

The absorption coe�cient Kλ depends on the gas temperature, pressure, and composi-

tion along the path, and it indicates the medium capacity to absorb radiation. From

Equation 2.17 the optical thickness or opacity τλ along a path length can be de�ned as a

dimensionless quantity by

τλ =

∫ S

0

βλ(S
∗)dS∗ (2.19)

which for a medium with uniform properties becomes Equation 2.20.

τλ(S) = βλS (2.20)

For τλ(S) � 1, the medium is called optically thin, while for τλ(S) � 1 the medium is

considered optically thick [Siegel and Howell, 2002]. For optically thin medium, a series

of simpler equations can be used for solve the radiation �ux, whereas for optically thick

medium, the radiation exchange is treated like a di�usion process with reasonable results.

Since most of the engineering problems are situated in intermediary thickness condition,

alternative methods are demanded.

2.3 Radiative Transfer Equation

By considering a small volume element dV with all the cited properties such as

absorption, scattering, extinction coe�cients among others, it is possible to conceive the

conservation equation of radiative energy along a small path increment dS as

Change in Radiative Energy =

+ Gain due to Emission− Loss due to Absorption

- Loss due to out-scattering + Gain due to in-scattering

The mathematical representation of the Radiative Heat Transfer Equation - RTE can be

stated, in di�erential form, as:

∂Iλ(S,Ω, t)

c∂t
+
∂Iλ(S,Ω, t)

∂S
= KλIλb(S, t)−KλIλ(S,Ω, t)

− σs,λIλ(S,Ω, t)−
1

4π

∫
Ωi=4π

σs,λIλ(S,Ωi, t)Φλ(Ωi,Ω)dΩi

(2.21)
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where the �rst term on the left side of Equation 2.21 is only important for ultrafast

phenomena. In most of the applications, such as furnaces, it is neglected [Siegel and

Howell, 2002]. The �rst term on the right side of the equation represents the intensity

gain due to emission, followed by the loss due to absorption (second term). Scattering

e�ects are addressed by terms three and four.

Many authors have proposed di�erent solutions methods for the radiation transfer

equation in the past century. Some of these methods are displayed in Figure 2.2 organized

by the problem type (participating or non-participating media) and also classi�ed accord-

ing to the mathematical approach of the equation (integral or di�erential form). Various

solution methods are cited, however, only a few selected ones are discussed following.

Some methods, although presented in Figure 2.2, are not the focus of the present work.

The left branch of Figure 2.2 focus on enclosures with non-participating media.

In this situation, radiation heat transfer becomes exclusively a function of geometrical

arrangement and surface properties. If the walls of the enclosure are assumed to be black,

the radiation can be solved by means of Equations 2.5, 2.6 and 2.7. For gray surfaces

enclosure, the radiosity is solved by Equations 2.8 to 2.10. The radiation network solution

approach is based on the electric circuit analogy, where the radiosity between two surfaces

is the driving potential (Ji − Jj) equivalent to a voltage potential. Resistance is the view

factor term (AiFij)
−1, and the rate of radiation transfer Qi is equivalent to the electric

current �ow. This method is a simpli�cation of the direct approach [Incropera et al.,

2007].

There is a category of solution that deals with the di�erential form of the RTE,

which encompass several methods. One of them is the spherical harmonics method, also

known as Pn − Approximation. It was �rst proposed by Jeans, 1917, and although it

attempts to simplify the radiation heat transfer equation, it requires complex calculations

to be performed. The Pn − Approximation describes the radiation transfer by means

of several partial di�erential equations, leading to a system of N-1 equations and N

unknowns. The solution is closed by approximating the local radiation intensity by a

series of spherical harmonics [Siegel and Howell, 2002]. The method generates good results

in optically thick medium, although it tends to overestimate radiant �ux from punctual

source/sinks, a common con�guration in combustion processes [Modest, 1993].

In the solution category that treats the integral form of the RTE, there is a type of
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Cold Medium

Radiosity Eletric Circuit Analogy

Figure 2.2 � Solution methods for the radiative heat transfer equation [adapted from

Siegel and Howell, 2002].

solution based in the angular discretization of volume elements. The Discrete Ordinates

Method (SN) - DOM is within that category. It was proposed by Chandrasekhar, 1960 and

relies on the subdivision of the total solid angle at a given point into smaller solid angles

with uniform intensity. Hence, for each direction, the equation of radiant energy transfer is

applied, generating di�erential equations. Latter Fiveland, 1984 implemented the DOM in
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coal-�red furnaces, proposing an iterative solution strategy. Recently the discrete ordinate

method has been implemented in Computational Fluid Dynamics - CFD codes to solve

radiation in combustion processes with soot [Centeno, 2014] and in industrial furnaces

[Mahmoodi et al., 2017].

The Discrete Transfer Radiation Method - DTRM, in turn, is considered a ray-

tracing model and was originally proposed by Lockwood and Shah, 1981. It was conceived

as a hybrid model since it presents features from previous solution methods. The DTRM

is similar to the DOM since the solid angles of a given point in the domain are divided into

discrete beams, with smaller solid angles. This hybrid method also holds similarity with

the Monte Carlo solution, as both methods trace the intensity line from one surface to

another, and with Hottel's Zone Method [Modest, 1993; Carvalho and Farias, 1998]. The

method was designed to run fast solutions for CFD codes, especially when dealing with real

industrial furnaces. As the method depends on the knowledge of surface radiosities, and

consequently the temperature or heat �ux of the enclosure walls, it requires a �rst guess

for these parameters to ensure the convergence of the iterative solution. Additionally,

the DTRM is suitable for complex geometries, and is �exible concerning computational

e�ort, since the number of discrete rays can be easily changed [Siegel and Howell, 2002].

An important issue when coupling this method to general CFD codes is that DTRM is

not a conservative formulation, in contrast to �nite volume philosophy, usually employed

by CFD codes [Carvalho and Farias, 1998].

The Finite Volume Method FV or FVM, is based on the discrete transfer of ra-

diation among volumes. Despite dealing with radiative heat transfer, this method keeps

the same idea of �nite volumes applied to �uid mechanics and energy transport. The

integral form of the RTE is solved for the incoming and outgoing radiative intensity in

each volume, and their summation in all directions gives the energy balance for every vol-

ume, allowing local and global analysis of energy conservation [Siegel and Howell, 2002].

The FVM applied to radiation solution was �rst proposed by Raithby and Chui, 1990,

as an e�ort to develop a radiation method aligned with the solution strategy already

adopted to �uid �ow and convective heat transfer problems. However, the method holds

several issues in its implementation, such as false scattering and ray e�ects, and the most

important, the method cannot guarantee the conservation of radiative energy [Modest,

1993].
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A widely known RTE solution approach is the Monte Carlo method. This stochas-

tic model, also classi�ed as a ray-tracing model, is applied in several di�erent research

areas and makes use of probability to determine radiant heat transfer. The Monte Carlo

method considers that the radiant energy is transmitted in bundles. As radiation is the

unknown system, photons are chosen as those bundles, although special attention must

be paid to spectral relation of the photons [Modest, 1993]. In the work of Howell and

Perlmutter, 1964, the solution procedure starts with the emission of bundles which has a

stochastic direction distribution. Insofar as the bundle travels inside the enclosure, it may

be absorbed by the gas, according to a random gas-absorption-coe�cient function. The

bundle emission, absorption, and re�ection are recorded until a well-determined number

of runs are simulated, generating statistically meaningful average results. Due to a large

number of simulations required, the Monte Carlo is a time-expensive method, that de-

mands high processing e�ort, which precludes its use in fast response models and several

engineering applications [Carvalho and Farias, 1998]. Nonetheless, the high accuracy pre-

sented by the method allied to its capacity to deal with complex geometries took it to a

reference level, since many current works use the Monte Carlo method as a benchmark.

The solution of the RTE in its integral form can be found also in the Zonal Method

- ZM, certainly one of the most known among the solution methods. In the ZM the domain

is divided into surface-zones and gas-zones, both isothermal and homogeneous. Exchange

factors are determined and energy conservation equations are solved for each zone, re-

sulting in a closed system capable of solving the radiation inside an enclosure �lled with

a participating medium. The Zonal Method has been widely used in engineering appli-

cations, especially in industrial furnaces, probably due to its implementation simplicity

in comparison to other methods. Radiation heat transfer in industrial furnaces is the

problem originally studied by ZM developers Hottel and Cohen, 1958.

In order to summarize the discussed RTE- solution methods, an overview with

the main characteristics of each is presented in Table 2.1. There is not a unique method

for solving all radiation problems since each one displays advantages and disadvantages

depending on the physical situation [Carvalho and Farias, 1998; da Silva, 2005; Centeno,

2014]. The Zonal Method is a viable option to solve industrial furnace problems when-

ever computational-solution-time matters. Thus the method is detailed in the following

sections.
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Table 2.1 � RTE Solutions overview [Jeans, 1917; Hottel and Cohen, 1958;

Chandrasekhar, 1960; Howell and Perlmutter, 1964; Lockwood and Shah, 1981;

Fiveland, 1984; Raithby and Chui, 1990; Modest, 1993; Carvalho and Farias, 1998;

Siegel and Howell, 2002; Centeno, 2014; Mahmoodi et al., 2017].

Method Advantages Disadvantages

Monte Carlo High accuracy High C-e�1

Suitable for complex geometries

Zonal Method Implementation simplicity Simple geometries only
Low C-e�1 Isothermal zones assumption
Suitable for furnaces

P-N Di�erential Optically thick medium Bad for combustion process

DOM Current CFD works Complexity

DTRM Fast calculation Not conservative
Flexible C-e�1 Complexity

Finite Volume Conventional FV (�uid �ow) False scattering
Flexible C-e�1 Conservation problems

1 C-e� = Computational E�ort / Solution time;

2.4 Zonal Method

Among the several existing methods to solve the radiative heat transfer, the zonal

method, also known as the zone method or Hottel's Zonal Method, is one of the most

used. It is suitable for numerous applications, although extensively used in engineering

design of furnaces. It was originally proposed by Hottel and Cohen, 1958 as a solution to

the radiative heat transfer in an industrial furnace. The Zonal Method was meant to solve

3D problems, so performs a spatial approximation, where the domain is subdivided into

isothermal-homogeneous zones, i.e. surface zones or gas volumes. Somehow, the method

is analogous to the enclosure theory, yet extended to a participating medium condition.

Geometrical relations similar to view factors are derived between the zones, taking into

consideration the absorption/emission e�ects of the participating media. Its simplicity

and feasibility are the main reasons for its large-scale use.

Although the Zonal Method has gained notoriety due to the work presented by
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Hottel and Cohen, 1958, its �rst drafts were presented by Hottel in McAdams and Hottel,

1954, but explored in more details later on by Hottel and Saro�m, 1967, one of the most

important references in the �eld of radiation heat transfer. As shown in Figure 2.3, the

Start
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Figure 2.3 � Zonal method general solution procedure.

solution procedure begins with the characterization of the participating medium, i.e. the
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adopted gas absorption model. At this point, the Gray Gas model can be assumed, or

a band model such as Weighted Sum of Gray Gases, can also be adopted. The WSGG

model is explained in more details in the following sections. For each gas model, a di�erent

procedure is developed.

In the WSGG model, after determining the problem con�guration and the known

variables the weighting factors and absorption coe�cients must be calculated from the

temperature �eld, hence a �rst guess is required. Next, the direct exchange areas has

to be calculated. This relation accounts only for the direct radiative exchange between

two zones not considering the radiation re�ections present inside the enclosure. After

that, a routine is performed in order to calculate the TEA - Total Exchange Areas which

considers the view factor between two zones, the e�ect of the medium in the radiation,

and also the multiple re�ections inside the enclosure. The DFA - Direct Flux Area are

calculated in order to weight the di�erent absorption coe�cients. Finally, energy balance

equations for all zones, surfaces, and gas-volumes, assemble a system with N -equations

and N -unknowns, comprising the radiative heat transfer mechanism, convection, heat

losses, energy sources/sinks, and enthalpy �ux. The unknown temperatures and heat

�uxes are determined when the energy balances are solved.

The Zonal Method turns to be easier to solve with the GG assumption, compared

to WSGG which demands an interactive procedure, since the calculated gas temperature

must be compared to the initial guess. Steps such as the calculation of the DEA, TEA, and

Energy Balance, are the same for both approaches. As a relevant di�erence, the absorption

coe�cient is considered to be constant in the GG model, avoiding it to calculate DFA. The

energy balance embeds all energy introduced in the system, such as the energy released

in a combustion process.

2.4.1 Gas Model

The Zonal Method requires the knowledge of the medium radiative properties to

calculate the direct exchange areas. Several gas absorption models can be used, as long

as the absorption coe�cient is determined. The most basic model is the GG assumption,

that assumes the gas absorptivity to be both temperature and wavelength independent. In

this case, a mean absorption coe�cient K is also considered to be constant (independent

of temperature and wavelength). This is a strong simpli�cation hypothesis since the
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absorption coe�cient displays a strong dependence on gas temperature and wavelength

[Siegel and Howell, 2002]. Nevertheless, the gray gas model is still adopted in several

works, due to its simplicity and reduced solving time, especially in industrial problems.

Comparisons of the GG method with more accurate solutions were performed by Liua

et al., 1998 and Crnomarkovi¢ et al., 2016, indicating GG as a reasonable �rst approach

for industrial problems.

One remarkable alternative to taking the temperature and wavelength dependence

of the absorption coe�cient into account was �rst proposed by Hottel [McAdams and

Hottel, 1954] and developed in [Hottel and Saro�m, 1967], known as the WSGG. The gas

emissivity εi of a given ith gas volume zone is described as a composition of n-gray gases

with a given absorption coe�cient Kn, constant in the respective band.

εi =
n∑
0

[ag,n(Tg)]
(
1− e−KnpL

)
(2.22)

In Equation 2.22, the subscript g refers to a gas zone. The exponential term comes from

Equation 2.18 where K was replaced by the absorption coe�cient weighted by the gas

partial pressure K = Knp, and the path distance is denoted by L. The sum of the

weighting coe�cient of each gray gas must equal one,
∑

i ag,i = 1. Smith et al., 1982

proposed that these coe�cients ag,i could be determined by the polynomial expression

ag,n =
k∑
k=1

bn,kT
k−1 (2.23)

where n is the gas number, and k − 1 is the polynomial order. The authors generated

values of emissivity and absorptivity from the exponential wide-band model, for a set

of gas mixtures of water vapor and carbon dioxide, determining the coe�cients. Re-

cently, Dorigon et al., 2013 determined coe�cients for the WSGG model, by performing

a Line-by-Line integration (LBL), from the spectral lines of the HITEMP 2010 database

[Rothman et al., 2010]. These recent coe�cients could improve calculation accuracy.

WSGG proves itself as a powerful method, and has been widely explored by several

authors in the recent years, specially for industrial furnace applications. Centeno et al.,

2016 explored the WSGG model capacity to predict the radiation �eld in applications

of gas with soot. The model presented normalized errors less than 1.2% when compared

to an LBL solution, indicating its suitability to be used to model �ue gases from coal

combustion process.
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2.4.2 Direct Exchange Areas

The concept of Direct Exchange Area - DEA, arises from the relation between the

radiation emitted by a given surface Ai, and the fraction of it, reaching another surface

Aj. According to Cui et al., 2010 and Siegel and Howell, 2002 the physical meaning of

direct exchange areas is the value of direct radiation heat �ow divided by the emissive

power of a zone. If a transparent media is between two surfaces and Ai is considered to

be black, the radiation that leaves it and is intercepted by Aj, would be described by

Qi→j = AiFijEi, (2.24)

where the view factor Fij is dependent only on the enclosure geometry and is determined

by Equation 2.1. Equation 2.24 has the unit of watt. In turn, the product AiFij is called

Direct Exchange Area, having the dimension of an area. The reciprocity corollary earlier

stated for the view factor [Siegel and Howell, 2002] is also valid for the DEA, so that

AiFij = AjFji.

The procedure to determine the Direct Radiation Exchange Area is described in

McAdams and Hottel, 1954, Hottel and Cohen, 1958 and Hottel and Saro�m, 1967. In

Figure 2.1b the radiant energy, in watt, coming from dAi in the solid angle dΩi and

arriving in dAj is

dQi→j = Ii dAi dΩi cos θij, (2.25)

as dΩi intercepts area dAj, the apparent area seen by dAi is dAj cos θji and the solid

angle becomes

dΩi =
dAj cos θji

r2
ij

. (2.26)

In Figure 2.4a, when uniform temperature is considered in dAi, the radiative heat rate

leaving it in to dAj can be stated as Equation 2.27.

Qi→j = Ei sisj = Ii

∫
Aj

∫
Ai

(dAi cos θij)(dAj cos θji)

r2
ij

(2.27)

By expressing Ii as Ei/π, the relation for the Direct Exchange Area for two surfaces

separated by a transparent medium becomes

sisj =

∫
Aj

∫
Ai

(dAi cos θij)(dAj cos θji)

πr2
ij

(2.28)

Equation 2.28 express the same relation presented by Equation 2.1.
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At this point, no radiation absorption by the gas is being considered. If a partici-

pating medium is to be considered between two surfaces, which is the interest for furnace

applications, the ordinary view factor F , from Equation 2.1, must become a product of

the geometric relation with the gas transmittance τ . It is important to notice that this

assumption takes into consideration that both terms are not strictly separable after their

integration over a �nite area.

The derivation of the direct exchange areas is following presented, based in the

book of Hottel and Saro�m, 1967, who divided it into three di�erent types Surface-

Surface, Gas-Surface and Gas-Gas. The three types of DEA are displayed in Figure 2.4.

dAi

dA j

ѳi rij

ѳ
j

(a) Surface-Surface

dAi

dV

ѳ
r

(b) Surface-Gas

dV i

r
dV j

dr j

(c) Gas-Gas

Figure 2.4 � Direct exchange areas between the three types of shapes [Hottel and

Saro�m, 1967].

a) Surface-Surface Exchange

The most basic DEA is the Surface-zone to Surface-zone, Figure 2.4a. Di�erently

from Equation 2.28, at this point it is necessary to include a new term in the derivation

to make allowance for the e�ect of the gas transmittance which, as presented in Equation

2.18, is given by τ(r) = exp−
∫ r
0 Kdr. Here the global attenuation coe�cient β was replaced

by the absorption coe�cient K, since scattering is neglected. Hereafter the subscript λ

is also abandoned, once is considered that the quantities are integrated over the whole

spectrum. Therefore the radiative heat rate for a gray gas, in watt, is given by

dQsi⇀sj =
Ei
π
dAi cos θi︸ ︷︷ ︸

(1)

dAj cos θj
r2︸ ︷︷ ︸
(2)

τ(r)︸︷︷︸
(3)

(2.29)
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where the term (1) is the emission in direction θi, per unit of solid angle, term (2) rep-

resents the solid angle subtended by dAj at dAi and term (3) is the fraction of radiation

transmitted, given by

τ(r) = exp−
∫ r
0 Kdr =

I

I0

. (2.30)

Considering the two way radiative heat exchange (net heat exchange), the Direct Ex-

change Area for two given surfaces, separated by a participating medium with absorption

coe�cient K, is expressed by

sisj =
Qsi
sj

Ei − Ej
=

∫
Ai

∫
Aj

τ(r)
cos θi cos θj

πr2
dAjdAi. (2.31)

The second term of Equation 2.31 brings the net radiant heat rate, Qsi
sj instead of the

one-directional Qsi⇀sj as a consequence of the law of reciprocity applied to the DEA.

b) Gas-Surface Exchange

The second relation is the exchange between a surface dA and a gas-volume dV ,

shown in Figure 2.4b. For this con�guration the radiant heat rate, also given in watt, is

described by

dQsj⇀gi = 4 K dV E︸ ︷︷ ︸
(1)

dA cos θ

4πr2︸ ︷︷ ︸
(2)

τ(r)︸︷︷︸
(3)

(2.32)

in which the �rst term (1) is the radiant emission of a gas-volume in 4π steradians [Siegel

and Howell, 2002]. The term (2) is the fraction directed towards dA, while the third term

is the same presented in Equation 2.30. As derived for Equation 2.31, the Surface-Gas

Direct Exchange Area can be determined by

gisj =
Qgi
sj

Ei − Ej
=

∫
Vi

∫
Aj

=
τ(r)Ki cos θj

πr2
dAjdVi (2.33)

c) Gas-Gas Exchange

The last Direct Radiation Exchange Area is related to the exchange between two

gas volumes, as presented in Figure 2.4c. First its necessary to assume that two di�erential

gas volumes are rectangular-parallelepiped shaped, and dVj is oriented in a way that four

of its edges are parallel to r and its face dAj is perpendicular to r. Hence, from the

radiation originally emitted by dVi, i.e. the term (1) from Equation 2.32, only the fraction

(dAj/4πr
2)τ(r) crosses dAj into dVj. The absorbed fraction is given by Kj drj [Hottel



28

and Saro�m, 1967]. Therefore, the radiative heat rate Qgi→gj from dVi to dVj can be

expressed in the unit of watt by

dQgi→gj =
Ki dVi Kj dVj τ(r)

πr2
Ei (2.34)

where di�erent absorption for each volume can be computed. The above analysis gen-

erates an important limitation in the DEA calculation, especially in tabulated results,

since complex gas volume shapes need to be subdivided into rectangular-parallelepipeds.

Equation 2.34 when rearranged, is the gas-gas Direct Exchange Area relation presented

in Equation 2.35.

gigj =
Qgi
gj

Ei − Ej
=

∫
Vi

∫
Vj

τ(r) Ki

πr2
dVjdVi (2.35)

The DEA calculating is complex and demands an important share of the compu-

tational solution time, which motivated the development of ready-to-use solutions [Hottel

and Cohen, 1958; Noble, 1975; Scholand and Schenkel, 1986; Tucker, 1986] with corre-

lations and tables for common geometric con�gurations. Tucker, 1986 proposed a set of

correlations for some of these geometric arrangements, i.e. squares (surface zones) and

cubes (gas-volume zones), curve-�tted in algebraic equations (I), specially designed to

be used in geometries that allow being divided into smaller squares and cubes, which is

the case for conventional furnaces. The characteristic dimension B corresponds to the

squares and cubes side. Although Tucker's correlations are easy to employ, they are crit-

ically limited exactly by the geometry discretization, which in some cases is unfeasible.

The complexity of the solution and its high time demand motivated several researchers to

study di�erent approaches to solve the DEA. As an e�ort to simplify the DEA calculation

and make it faster, Tian and Chiu, 2003, for instance, proposed a technique focused on

reducing the integration scheme, based on the work of Herman, 1959. Although results

shown a solution-time reduction by a factor of six, and a decrease of one in the integrals

order, the procedure still implies in a complex and time-costly calculation routine.

Some authors such as Zhou and Qiu, 2015 have proposed solutions of the DEA

by means of Monte Carlo technique, which produces better accuracy than other tradi-

tional methods (Hottel's graphics solution), though demands higher computational e�ort

and consequently, higher solution time. The solution of the DEA with Monte Carlo is

potentially interesting to solve complex geometries problems, and to create benchmark

solutions.
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2.4.3 Total Exchange Areas

Up to this point, the calculation of the direct exchange areas only considered the

radiant exchange between two zones. A further step must be taken to consider radiation

coming from other zones and re�ections inside the enclosure. Furnace internal surfaces

cannot be modeled as black bodies but can be considered as di�use, following Lambert's

cosine law. The procedure developed to represent these conditions is demonstrated in the

following.

By performing a radiation balance on a surface zone i, it is found that the radiant

energy leaving the surface AiJi is

Ai Ji = Ai (εiEi +Gref ) (2.36)

or introducing the concept of the DEA for the re�ected radiation Gref .

Ai Ji = AiεiEi + ρi

(∑
i

sjsiJj +
∑
j

gjsiEj

)
(2.37)

The last term in Equation 2.37 describes the amount of radiation re�ected by the surface

i, i.e. the contributions of the incident radiation originated from all other surfaces in the

enclosure plus the incident radiation coming from the gas-volumes, times the respective

re�ectivity ρi. This expression was declared by Hottel and Saro�m, 1967 in a di�erent

manner to help its implementation in computational codes, as follows:∑
j

(
sjsi − δij

Ai
ρi

)
Jj = − AiεiEi

ρi
−
∑
j

gjsiEi (2.38)

with δij, the Kronecker delta function, that assumes 0 whenever i = j and 1 when i 6= j).

When applied to the set of zone surfaces, the expression becomes a matrix system
sisi − Ai

ρi
sisj · · · sisn

sisj sjsj − Aj
ρj
· · · sjsn

...
...

...

sisn sjsn · · · snsn − An
ρn

 ·

Ji

Ji+i
...

Jn

 =


Aiεi
ρi
Ei −sigiEi · · · −sigmEm

Ajεj
ρj
Ej −sjgiEi · · · −sjgmEm
...

...
...

Anεn
ρn

En −sngiEi · · · −sngmEm


(2.39)

where each line of the system is the very same Equation 2.38. It is considered that the

system is composed of (n) Surface-Zones and (m) Gas-Zones. The e�ects of the partici-

pating media are considered in the recalculated DEA, and the gas term s(x)g(x)E(x). An
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important assumption is made here, as variations on J and E are neglected. According to

Hottel and Saro�m, 1967, Equation 2.39 can be used for two purposes: evaluate radiative

�ux at any zone if the temperature of all zones of the enclosure are known; or to evaluate

the Total Exchange Areas, to be used in the energy balances of the system. Only that

second functionality will be analyzed due to its generality and application to solve real

problems in furnaces.

The procedure to determine the Total Exchange Area was originally described by

McAdams and Hottel, 1954 as a tool to account for all the multiple radiation re�ections

inside the enclosure, and not just the direct exchange between two zones. The authors

proposed an ideal enclosure composed of n source-sink surfaces (Ai, Aj...) with known

emissivities (εi, εj...). The enclosure also contains a special type of surfaces (AR, AS...)

named as Refractory Walls, which do not exchange net heat �ux, re�ecting all the radiation

received by them. Whenever surface Ai is the taken as the only emitter in the enclosure,

it is expected that surface Aj receives a fraction of radiation from Ai, plus the endless

multiple re�ections from all other surfaces. The concept introduced by Hottel is that

all other surfaces, including the refractory ones, "can be thought of as having a partial

emissive power due to the presence of each of the source-sink zones, and a total emissive

power equal to their sum". After that assumption, the radiant exchange rateQi
j between

surfaces Ai and Aj, including their emission and the multiple re�ections can be represented

in the form of Equation 2.40.

Qi
j = AiFijσ
(
T 4
i − T 4

j

)
≡ AjFjiσ

(
T 4
j − T 4

i

)
(2.40)

The term F brought by Hottel has the meaning of a constant factor which embeds the

dependence of the geometry and the radiant properties of the whole enclosure. The

procedure proposed by Hottel to determine this factor is based on the premise that it

has to be independent on the surfaces temperatures. To do so, all the surfaces in the

enclosure are kept at absolute zero temperature, except for Ai, or in other words, En = 0.

Moreover another simpli�cation can be adopted by assuming Ei = 1. These boundary

conditions allow to solve Equation 2.39 by means of matrix inversion, �nding the values

of the respective total leaving-�ux nJn. Here a pre-subscript is added, in order to identify

which surface is kept with a real emissive power of 1. For example, iJj is the total radiant

�ux per unit of area (surface emission + re�ections) that leaves surface Aj, when surface
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Ai is set to an emissive power of Ei = 1, while all other surfaces has zero emissive power,

En = 0. At the time Hottel published his work, this system had to be solved by matrix

determinants, i.e. Cramer's rule, which made the Zonal Method di�cult to be employed

in complex geometries with a large number of zones. This problem was overcome by the

growing computational capacity over the past years and the aid of enhanced libraries and

codes. Nonetheless, once the total leaving-�ux is determined, the net radiant heat rate

iQnet,j from the j-surface may be found by

i [Qnet,j] =
Ajεj
ρj

(Ej − Jj) = −Ajεj
ρj

iJj. (2.41)

Once again is important to highlight the di�erence between Jj which is the radiosity of

surface j, and iJj that is the total leaving-�ux1 of surface j in the hypothetical situation

where only surface i has emissive power of 1. The net exchange presented in Equation

2.41 has limited meaning. It only reveals that the exchange must be proportional to

the di�erence between the emissive power of the surfaces. As they were set to Ei = 1

and Ej = 0, the proportion constant, given by −i [Qnet,j] is hereafter named the Total

Exchange Area - TEA, represented by the capital letter S for surface zones and by the

capital letter G for gas zones.

When two surface zones are to be considered, the surface-surface TEA, SiSj, can

be calculated by means of the following equation

SiSj =
Ajεj
ρj

(iJj − δijεi) (2.42)

where the radiant exchange between the surfaces is Qi
j = SiSj(Ei − Ej). By adopting

the same procedure presented above, the gas-surface TEA, GiSj, can be determined by

Equation 2.43.

GiSj =
Ajεj
ρj

iJj (2.43)

The last relation regards to the exchange between two volumes of gas dVi and dVj. Setting

the emissive power of gas-volume Ei = 1, and setting all other zones to emissive power

equal to zero, the gas-gas TEA, GiGj, can be determined by

GiGj = gigj +
∑
k

skgj iJk (2.44)

1Several authors present di�erent notations for radiation-related terms. McAdams and Hottel, 1954,
for example, uses iRj for the total leaving-�ux, as a reminder that this quantity is normalized to 1 : σT 4

i ,
since Ei = 1.
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Where the �rst term on the right-hand side of Equation 2.44 is the Direct Exchange Area

between the two gas volumes, already calculated by Equation 2.35. The second term

is the contribution of the fraction of radiation emitted by Vi and re�ected by all other

k-surface zones in the enclosure. The de�nition of these three relations results in two

validation-relations. The emission of a given surface per unit of its emissive power equals

the sum of all of its Total Exchange Areas.∑
j

SjSi +
∑
j

GjSi = Aiεi (2.45)

Then, for a gas volume, another veri�cation expression can be stated∑
j

GiGj +
∑
j

GiSj = 4KVi (2.46)

2.4.4 Direct Flux Area

The GG model for participating medium is often an acceptable assumption for

many practical situations, leading to reasonable results. However, if a more rigorous

characterization of the gas is required, like when the absorption coe�cient is dependent

on temperature or wavelength, some aspects have to be observed. A possible strategy

consists in treating the gas as a Weighted Sum of Gray Gases, as originally proposed by

Hottel and Saro�m, 1967. Hence the radiant exchange between two surfaces has to be

weighted by each of the absorption coe�cients Kn and weight coe�cient an. When the

Total Exchange Areas are weighted by those coe�cients, they become Direct-Flux Areas

- DFA. Whenever they consider the zone temperature, its nomenclature changes to
−→
SS,

−→
GS and

−→
GG. Therefore, the net radiant exchange QAi
Aj between two surface zones will

be

QAi
Aj = Es,i
−−→
SiSj − Es,j

←−−
SiSj (2.47)

where

−−→
SiSj =

∑
n

[as,n(Ti)]
(
SiSj

)
n

and
←−−
SiSj =

∑
n

[as,n(Tj)]
(
SiSj

)
n

(2.48)

This approach is specially useful when the temperatures are signi�cantly di�erent, for

instance, Ti 6= Tj, where i and j are surface zones.
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2.4.5 Energy Balances

The �nal step in the Zonal Method procedure is to set up and resolve the energy

balance equation system. The system gathers the contributions to the energy conservation

of each zone. Once the equations are written for all zones, the system was solved by

iterative numeric methods, such as Gauss-Seidel or Newton-Raphson. All terms in the

following energy balances are in watt.

Gas-Volume Zone

According to Hottel and Saro�m, 1967 the energy balance on a gas-volume ele-

ment dVi is derived by considering contributions from di�erent mechanisms, that can be

observed in Figure 2.5a. It can be stated as the sum of the radiant energy absorbed from

all other gas zones QdVj , and surface zones QSj , in the system, plus the net convection

QConv from adjacent zones, plus the net enthalpy �ux QH from the bulk �ow. Those

terms must equal the rate of emission of dVi, plus the changes in its enthalpy in time

Quns, if an unsteady state is to be considered. Thus, the balance is given by

QdVj + QSj − QdVi + QConv + QH = Quns. (2.49)

Absorbed Radiation

Convection

Control Volume

Emitted Radiation

GasVolume Zone  dVi

Surface Zone  dAi

Enthalpy
Flux Inlet

Enthalpy
Flux Outlet

GasVolume Zone  dVj

QdVj

QSj

QdVi

QConv

Quns

Absorbed 
Radiation

QH

QH

(a) Gas-volume zone

Absorbed
Radiation Convection

Control Surface

Emitted
Radiation

Surface Zone  dAi

QSi
QdVj

QConv

Qnet,i

Surface Zone  dAj

QSj

(b) Surface zone

Figure 2.5 � Global energy balance scheme in gas and surface zones.

The �rst term concerns to the radiation absorbed by the gas volume dVi, coming

from other gas volumes Vj. This absorbed radiant energy by QVj can be expressed by

QVj =
∑
j

Vi

∫ ∞
λ=0

∫
V

4Kλ,j Eλ,j exp−
∫ rij
0 Kλ(r)dr

4πr2
ij

dVj Kλ,i dλ (2.50)
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where r is the distance along the path line connecting the center of both gas volumes,

while rij is the total length separating both. The gas spectral absorption coe�cient is

represented by Kλ.

The energy absorbed by the gas volume Vi, coming from all the surface zones, QSi ,

is computed by Equation 2.51.

QSj =
∑
j

Vi

∫ ∞
λ=0

∫
A

Jλ,j
exp−

∫ rij
0 Kλ(r)dr

πr2
ij

dAn,j Kλ,i dλ (2.51)

The projected area of the element dAj normal to rij is denoted by dAn,j. The total

leaving-�ux density at every area element dAj, which represents the emitted plus de

re�ected radiation is represented by Jλ,j, called spectral radiosity.

The next term is the energy exchange due to convection from any adjacent surface

with a given area Ak and temperature Tk.

QConv = hAk(Tk − Ti) (2.52)

The average convection coe�cient h in W/(m2K) is estimated with the aid of correlations

found in the literature.

The di�erence between the incoming and outgoing enthalpy �ow is also computed

in the energy balance. At this point, sensible (is) and chemical (ic) enthalpies are consid-

ered having the unit of J/kg.

QH = ∆Vi

[∑
inlet

ρ0u(is + ic)−
∑
outlet

ρ0u(is + ic)

]
(2.53)

Since Equation 2.53 is in per-unit-mass basis, the speci�c mass ρ0 in kg/m3 and the �ow

average velocity u in m/s are introduced in the equation.

The radiation emitted by the gas-volume dVi is given by Equation 2.54.

QdVi = 4Vi

∫ ∞
0

Kλ,i Eλ,i dλ (2.54)

Finally, if changes unsteady state is to be considered, the rate of energy change

can be described by Equation 2.55.

QSto = Vi
∂

∂t
[ρ0 (is + ic)] (2.55)

In the Equations 2.50 to 2.55 subscript i indicates the energy leaving dVi, while subscript
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j represent the incoming energy from other gas volumes and surfaces. All mentioned

terms have unit of watt. The sum of Equations 2.50, 2.51, 2.52 and 2.53, when equated

to the summation of Equations 2.54 and 2.55, generates an integro-di�erential equation

that describes the total energy conservation for the volume domain. Hottel and Saro�m,

1967 stated the energy balance in a gas volume as:∑
j

−−−→
GjGiEg,j +

∑
j

−−→
SjGiEs,j −

∑
j

4ag,n Kn Vi Eg,i + Qe,i = Qu,gi − Qc,i (2.56)

where the energy released by a combustion process or any other heat source was include as

Qc,i. According Hottel's notation Qu,gi stands for the unsteady state, the same that Quns

in Equation 2.49. Finally, Qe,i comprises the heat transferred convection from the adjacent

surfaces and changes in the inlet and outlet �uid enthalpy, i.e. Qe,i = QConv + QH .

Surface Zone

A similar formulation of energy conservation equations can be derived for surface

zones. The energy balance for Ai can be described as

QSj + QdVj − QSi + QConv = Qnet,i (2.57)

where QSj is the sum of the radiant energy absorbed from all other surfaces in the enclo-

sure, and QdVj represent the radiant energy coming from gas zones inside the enclosure.

The energy transferred with the adjacent gas zone by convection is accounted by QConv.

Term QSi is the radiative energy emitted by Ai, and all these terms must equal the net

energy through the surface Qnet,i.

The �rst term to be analyzed is the radiation absorbed by the surface dAi, named

as QdVj , and originally emitted by a gas volume

QVj = Ai

∫ ∞
λ=0

∫
V

Kλ,j Eλ,j exp−
∫ rij
0 Kλ(r)dr cos θi,j dVj ελ,i dλ

πr2
ij

(2.58)

where the angle θi,j is measured between the line rij and the line normal to the area dAi.

Radiant energy reaching dAi, emitted from any other surface zone dAj, is computed

by means of the following equation

QSj = Ai

∫ ∞
λ=0

∫
A

Jλ,j exp−
∫ rij
0 Kλ(r)dr cos θi,j cos θj,i dAj ελ,i dλ

πr2
ij

(2.59)
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where θj,i corresponds to the angle between the same line rij and the line normal to dAj.

Heat convection is modeled in respect to the adjacent j-gas zone in contact with

the surface i, considering the temperature Tj as constant, as

QConv = h Ai (Tj − Ti) (2.60)

and the radiant energy emitted by surface Ai, in watt, is described by Equation 2.61.

QSi = Ai

∫ ∞
0

ελ,i Eλ,idλ (2.61)

Energy transferred to the external medium, Qnet,i, is related to a global heat transfer

coe�cient. For furnaces, it is usual to assume a constant temperature boundary condition

in the water walls to represent the phase change process of the water. Hottel's description

for the energy balance in a surface is presented in Equation 2.62. This is similar to

Equation 2.57, with the di�erence that the terms are in its expanded form.∑
j

−−→
SjSiEs,j +

∑
j

−−→
GjSiEg,j − AiεiEs,i + hiAi(Tg,k − Ts,i) = Qnet,i (2.62)

The temperature of a contiguous gas zone is given by Tg,k. The �rst and second summa-

tions in the left-hand side of the equation are the simpli�ed form of Equations (2.59) and

(2.58), respectively. The third term represents the emitted radiation, Equation 2.61, and

the last one is the convection heat, presented in Equation 2.60. Equation 2.62 is in energy

basis with the unit of watt. The above energy balance equations present dependence on

the wavelength λ, following Hottel's deriving. However, in its �nal form, Equations 2.56

and 2.62, spectral dependence is neglected by considering only variables total quantities.

By implementing the presented calculation routine, it is possible to estimate the

energy balance of a furnace given the boundary conditions. The Zonal Method for a GG

model can be summarized in the following steps:

a) De�ne the gas absorption coe�cient according to the chosen model.

b) De�ne a zoning scheme to �t the furnace domain.

c) Calculate the direct exchange areas (ss, sg, gg)2.

d) Calculate the total exchange areas (SS, SG, GG).

2To determine the DEA for each zone, the adopted polynomial correlations are presented in Annex I,
[Tucker, 1986].
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e) Solve the energy balance equations to �nd the unknowns (temperature or heat

�ux).

2.5 Furnace Application

A conceptual furnace application was proposed by Hottel and Saro�m, 1967 in

order to highlight some aspects of the Zonal Method, although the authors do not solve

the problem up to its end. That same application is solved and detailed in the present

work, with the help of the correlations proposed by Tucker, 1986 for the determination of

the direct exchange areas. Figure 2.6 presents Hottel's application and its zoning scheme.

In the original solution the furnace is divided into 2 gas zones (5 and 6), and 4 surface

6.10 m

3.05 m

3.05 m

(a) (b)

2b
3b 4

2a

2c

3a

3d

2d1

Fuel
inlet

Flue gas
outlet Gas

zone 5
Gas
zone 6

Burner

Figure 2.6 � Zonal method applied to a furnace with: (a) Isometric view (b) Top view

[adapted from Hottel and Saro�m, 1967].

zones. Surface zone 1 corresponds to the burner wall, zone 2 is composed of four walls

(2a to 2d) placed in gas zone 5, zone 3 is similar to the former one at gas zone 6, with

four walls (3a to 3d), and zone 4 is the tube wall at the furnace �ow outlet. There is no

surface zone placed on the interface of gas zones 5 and 6. Original data proposed by the

authors are displayed in Table 2.2, followed by their unit conversion to the International

System of Units (SI). Tube and refractory walls are considered to be di�use and gray.

Tube temperature was set to a �xed value as a consequence of the phase change process

of the working �uid inside the tubes.

The present work proposed the zoning scheme depicted in Figure 2.7, to facilitate

the matrix inversion routines in computational codes. A matrix based approach to solve
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Table 2.2 � Furnace example data, adapted from Hottel and Saro�m, 1967.

Parameter Unit (original) Unit (SI)

Furnace dimensions 10 X 10 X 20 ft 3.05 X 3.05 X 6.1 m
Mass �ow rate 836 lb moles/hr 0.10 kg moles/s
Combustion energy release 25x106 Btu/hr 7326.77 kW
Tube temperature1 922 K �
Inlet fuel temperature 288 K �
Gas convection coe�cient 2 Btu/ft2◦F hr 11.35 W/m2◦C
Tube emissivity 0.8 �
Refractory walls emissivity 0.5 �
1 Temperature of the outer-surface of the tube, i.e. inside the furnace. Correspond to zones 2
and 4;
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(a) (b)
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2
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Figure 2.7 � Furnace application, current zoning scheme: (a) Isometric view (b) Top

view.

the problem was implemented in a Matlab script [The MathWorks, 2012], allowing to

avoid the zoning simpli�cation assumed in the original solution. Direct exchange areas

were solved by polynomial correlations from Tucker, 1986, which is a more general and

accurate procedure than the graphical solution proposed by Hottel and Saro�m, 1967.

The Total Exchange Areas were calculated based on a matrix algorithm, incorporated

into the Matlab script.

The WSGG approach, assumed by Hottel and Saro�m, 1967, was switched to

a GG model, as a �rst approach to test the model solution. The original concept of

two participant gases and a transparent one, with weighting coe�cients of ag,1 = 0.0818,

ag,2 = 0.339, absorption coe�cients of K1 = 2.37 ft−1 and K2 = 0.0794 ft−1 was simpli�ed
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with the adoption of an absorption coe�cient mean value of K = 0.6, considered to

be independent of temperature e�ect and wavelength. This absorption coe�cient was

selected as a reasonable value, based on literature review [Ström, 1980; Ebrahimi et al.,

2013]. Studies on Zonal Method and imaginary plane method adopted a similar approach

[Ström, 1980; Charette et al., 1990; Zhang et al., 2014]. Scattering e�ects are neglected,

given the adopted fuel (methylene).

Hottel's results cover up to the DEA generated from the second gray gas, solved in

the present work assuming K2 = 0.0794 ft−1 aiming to compare results with the original

solution. Comparative results for direct exchange areas are presented in Table 2.3, where

zones 1 to 6 correspond to Hottel's zone scheme, Figure 2.6. Most of the di�erences

between the DEA generated by Hottel and the ones calculated in this work have pre-

sented deviations below 6%, mainly related to the use of polynomial correlation instead

of graphics calculation. Direct exchange areas s1s6, s4s5 and its symmetric values, s5s4

and s6s1 presented di�erences about 24%, what could be also assigned to the chart model

accuracy. Nonetheless, the agreement of the results supports the validity of the imple-

mented code. The only Total Exchange Area - TEA calculated by Hottel and Saro�m,

1967 was the one from gas zone 5 to the surface zone 2, reported as G5S2 = 139.6 ft−1,

in contrast to the value of S5S2 = 143.70 ft−1 calculated in the present work, resulting

2.94% relative deviation to Hottel's value. The above mentioned comparison was made

to the zone scheme from Hottel's book, hence results from the present work model were

correlated to them. The above-mentioned comparison was made to the zone scheme from

Hottel's book, hence results from the model were correlated to them in Table 2.3.

As already mentioned, Hottel and Saro�m, 1967 did not present the complete

solution to the problem, but results were found by adopting the process parameters from

Table 2.2, following the zoning scheme shown in Figure 2.7. The results are presented

in Table 2.4 for the radiative heat rate, energy introduced by a combustion process, the

net enthalpy �ux, the convective heat rate, the net energy rate through the zone and the

zones temperature. It was adopted a GG model with K = 0.6 based on literature values

[Ström, 1980; Ebrahimi et al., 2013].

Results presented in bold text are the ones calculated by the model. The ones

in normal text are �xed boundary conditions. The most signi�cant energy input to the

system came from the combustion process, restricted to occur in zone 11, with the max-
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Table 2.3 � Comparison between direct exchange areas results (m2).

Zonei,j DEA1(Original) DEA (Present work) Di�erences2

11 0 0.00 �
12 53.6 54.10 0.92%
13 3.9 3.86 -1.05%
14 1.3 1.32 1.92%
15 37.5 38.50 2.68%
16 2.5 3.11 24.46%
21 53.6 54.10 0.92%
22 139.2 141.42 1.59%
23 27.2 27.78 2.14%
24 3.9 3.86 -1.05%
25 150 154.01 2.68%
26 22.6 22.10 -2.23%
31 3.9 3.86 -1.05%
32 27.2 27.78 2.14%
33 137.2 141.42 3.08%
34 53.6 54.10 0.92%
35 22.6 22.10 -2.23%
36 150 154.01 2.68%
41 1.3 1.32 1.92%
42 3.9 3.86 -1.05%
43 53.6 54.10 0.92%
44 0 0.00 �
45 2.5 3.11 24.46%
46 37.5 54.10 2.68%
51 37.5 38.50 2.68%
52 150 154.01 2.68%
53 22.6 22.10 -2.23%
54 2.5 3.11 24.46%
55 92 86.58 -5.89%
56 13.1 13.15 0.39%
61 2.5 3.11 24.46%
62 22.6 22.10 -2.23%
63 150 154.01 2.68%
64 37.5 38.50 2.68%
65 13.1 13.15 0.39%
66 92 86.58 -5.89%

1 Values from Hottel and Saro�m, 1967.
2 Relative di�erences to Hottel's values.

imum gas temperature of T11. As the result of boundary conditions, net heat exchange

was only found in zones 3, 5 and 10, the tube-walls. Moreover, it was observed that for

the refractory walls, (zones 1, 2, 4, 6, 7, 8 and 9) the net radiative energy is exactly the
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Table 2.4 � Model results generated for the conceptual furnace proposed by Hottel and

Saro�m, 1967, considering a gray gas model. Results are in bold text.

Zone Radiative Combustion Enthalpy �ux Convective Net energy Temp.1

- (W) (W) (W) (W) (W) (K)

1 -8.46E+03 0 0 8.46E+03 0 1606
2 -9.32E+03 0 0 9.32E+03 0 1598
3 2.76E+06 0 0 8.07E+04 2.84E+06 922
4 -9.32E+03 0 0 9.32E+03 0 1598
5 2.76E+06 0 0 8.07E+04 2.84E+06 922
6 1.15E+01 0 0 -1.15E+01 0 1421
7 3.27E+02 0 0 -3.27E+02 0 1424
8 1.15E+01 0 0 -1.15E+01 0 1421
9 3.27E+02 0 0 -3.27E+02 0 1424
10 1.47E+06 0 0 5.27E+04 1.53E+06 922
11 -6.91E+06 7.33E+06 -2.34E+05 -1.80E+05 0 1687
12 -4.51E+04 0 4.44E+04 6.78E+02 0 1421
1 Zone temperature.

same as the convective heat transfer, a logical result once these surface zones are adiabatic

and, consequently, there is no net energy transferred to the furnace neighborhood through

them. Model global energy balance (inlet energy - outlet energy) was calculated to check

the calculation routine correctness. 1% normalized deviation was found.

2.6 Conclusions

A comprehensive review of the radiation Zonal Method was presented, combined

with a resume of the theory of radiative heat transfer in enclosures. RTE solution meth-

ods are discussed and its pros and cons were summarized. Besides, the Zonal Method

calculation procedure was synthesized both for Gray Gas - GG model, and the Weighted

Sum of Gray Gases - WSGG model. The Zonal Method implementation was exempli�ed

by applying it in a conceptual furnace proposed in the book of Hottel and Saro�m, 1967.

Relative deviation up to 24.46% in Direct Exchange Area values denote the accuracy

disparity between Hottel's original graphics solution and the values from the adopted

polynomial correlations of Tucker, 1986. This work serves mainly as a theoretical back-

ground on the Zonal Method allowing for its latter implementation in a boiler furnace

from a real coal-�red power plant.
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3 INTEGRAL PREDICTION MODEL OF PROCESS PARAMETERS

AND POLLUTANT FORMATION FOR A COAL-FIRED THERMAL

POWER PLANT

3.1 Introduction

The present work1 aims to develop a preliminary model of the combustion process

of the 360 MW (electrical output) coal-�red boiler from EDP-PECÉM power plant, in-

stalled in Ceará, Brazil. The plant operates under a subcritical Rankine cycle originally

designed to burn Colombian coal, but economical and logistic issues led to a search for

new coal suppliers, resulting in the use of coals of di�erent composition. Changes in fuel

composition can cause important operational oscillations, variations in e�ciency, pollu-

tant emissions, maintenance, and plant safety. The adoption of o�-speci�cation coals

and its consequences are highlighted by Xia et al., 2014, showing that this practice is

becoming a common reality for coal power plants all around the world. The authors have

proposed a Case-Based Reasoning method in order to predict boilers behavior according

to the coal characteristics. The method compares on-line data from the server database

to well-established operating conditions. Suggested optimized parameters are presented

to the plant operator as a decision support information. Although results seem to be

coherent to the plant operational needs, this approach requires previous historical data.

More detailed physics description are handled with methodologies as CFD (Com-

putational Fluid Dynamics), like in Constenla et al., 2013, who modeled a 350 MW

pulverized-coal boiler with ANSYS Fluent commercial software to predict combustion

trends along with pollutant formation for di�erent operating conditions. Authors re-

ported simulation results with di�erences below 10% in comparison with experimental

data. Despite the small errors and the compromise with maximum accuracy with min-

imum computational e�ort, simulations took over 50 hours to reach convergence, which

suggests that CFD still cannot generates fast calculations.

Prediction models aiming to support process control require alternatives with less

computational e�ort. The control-oriented work reported by Zhao et al., 2017 modeled a

low-NOX coal-�red boiler as close as possible to the process physics. Authors modeled

1The present Chapter was presented in the ENCIT 2018 - 17th Brazilian Congress of Thermal Sciences
and Engineering - November 25th-28th, 2018, under ID-0178
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the combustion process by dividing the furnace into N isotherm zones, and solved the

radiation exchange by means of the Imaginary Plane Method - IPM, derived from the

Zonal Method [Hottel and Cohen, 1958], followed by chemical reaction rates along with

a post-processed NOX model. According to the authors, that approach resulted in a

reasonably fast model, capable of predicting key-parameters as �ue gas temperature and

NO concentration. However, in a large-scale coal-�red thermal power plant, other param-

eters such as SOX , ash and CO2 concentrations may be of interest. Thereby, considering

the need to estimate boiler operational conditions with little processing time, the present

chapter proposes, as a �rst approach, a zero-dimensional model where the entire furnace

domain is represented as a Perfect Stirred Reactor - PSR in order to calculate �ue gas

temperature levels and pollutant concentration under di�erent input conditions.

3.2 Steam Generator Speci�cation

The PECÉM power plant is composed of three groups of 360 MW electric output,

and the simulation model presented in this chapter was focused on one independent power

system, illustrated in Figure A.2. The superheated steam generator depicted in the �gure

left side can be divided into three subsystems: the thermohydraulic circuit, the combustion

system and the air and �ue gas circuit. Liquid water is pressurized by pump P1 to be

admitted into the boiler thermohydraulic system, passes through the economizers and

arrives the drum. The boiler drum and the furnace walls are part of a subsystem dedicated

to promoting water phase change, with saturated water steam as the output, that follows

through a sequence of 3 superheaters to �nally deliver superheated steam at its higher

temperature level to be expanded at the turbine.

The combustion system begins in the grinding mills, that ensures coal granulometry

bellow 75 µm. Transport air, also called primary air, carries pulverized coal into the

furnace burners. Four burner lines are placed in two opposite walls, in a frontal burn

scheme with 24 burners as shown in Figure 3.2. The furnace is 26 m high and displays

a 16 m x 13 m cross-section. Flue gas passes along all boiler heat exchangers, and the

last one heats the secondary air input of the combustion system. Flue gas is then �ltered

in a baghouse system for solid matter, and a Flue Gas Desulfurization system, FGD, in

order to control SO2 emission. The burning zone is divided into two sections. In the �rst,

coal is burned under substoichiometry condition and then passes through the second one,
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Figure 3.1 � PECÉM boiler process diagram. Devices (SH: Super-Heater, RH:

Re-Heater, ECO: Economizer). Boiler streams (solid-line: water and steam system,

dashed-line: air feed system, dotted-line: combustion gas system).

called Over Fire Air - OFA, which completes the combustion process, preventing �ue gas

temperature to rise and bringing the combustion process to an excess air condition.
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3.3 Mathematical Formulation

The main objective of the model is to predict the most important changes in

process parameters as a function of coal composition. The present model follows an

integral approach, based on mass and energy balances. Energy input is calculated based

on a species equilibrium balance.

3.3.1 Combustion Model

A �rst simpli�ed approach was chosen to estimate the energy released by the com-

bustion process Qcomb, calculated by the product ṁfuelLHV , (coal mass �ow rate and

lower heating value), based on data from the fuel ultimate analysis. By considering com-

plete combustion, a set of ideal products is determined by atomic balance. Equilibrium

formulation based on coal chemical composition allows predicting product species con-

centration for stoichiometric condition, as expressed in Equation 3.1 [Coelho and Costa,

2007; Turns, 2013].(
ncoalCC + ncoalHH + ncoalOO + ncoalNN + ncoalSS + ncoalH2O

H2O
)

+ nair(O2 + 3.76N2)→

nCO2CO2 + nH2OH2O + nN2N2 + nSO2SO2

(3.1)

Combustion process with excess air (λ > 1) is expressed by Equation 3.2(
ncoalCC + ncoalHH + ncoalOO + ncoalNN + ncoalSS + ncoalH2O

H2O
)

+ λnair(O2 + 3.76N2)→

nCO2CO2 + nH2OH2O + nN2N2 + nSO2SO2 + nO2O2

(3.2)

where n represent the species mole number. A similar procedure was adopted by Asl

et al., 2018 to evaluate the retro�t potential of existing power plants.

The high heating value allows for the calculation of the energy released in the

combustion process, Qcomb, as presented in Equation 3.3. It can be determined by mea-

suring the energy transferred from a steady-state reactor considering that the combustion

products are at the same temperature as the inlet reactants. For an adiabatic process,

the enthalpy di�erence between products and reactants results in the Adiabatic Flame

Temperature, the maximum value achieved by any combustion processes [Turns, 2013].

LHVcoal =
Qcomb

ṁcoal

(3.3)
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For coals whose HHV is not known, this parameter can be calculated by the Dulong's

relation, suggested by Speight, 2005.

HHVcoal = 144.4(%C) + 610.2(%H)− 65.9(%O)− 0.39(%O)2 (3.4)

Considering the HHV previously known, th lower heating value (LHV) in dry basis was

determined by

LHVcoal = HHVcoal − YHdbhevap,H2O, (3.5)

where YHdb is the coal nitrogen mass fraction in dry basis, and water evaporation heat

hevap,H2O= 2257.03 kJ/kg was assumed [Van Wylen et al., 2003]. The HHV and LHV

relations presented in Equations 3.4 and 3.5 are approximations. In the present work,

combustion heat was estimated adopting LHV values declared in the coal analysis report.

In view of the solid state of coal elements such as carbon and hydrogen, an al-

ternative approach is proposed. The energy due to the enthalpy di�erence between inlet

and outlet, considering only products species (CO2, H2O, N2 and O2) is assumed to be

the energy released in the combustion. This approach overlooks the changes in elements

enthalpy, due to the formation of new species. Hence, the adiabatic �ame temperature

was determined by Equation 3.6, illustrated in Figure 3.3a, where the subscripts indicate

the process location depicted in Figure A.2.

Qcomb = QProd,T[202] −Qprod,Taf (3.6)

The �ue gas temperature is then determined by estimating the energy removed from the

Furnace Domain (PSR)

Taf 

Coal Inlet
Qprod,T[202] 
T[202] 

Flue Gas
Qprod,Taf

Taf

(a) Energy balance for the adiabatic �ame

temperature
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Tg,out 

Coal Inlet
Qprod,T[202] 
T[202] 

Flue Gas
Qprod,Tgout

Tg,out

QWaterWall 

(b) Energy balance for the �ue gas temperature

Figure 3.3 � Energy balance diagrams for determination of the adiabatic �ame

temperature and �ue gas temperature. Steady-stated reactors.

system by the furnace water-walls, where a signi�cant amount of heat is transferred to
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promote �uid phase change. The heat transferred on that process, QWater−Wall, can be

estimated by Equation 3.7 from measured data, such as water �ow rate ṁ[20], inlet and

outlet water enthalpy h[23] and h[24], as referred to in Figure A.2.

Qwater−wall = ṁ[23]

(
h[14] − h[23]

)
(3.7)

The �ue gas temperature inside the furnace can then be approximated by a single value

for the global zone, calculated by means Equation 3.8

Qcomb = QProd,T[202] −QProd,Tfg −Qwater−wall (3.8)

whereQProd,T[202] andQProd,Tfg are the energies due to the temperature of above-mentioned

species at the furnace inlet and outlet, respectively. Despite the approach simplicity, re-

sults may be of great value whenever the actual temperature measurement is not available.

3.3.2 NO Formation Model

Nitric oxides, or NOX , are important industrial pollutants as they contribute to

several environmental impacts. To control its emission has become an important concern

in industrial combustion processes [Warnatz et al., 2006]. Among all nitric oxides, NO

stands for the most important species, which demand strategies to prevent its formation.

Its formation can be described by three well-established chemical paths, namely NO-

Thermal, also known as Zeldovich mechanism; NO-Prompt and the NO-Fuel which is

important in fuel-rich regions [Turns, 2013].

Generally, the amount of active NOX reactants is small enough to assume that

its formation has no impact on the entire combustion calculations, allowing to consider

exclusively the NO-Thermal and NO-Fuel mechanisms. The NO-Thermal formation rate

is given by Equation 3.9 [Zhao et al., 2017]

∂RNO−Thermal

∂t
= 3.6× 1011exp

(
−38370

Tfg

)
CN2CO (3.9)

where Tfg is the furnace homogeneous temperature, CN2 is the nitrogen concentration in

molar basis, and the O-radical mole fraction CO, de�ned as:

CO ≈ 12.567× 103T−0.5
fg exp

(
−31096

Tfg

)√
CO2 (3.10)

with CO2 the oxygen molar fraction. Regarding the NO-Fuel mechanism, it is assumed
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that all coal-N is converted into HCN immediately, and then oxidized into NO at the

rate of Equation 3.11

∂RNO−HCN

∂t
= 1010CHCNC

b
O2
exp

(
−33713

Tfg

)
(3.11)

where b = 0 for CO2 > 0.018 and b = 1 for CO2 < 0.0025 [Hill and Douglas Smoot, 2000].

Equations 3.9 and 3.11 are presented in derivative form, and must be integrated over the

residence time t, estimated for an imaginary particle.

3.4 Methodology

The proposed Zero-Dimensional model aims to predict process parameters and

pollutant formation of a coal-�red power plant that operates under a sub-critical Rankine

cycle. Table 3.1 presents the model inputs and calculated variables. Coal composition

is based on immediate and ultimate analysis, which gives the elementary composition

(carbon, hydrogen, sulfur, oxygen, nitrogen, ash and moisture content). Table 3.1 resumes

the input variables used in the code and its average values for the design operational

condition at 360 MW output power. All simulations were performed with �xed boundary

conditions.

Table 3.1 � Input variables list for the design operational condition of PECÉM boiler at

360 MW output power.

Symbol Variable Figure A.2 Index Standard Values1 Unit

- Coal composition - - %
ṁcoal Coal �ow rate - 36.89 kg/s
ṁair Total air �ow rate ṁ[202] 356.76 kg/s
ṁSteam Steam mass �ow rate ṁ[1] 343.86 kg/s
ṁWater Water mass �ow rate ṁ[23] 340 kg/s
Tair Inlet air temperature T[202] 370 ◦C
TSteam Steam temperature T[1] 530 ◦C
PSteam Steam pressure P[1] 182 bar
hwater,in Drum inlet water enthalpy h[23] 1233 kJ/kg
hsteam,out Drum outlet steam enthalpy h[14] 2473 kJ/kg
1 Average values for a standard operating condition of 360 MW output.

The calculation procedure employed in the solution script is presented in Table

3.2 and was implemented with the aid of EES (Engineering Equation Solver) software [F-
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Chart Software, 2019]. The proposed integral model is mostly a straight-forward sequence,

Table 3.2 � Coal combustion calculation procedure.

Step Description Equation Table

1 St1 Combustion: calculating of molar fractions - 3.5, 3.6
(from coal composition)

2 St1 Combustion: element conservation balance 3.1 -
3 St1 Combustion: calculating of equivalence ratio - 3.3
4 EA2 Combustion: calculating of molar fractions - 3.5, 3.6, 3.3

(from coal composition and �ow rates)
5 EA2 Combustion: element conservation balance 3.2 -
6 EA2 Combustion: calculating of equivalence ratio - 3.3
7 EA2 Combustion: Estimation of LHV3and HHV 3.4 and 3.5 3.6
8 EA2 Combustion: adiabatic �ame temperature 3.3, 3.6, 3.7 -
9 EA2 Combustion: heat exchange with water-wall 3.7 3.3
10 EA2 Combustion: �ue gas temperature - -
11 EA2 Combustion: calculating of molar - -

and mass fractions
12 EA2 Combustion: calculating of NO 3.9, 3.10, 3.11 -
1 Stoichiometric condition;
2 Excess air condition;
3 LHV from laboratory report was adopted;

however, it requests a numeric interactive routine to solve the involved equations. The

stoichiometric condition (St) is determined in steps 1 to 3 for the given coal composition.

The excess air operational condition (EA) is considered by recalculating molar fractions

and performing an element balance in steps 4 and 5. The LHV was determined by means

of Equation 3.5 and it is independent of process conditions, while the adiabatic �ame

temperature Taf and the �ue gas temperature Tg,out are strongly dependent on process

parameters. The �rst temperature is calculated by Equation 3.6, and the last one, after

the energy balance, on Equation 3.8. The total NO concentration is the summation of

the Thermal NO, Equation 3.9, and Fuel NO, Equation 3.11, contributions.

A reference case assembled to validate the model is presented, considering the in-

put values from Table 3.3, with coal composition in wet and dry basis from Sample 1

coal, in addition to actual operational �ow rates. Simulation results were compared to

PECÉM power plant measured data in Table 3.4. LHV and HHV were calculated by

means of Equations 3.4 and 3.5, and compared with laboratory reported values, reaching

normalized deviations below 2%. NO formation was predicted below the actual measured
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Table 3.3 � Model validation coal Sample 1 - Elemental composition and average process

parameters.

Variable Dry basis Wet basis Process setup Unit

Carbon 72.36 61.4 - %
Hydrogen 5.13 4.35 - %
Nitrogen 1.48 1.26 - %
Sulphur 0.68 0.58 - %
Oxigen 12.25 10.39 - %
Ash 8.1 6.87 - %
Moisture - 15.15 - %
ṁcoal - - 37.26 kg/s
ṁair - - 362.15 kg/s
ṁsteam - - 343.86 kg/s

Table 3.4 � Model validation coal Sample 1 - results.

Parameter Simulation (SP 1) Measured data1 Unit Deviation1

LHV 28844 28333 kJ/kg 1.82%
HHV 28954 29343 kJ/kg -1.32%
NO 1.63E-06 1.57E-05 kmol/m3 -89.61%
SO2 1008 1059 mg/m3 4.82%
O2 3.4 2.21 % 53.85%
CO2 14.03 12.23 % 14.72%
Tg,out 1373 1159 ◦C 18.46%
1 Relative deviation to measured data.

data indicating the necessity of further developments. NO formation is strongly depen-

dent on temperature and species-concentration, and could be more accurately predicted

if temperature pro�le along burnout zone was available. SO2 prediction presented good

agreement, while CO2 14.72% normalized deviation to measured data is quite reasonable.

The O2 deviation could be related to analyzer accuracy, or delay time of the control sys-

tem. Although predictions showed some relevant biases, the model can be considered a

reasonable �rst approach to the combustion process, with respect to a common magnitude

order. Still, the model requires further analysis to mitigate the presented deviations.

Flue gas temperature at the furnace outlet, Tg,out, was choose as main comparison

variable. As temperature was note physically measured at the furnace outlet, it was

estimate by considering an energy balance in SH2. It was assumed that SH2 has an
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e�ciency of 1, hence Tg,out= 1159◦C was found. Simulated result for that temperature

deviates from 18.46% with respect to measured data. However, if e�ciency of 0.8 is

assigned to SH2 (more realistic value) the reference temperature would be about Tg,out=

1226◦C, and the model normalized deviation would become 11.9%, indicating the model

relative capacity to reproduce furnace behavior. Figure 3.4a displays the temperature

pro�le provided by the CFD model of the 600 MW tangentially coal-�red boiler studied

by Chen et al., 2017. The �ue gas temperature at the furnace outlet is about 1327◦C.

Likewise, Figure 3.4b indicates 1427◦C as a suitable �ue gas temperature for coal-�red

furnaces [Babcock and Wilcox, 1992]. Nonetheless, CFD models from di�erent boilers can

only give a clue to the temperature pro�le. Accurate results could be achieved by means

of CFD model applied to PECÉM furnace, validated with real measurements.

(a) (b)

Figure 3.4 � Literature reported values for �ue gas temperature in coal-�red boiler

furnaces. (a) Contours of the temperature on the central vertical cross-section Case 7:

FF-WTFB, in a coal furnace CFD model [Chen et al., 2017]; (b) Numerical modeling

results - �ue gas temperature pro�le at coal-�red furnace outlet [Babcock and Wilcox,

1992].

3.5 Analysis of Di�erent Coals

Simulation model was tested for three coal samples, from plant data history, namely

Sample 1, 2 and 3. Their immediate and ultimate analysis in wet and dry basis are
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compiled in Tables 3.5 and 3.6. In addition, coals from four di�erent regions of the globe

were used to feed the model, and its composition was gathered from di�erent literature

works, as Bhowmick et al., 2017 for Indian coal, [Trent et al., 1982] for American coal,

[Silva et al., 2010] for Brazilian coal and [Wütscher et al., 2017] for Colombian coal.

Simulations were performed for the process operational parameters, previously presented

in Table 3.3.

Table 3.5 � Chemical and physical properties of coals from di�erent regions - Wet basis

[Trent et al., 1982; Silva et al., 2010; Wütscher et al., 2017; Bhowmick et al., 2017].

Origin1 COL. IND. USA BR SP1 SP2 SP3

Carbon (%) 63.15 51.72 69.54 27.74 61.50 61.45 61.55
Hydrogen (%) 4.29 3.32 4.26 1.95 4.13 4.27 4.17
Nitrogen (%) 1.09 1.10 1.24 0.51 1.26 1.25 1.28
Sulphur (%) 0.40 0.88 0.71 0.95 0.50 0.67 0.62
Oxigen (%) 11.40 19.06 12.95 6.62 10.74 10.51 10.66
Ash (%) 10.64 22.16 9.20 45.76 6.80 8.00 6.00
Moisture (%) 10.10 1.76 2.10 16.47 15.03 14.34 15.54
1 COL= Colombia, IND= India, USA = United States of America, BR= Brazil, SP= Samples;

Table 3.6 � Chemical and physical properties of coals from di�erent regions - Dry basis

[Trent et al., 1982; Silva et al., 2010; Wütscher et al., 2017; Bhowmick et al., 2017].

Origin1 COL. IND. USA BR SP1 SP2 SP3

Carbon (%) 69.42 52.65 71.03 33.21 72.41 71.33 73.03
Hydrogen (%) 4.72 3.38 4.35 2.33 4.86 4.96 4.95
Nitrogen (%) 1.20 1.12 1.27 0.61 1.48 1.45 1.52
Sulphur (%) 0.44 0.90 0.72 1.14 0.59 0.78 0.74
Oxigen (%) 12.53 19.40 13.23 7.93 12.65 12.20 12.65
Ash (%) 11.70 22.56 9.40 54.78 8.01 9.29 7.12
C/H ratio (-) 14.7 15.6 16.3 14.3 14.9 14.4 14.8
1 COL= Colombia, IND= India, USA = United States of America, BR= Brazil, SP= Samples;

As the elemental composition changes from coal to coal, comparisons must be done

on a normalized basis to avoid discrepancies. A steady 346 MW electric production was

chosen as the baseline for all simulations, whose results for general operating parameters

are presented in Table 3.7, while predicted �ue gas composition are in Table 3.8. As

expected, di�erent coal LHV lead to variable coal consumption and air mass �ow rates.
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Table 3.7 � Model results: Process parameters for simulations with generation power

�xed in 346 MW and excess air λ = 1.19.

Origin1 COL IND USA BR SP1 SP2 SP3 Unit

LHV 27846 19090 27746 13136 29455 28881 29359 kJ/kg
ṁcoal 39.57 57.73 39.72 83.89 37.41 38.16 37.54 kg/s
ṁair 382.2 430.5 419.6 358.6 359.9 364 359.4 kg/s
ṁFluegas 421.8 488.2 459.4 442.5 397.3 402.1 397 kg/s
Res.Time 1.799 1.677 1.497 2.115 2.007 1.978 2.033 s
Taf 2106 2031 2123 1912 2098 2097 2094 ◦C
Tg,out 1422 1298 1597 1101 1340 1344 1321 ◦C
1 COL= Colombia, IND= India, USA = United States of America, BR= Brazil, SP= Coal Samples
from PECÉM

Table 3.7 shows that higher rank coals, i.g., USA and COL, require lower quantities to

generate the same output power, due to its higher levels of Carbon and Hydrogen, and

consequently higher LHV. Higher �ue gas temperature is also a consequence of coal carbon

and hydrogen content. Although the ṁcoal varies signi�cantly as a function of the LHV,

the air mass �ow rate ṁair does not, as presented in Figure 3.5. For low-rank coals, such

as Brazilian, greater ṁcoal is required. However, since the carbon and hydrogen contents

are lower, and the output power is �xed at 346 MW, the necessary air to ensure excess

air, λ = 1.19, is not much di�erent from other coals, as observed in the air mass �ow

rate, Figure 3.5. Nonetheless, those di�erences impact on other parameters such as the

particles residence time, NO formation, ash concentration, and total pollutant emission.

More evident deviation were found in Figure 3.6 where the adiabatic �ame tem-

perature and the �nal �ue gas temperatures are presented. Although the adiabatic �ame

temperature Taf was found to be around 1159◦C, the so-called real �ue gas temperature

can display higher deviations, as for the USA coal with 1597◦C, and the Brazilian coal

with 1101◦C. Flue gas temperature is a�ected directly by the coal LHV, which is deter-

mined by Equation 3.4 being dependent on the coal composition (carbon, oxygen, and

hydrogen). Aside from its impact on the furnace overall heat exchange, gas temperature

highly in�uences NO formation mechanisms.

Addressing pollutant emission, Table 3.8 brings the model prediction for the mass

�ow rate of the species in the �ue gas (CO2, H2O, N2, O2, SO2, Ash) along with the

respectively mass fractions and the oxygen concentration XO2 . The ratio C/H is presented
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Figure 3.5 � Mass �ow rates as a function of coal composition for a �xed 346 MW power

generation.
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Figure 3.6 � Model result for furnace temperature: Adiabatic �ame temperature Taf and

real temperature Tg,out for coals with di�erent composition. Tg,out = 1159◦C is the

measured temperature for the simulated operating condition.

in Figure 3.7, and is related to the amount of air required to promote the combustion. In

this analysis the American coal presented the highest value. One of the most important

species formed in combustion processes is the carbon dioxide, and its relation with the
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Table 3.8 � Model results: Flue gas composition for simulations with generation power

�xed in 346 MW and excess air λ = 1.19.

Origin1 COL IND USA BR SP1 SP2 SP3 Unit

CO2 90.49 109.40 101.20 85.27 84.17 85.42 84.83 kg/s
H2O 19.00 18.15 15.95 28.41 20.22 19.96 19.86 kg/s
N2 293.60 330.80 322.40 275.50 276.50 279.60 276.20 kg/s
O2 14.25 16.04 15.64 13.37 13.41 13.56 13.40 kg/s
SO2 0.31 1.02 0.56 1.60 0.43 0.51 0.47 kg/s
ASH 4.16 12.79 3.66 38.39 2.57 3.04 2.26 kg/s
XO2 3.16 3.13 3.21 2.90 3.13 3.14 3.14 %
YSO2 0.0007 0.0021 0.0012 0.0036 0.0011 0.0013 0.0012 kg/kg
YH2O 0.0451 0.0372 0.0347 0.0642 0.0509 0.0496 0.0500 kg/kg
YN2 0.6960 0.6776 0.7017 0.6226 0.6959 0.6954 0.6957 kg/kg
YCO2 0.2145 0.2241 0.2203 0.1927 0.2118 0.2124 0.2137 kg/kg
1 COL= Colombia, IND= India, USA = United States of America, BR= Brazil, SP= Coal Samples
from PECÉM;

mass of coal burned is given by the metrics kgCO2/kgcoal, also presented in Figure 3.7. CO2
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Figure 3.7 � Model result for Carbon and Hydrogen ratio and kg of CO2 per kg of coal.
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concentration is associate with combustion completeness, and it is possible to observe that

coal from India and Brazil generate less quantities of CO2 per kg of coal. At �rst sight, it

appears that these coals produce lower emission rates. Nonetheless, total �ow rates must

be taken into consideration in order to evaluate the total quantities of pollutants.

Therefore, pollutant formation in kg/s is presented in Figure 3.8 for each species,

according to coal composition, for a 346 MW power output. This allows for assessing the

e�ect of various coal and air �ow rates in total pollutant emission. Despite the fact that
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Figure 3.8 � Model results for total pollutant formation in kg/s, for a power generation

of 346 MW.

coals with lower LHV demand a higher mass �ow rate for the same 346 MW power output,

their pollutant emission do not follow the same trend. The American coal, for instance,

presents a lower CO2 total emission than Indian coal, despite showing the highest amount

of kg of CO2 per kg of coal burned. Sulfur dioxide formation, in turn, is mostly dependent

on coal sulfur content. This can be observed as the produced amount of SO2 per second

for the USA coal is 45% higher than for the Colombian coal, even though their coal �ow



58

rates are practically equal, and �ue gas �ow rate di�ers only 8%. Brazilian coal presents

the highest amount of SO2 emission, due to the coal composition (high level of sulfur). In

practical terms, these higher levels could represent problems to the boiler FGD system.

Parallel to gas pollutant control, ash content is also a pressing issue, since it can

cause fouling and slag encrustation on water-wall tubes, leading to less-e�ective heat

transfer and tube temperature raising, becoming a real safety problem [Bazzo, 1992;

Restrepo et al., 2015]. The proposed model considers ash as inert matter, estimating its

amount in the �ue gas as a function of coal composition. Outline, the proposed model,

despite its accuracy limitation, is able to give an overall picture of pollutant formation and

process trends as a function of coal composition, even though it does not solve chemical

reaction rates.

3.5.1 Results for NO Formation

The model response regarding NO formation for coals with di�erent compositions

is presented in Table 3.9. Table data shows that NOFuel was the most signi�cantly NO

formation mechanism, within the range of 10−7 to 10−3, while NOThermal was between

10−14 to 10−6. NOFuel calculated with Equation 3.11 depends on �ue gas temperature,

O2 concentration and HCN converted from coal nitrogen, and becomes the predominant

mechanism in fuel-rich regions. For NOThermal, Equation 3.9 shows that O2 and N2

concentration are also important in that mechanism, together with �ue gas temperature.

The NO formation was similar to all coal types, with the exception of USA coal, whose

Table 3.9 � Model results: NO formation.

Origin1 NOThermal NOFuel NOTotal Unit

COL 1.75E-08 3.11E-04 2.66E-06 kmol/m3

IND 1.58E-10 3.03E-05 2.85E-07 kmol/m3

EUA 2.98E-06 4.07E-03 3.11E-05 kmol/m3

BR 1.35E-14 1.58E-07 1.75E-09 kmol/m3

SP1 9.78E-10 9.29E-05 8.46E-07 kmol/m3

SP2 1.16E-09 9.90E-05 8.98E-07 kmol/m3

SP3 4.82E-10 6.76E-05 6.24E-07 kmol/m3

1 COL= Colombia, IND= India, USA = United States of America, BR=
Brazil, SP= Coal Samples from PECÉM;

concentration is much higher, Figure 3.9c. According to Table 3.5 and 3.6, American
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coal and samples SP1, SP2 and SP3 share similar chemical composition, di�ering only in

moisture content, and should behave similarly as suggested in Equation 3.9 and 3.11.
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Figure 3.9 � Model results regarding NO formation for �xed output power of 346 MW.

Another important parameter in NO formation is the residence time, calculated

for an imaginary coal particle within the furnace domain, presented Figure 3.9a. The

residence time vary for each type of coal due to the coal and air �ow rates, ṁcoal and

ṁair, which compose the �ue gas �ow rate ṁFluegas. The NO formation equations are

integrated over the residence time, which varies according to the fuel composition (LHV).

Hence, lower �ow rates imply greater times leading to higher amounts of NO.

Although the residence time has in�uence in the NO formation, the �ue gas tem-

perature inside the exponential term has greater weight in Equations 3.9 and 3.11. There-

fore the discrepancy in the NO generated by USA coal can be related to the furnace higher

temperature, and ultimately, to the coal composition including moisture content.
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Aside from the NO concentration in kmol/m3, the total nitrogen oxide formation,

kg/s, was also evaluated. The NO total formation results are presented in Figure 3.10,

considering a �xed operating condition of 346 MW generation power. Once more the
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Figure 3.10 � Model results regarding NO total production, in kg/s, for �xed output

power of 346 MW.

USA coal presented the highest rate of NO formation. Actually, the total NO forma-

tion followed the tendency found for the nitrogen oxide concentration, Table 3.9. In the

present analysis, the furnace gas temperature was also the predominant factor for the NO

emission. Brazilian coal kept its propensity to produce low amounts of NO, as observed

in Figure 3.9c. For this speci�c coal the low gas temperature combined with low grades

of nitrogen in coal composition, justify the result.

3.6 Conclusions

The integral combustion model presented in this chapter allows for a �rst approach

to predict the behavior of the combustion process of a coal-�red boiler. The process

output Flue Gas Temperature and fuel LHV and HHV were calculated and compared

with measured data from the 360 MW PECÉM power plant, with relative deviations of

18.46%, 1.82% and -1.32%, respectively. Deviations for calculated pollutant species were

found to be 4.82% for SO2, 14.72% for CO2, -89.61% for NO and 53.85% for O2. Nitrogen

oxide and oxygen presented the highest di�erences. NO results came out to be relatively

far from actual data because the model considers a unique isotherm volume, far from

the gas temperature pro�le along the furnace. It is worth noticing that nitrogen oxide

formation is strongly dependent on the �ue gas temperature. Oxygen molar fraction
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also presented an important relative deviation, but still within an acceptable scale of

uncertainty.

Although simple, the proposed approach presented an interesting agreement with

process and fuel parameters but showed to be limited for predicting species concentration.

The PSR assumption as a uniform and isotherm domain, combined with the lack of reac-

tion rates for each species re�ected in results relative inaccuracy. Nonetheless the model

still can be used as a guideline for furnace combustion modeling. Further development

of the proposed model is required, looking for more accurate predictions allied to low

processing e�ort. Boiler domain discretization into di�erent isotherm zones may be an

interesting option to improve accurateness, keeping a reasonably fast processing model

oriented to control and decision support.
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4 COAL FIRED FURNACE MODELING WITH THE ZONE METHOD

4.1 Introduction

Despite the global migration to renewable energy sources, such as wind and solar,

fossil fuels will remain on the basis of the world energy matrix in the near future. Forecast

scenarios for developed countries as Germany, where clean energy is fostered, indicate that

coal will occupy 25% of the country energy matrix in 2030 and will remain as a relevant

option at least until 2050 [Hübel et al., 2017]. China relied on coal to supply 64% of

its energy matrix in 2016 [Zhang et al., 2018], within a scenario of continuous energy

demand growth. Despite any radical change in energy and environmental policies, coal-

�red power plants will be kept operating for longer, reason why it is so important to

improve e�ciency and mitigate environmental impacts. Among several distinct methods

to improve e�ciency, control emissions, and ensure safe operation in variable loads, process

computational modeling is an attractive approach.

Power plant steam generators can be modeled by several methods, for di�erent

purposes. Basically, the furnace models can be divided into two groups: i) Complete

mathematical models based on Computational Fluid Dynamics (CFD) and ii) Reactor

Network Models (RNM) [Sankar et al., 2019]. Recently, statistical approaches based on

large data amount have been explored as well. Computational Fluid Dynamics is a de-

tailed approach to model transport phenomena with high accuracy that has been widely

used in recent years. Literature review indicates that accuracy improvement cames prior

than response time [Mahmoodi et al., 2017]. CFD models usually demand high computa-

tional capacity, and even nowadays with powerful processing devices, the simulations of

real scale boilers and furnaces easily take hours or days to converge [Constenla et al., 2013;

Crnomarkovi¢ et al., 2016; Sankar et al., 2019]. From a di�erent point of view, statistical

modeling based on arti�cial intelligence (AI) algorithms uses large amounts of data in

order to estimate process behavior. Although fast and powerful, they depend on both

reliable data and specialist knowledge about the process. There are situations where this

type of model cannot foresee unusual process conditions, moreover, data acquisition is a

challenge once it depends on complex control systems, and the accuracy of measurement

instruments [Wang et al., 2018].

Reactors Network Models (RNM) can be conceived as control-oriented tools to
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model industrial steam generators, composed by simpli�ed descriptions, without losing

track of the physics of the problem. This type of approach is based on dividing the

domain into a set of reactors, creating a solution mesh not as re�ned as CFD approaches.

Concerning the combustion process, some strategies can be adopted in order to improve

calculation routines, avoiding expensive solution times. The same precaution must be

respected when solving radiative heat exchange balances, whose non-linearities can easily

be time-consuming, even for simple geometries [Zhang et al., 2014]. In this context, the

zonal method [Hottel and Cohen, 1958] is an e�ective alternative for modeling thermal

performance of enclosures with participating media like industrial furnaces [Ebrahimi

et al., 2013], combining accuracy to solution time.

After ZM became popular by the work of Hottel and Cohen, 1958, reactor net-

work models approaching the radiative heat exchange by means of the zonal method were

proposed by di�erent authors. Johnson and Beer, 1973 explored the zonal method in in-

dustrial furnaces applications by proposing an emissivity model for clouds of soot particles

as a weighted sum of gray gases. Experimental data were gathered in the small scale fur-

nace of the International Flame Research Foundation (IFRF) at IJmuiden, Netherlands.

Authors reported small deviations for the model results of gas temperature and heat �ux

when compared to measured data.

Smith and Smoot, 1980 modeled the combustion and gasi�cation process of pul-

verized coal, accounting for moisture evaporation, devolatilization, and char combustion.

The research focused on the detailed phenomena description despite the limited processing

capacity at the time the study was carried out.

A simpler radiation model recast from the zonal method, that neglects the direct

radiative interaction of a gas zone with others within the enclosure, was proposed by

Ström, 1980. In this alternative approach, named Imaginary Plane Method (IPM) the

interface between the zones is made by considering an imaginary plane with unit emissiv-

ity. This approach was adopted by several authors when computational e�ort mattered

[Charette et al., 1989, 1990; Zhang et al., 2014].

Zonal method and IPM are still suitable approaches for radiation in industrial

furnaces nowadays, especially if current computational processing capacity is taken into

consideration. Zhao et al., 2017, for instance, modeled a Low-NOX utility boiler furnace

by subdividing the furnace domain into slab zones, where energy balances allow for the
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calculation of gas temperature and heat �uxes. The combined application of the RNM

with a gray box model assessed by the authors suggests the suitability of ZM and IPM

to control-oriented models.

In the present chapter, a coal-�red steam generator furnace was modeled with the

aid of the zonal method. Code accurateness was primarily compared to both calculated

and experimental data published by Ström, 1980, which allowed to simulate the steam

generator furnace from PECÉM power plant. Outputs as �ue gas temperature, heat �ux,

and chemical species formation were compared with PECÉM records and the computa-

tional processing time was also evaluated.

4.2 Mathematical Formulation

The zonal method was �rst proposed by McAdams and Hottel, 1954 and consists

in subdividing the non-isothermal and inhomogeneous furnace domain into isotherm and

homogeneous surface and gas-volume zones. The method is based on the calculation of the

Direct Exchange Areas - DEA, that relate all domain zones, and represent the fraction of

radiant energy that leaves a given zone and directly reaches other given ones, as a function

of their geometry and the medium radiant characteristics. DEA can be determined by

means of the following relations [Hottel and Saro�m, 1967]:

sisj =

∫
Ai

∫
Aj

τ(r)
cos θi cos θj

πr2
dAjdAi, (4.1)

gisj =

∫
Vi

∫
Aj

τ(r)Ki cos θj
πr2

dAjdVi, (4.2)

gigj =

∫
Vi

∫
Vj

τ(r) Ki

πr2
dVjdVi. (4.3)

Term τ(r) is the fraction of radiant energy that is transmitted, described as τ(r) =

exp−
∫ r
0 Kdr, with r the straight line that connects the center of two selected zones, and

cos θi and cos θj the angles between r and the respective normal direction of zones i and

j, and Ki is the gas absorption coe�cient1. Equation 4.1 indicates the DEA between two

surface zones, Equation 4.2 the exchange between a surface zone and a gas-volume zone

and Equation 4.3 the exchange between two gas-volume zones. The DEA were determined

by the polynomial correlations proposed by Tucker, 1986, presented in Annex I. Next step

1In this chapter, K stands for the gas absorption coe�cient integrated over the entire spectrum.
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concerns the computation of the simultaneous e�ect due to the incident radiation coming

from all zones, with multiple re�ections inside the enclosure, solved by means of the Total

Exchange Area TEA concept, which allows simplifying the solution of the energy balance

equations. The TEA calculation procedure, presented by McAdams and Hottel, 1954

and Hottel and Saro�m, 1967, consists in setting to zero the emissive power of all zones

but one, and accounting the multiple re�ections for this condition. This operation is

performed until all zones contributions are computed, and an overall relation is found.

Finally, one energy equation must be stated for each zone, leading to a closed

system of N equations and unknowns. For a surface zone, considering the boundary

condition of unknown temperature, the energy balance equation is∑
j

−−→
SjSiEs,j +

∑
j

−−→
GjSiEg,j − AiεiEs,i + hiAi(Tg,k − Ts,i) = Qnet,i (4.4)

with Tg,k the adjacent gas-volume temperature. The �rst and second terms in the left-hand

side of the equation stand for the radiation received from other surfaces and gas zones,

respectively. The third term represents the emitted radiation. Convection is accounted

for the relation hiAi(Tg,k − Ts,i), and the energy through the surface is represented by

Qnet,i. The gas-volume zone balance requires a di�erent energy equation, stated as∑
j

−−−→
GjGiEg,j +

∑
j

−−→
SjGiEs,j −

∑
j

4ag,n Kn Vi Eg,i + Qe,i = Qu,gi − Qc,i (4.5)

that comprehends the radiant heat received from all surface and gas zones (�rst and second

terms in the left-hand side of the equation) and the radiation emitted to them, represented

by the third term. Additionally, three terms of energy source/sink are included: the energy

rate release by combustion Qc,i, the transient term Qu,gi , and the rate of change in the

sensible enthalpy of a gas between the control volume inlet and outlet, plus the convection

from any surface adjacent to the gas-volume Qe,i. Gas-volumes are modeled like Perfect

Stirred Reactor (PSR). The energy released in the combustion process is estimated by

the coal LHV and its mass �ow rate.

The energy balance in the furnace domain is depicted in Figure 4.1, where the

application of the �rst law, in steady-state regime, is expressed by Equation 4.6.

∆Q = Qoutlet −Qinlet (4.6)
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Figure 4.1 � Furnace domain global energy balance.

Qoutlet =
N∑
i=1

Qnet,i +QH,outlet (4.7)

Qinlet =
N∑
i=1

Qcomb,i + QH,inlet (4.8)

Outgoing energy Qoutlet, Equation 4.7, is composed by the sum of the net outgoing energy

of each of the N zones, plus the enthalpy term QH,outlet = ṁ Cp Toutlet, assuming positive

values when energy leaves the control volume. Qinlet from Equation 4.8 is composed by

the sum of the heat released by the combustion process associated to the N gas zones

plus the incoming fuel enthalpy, represented by QH,inlet = ṁ Cp Tinlet.

Species are calculated, by element balance, for each of the gas volumes under excess

air condition presented in Equation 4.9,(
ncoalCC + ncoalHH + ncoalOO + ncoalNN + ncoalSS + ncoalH2O

H2O
)

+ λnair(O2 + 3.76N2)→

nCO2CO2 + nH2OH2O + nN2N2 + nSO2SO2 + nO2O2,

(4.9)

and although soot is an important matter in coal combustion, no model to considering

its formation was implemented in the present chapter. The NO formation was adapted

from Zhao et al., 2017, with Equation 4.10 for the Zeldovich mechanism

∂RNO−Thermal

∂t
= 3.6× 1011exp

(
−38370

Tfg

)
CN2CO (4.10)

with Tfg being the furnace homogeneous temperature, CN2 the nitrogen concentration in

molar basis, and CO the O-radical mole fraction, de�ned as:

CO ≈ 12.567× 103T−0.5
fg exp

(
−31096

Tfg

)√
CO2 (4.11)

with CO2 the oxygen molar fraction. Regarding the Fuel-NO mechanism, it was assumed

that all coal-N is converted into HCN immediately, and then oxidized into NO at the
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rate of Equation 4.12.

∂RNO−HCN

∂t
= 1010CHCNC

b
O2
exp

(
−33713

Tfg

)
(4.12)

Assuming b = 0 for CO2 > 0.018 and b = 1 for CO2 < 0.0025, according to Hill and

Douglas Smoot, 2000. Equations 4.10 and 4.12 are presented in derivative form, and are

integrated over the residence time t estimated for an imaginary particle.

Heat convection correlations for water walls of pulverized-coal furnaces are scarce

in the literature. Cantrell and Idem, 2010 proposed convective correlations for several

furnace devices, but none for the water wall area. The authors presented convection heat

transfer coe�cients that go from 62.5 W/(m2K) for reheaters, and up to 97.7 W/(m2K)

for economizers. Nusselt correlations for a �at plane of length X under laminar �ow

conditions [Bejan, 2004] can be expressed by:

Nux = 0.664 Re1/2
x Pr1/3 (4.13)

with Rex the characteristic Reynolds number and Pr the Prandtl number, limited to Pr ≥

0.6. The convection heat transfer coe�cient hx is determined by Nux = hxX
kf

, where kf

is the thermal conductivity of the �uid, evaluated at the �lm temperature, in W/(m K).

Moreover, for turbulent �ow over an isotherm plate, the Nusselt number can be estimated

by

Nux = 0.0296 Re4/5
x Pr1/3 (4.14)

for a Prandtl number range of 0.6 6 Pr 6 60. Another correlation can be adopted for

�at planes submitted to constant heat �ux and turbulent �ow:

Nux = 0.0308 Re4/5
x Pr1/3 (4.15)

valid for the same Prandtl number range of Equation 4.14. Flow regime (laminar or tur-

bulent) can be determined by evaluating the �ow Reynolds number by two approaches.

First furnace internal cross-section can be thought of as a rectangular duct with hydraulic

diameter calculated as Dh = 4Ac/P , where Ac corresponds to the duct cross-sectional

area, and P is the wet perimeter. Another approach is to treat the gas �ow as a boundary

layer �ow over a �at plate (water wall), neglecting buoyancy e�ects due to high temper-

atures and velocities. Transition values are: Re = 2×104 - 106 for boundary layer �ow,

and Re = 2000 for duct �ow [Bejan, 2004]. Comparisons denote that both approaches
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lead to much similar results.

4.3 Method Validation: Strom's Problem

The work presented by Ström, 1980 was chosen to validate the furnace heat ex-

change model accuracy and reliability. That author was the �rst to propose the Imaginary

Plane Method, which is a simpli�cation of the zonal method. Ström modeled an experi-

mental scale furnace, designed to operate with natural gas and oil in a horizontal burner,

as presented in Figure 4.2. This furnace conveniently can be described as a composition of

Figure 4.2 � Studied oil/gas furnace [Ström, 1980].

several squares and cubes, which leads to a straightforward application of Tucker's corre-

lations. Figure 4.3 shows the furnace boundary conditions and its geometric description.

1m
1m

1m
Chamber 1 Chamber 2 Chamber 3 Chamber 4 Chamber 5

5m

(a) (b)

Fuel
inlet

Flue gas
outlet

Bottom (Fixed Temp)Burner

Roof (Known U)

Adiabatic walls

Figure 4.3 � Ström furnace geometry and boundary conditions. a) Right and b)Front

views.

The burner was placed in an isolated wall. All side walls are adiabatic (Neumann

condition), bottom surfaces were at a prescribed temperature (Dirichlet condition) and

roof surfaces exchanged heat to the environment (Robin condition) with an overall heat

transfer coe�cient of U = 5 W/(m2K). Di�erent absorption coe�cients were associated
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with each chamber, both for gas and oil operation. In the present work, average absorption

coe�cients were adopted for gas and oil (Kgas =0.26; Koil =0.46), based on Ström's

values. Additionally, a gas speci�c heat of 1.674 kJ/(kg K) was adopted, and the ambient

temperature was set at Tamb =303 K. The fuel inlet temperature was Tgas,inlet =1550 K.

Emissivities, combustion energy release and other boundary conditions reproduced from

Ström's work are shown in Table 4.1.

Table 4.1 � Input parameters adopted to simulate Ström's furnace [Ström, 1980].

Location Kgas (m−1) Koil (m−1) ε Temp. (K) U (W/(m2K)) Qcomb (kW)

Zone 232 0.3 0.8 - - - 5001

Zone 242 0.2 0.6 - - - 5001

Zone 252 0.2 0.3 - - - 0
Zone 262 0.3 0.3 - - - 0
Zone 272 0.3 0.3 - - - 0
Roof - - 0.5 - 5 -
Floor - - 0.87 1798 - -
Inlet wall - - 0.5 - - -
Outlet wall - - 1 - - -
1 Ström, 1980 considered a �xed combustion energy released only in the two �rst chambers;
2 The simulations were performed considering averaged absorption coe�cients for all gas zones (Kgas =0.26; Koil =0.46);

No details were mentioned about the �uid exit plane, so it was assumed a free

outlet, without any heat exchanger or tube wall, modeled as a near black body at Tamb,

with εoulet = 0.99, [Incropera et al., 2007], as also adopted by Díez et al., 2005. For the

convection heat transfer coe�cient a reference value of 1 W/(m2K) was adopted after

Ström, 1980.

4.3.1 Zoning Scheme

The Ström's furnace thermal behavior was solved by means of the zonal method

in the present work. In order to do that, the zoning scheme presented in Figure 4.4a and

4.4b was adopted. The burner wall was labeled as zone 1, and then an organized sequence

was set for all surface zones placed on the furnace sides, bottom and roof, with surface

zone 22 at the furnace outlet. Gas-volume chambers 1 to 5 were labeled as zones 23 to

27.
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Figure 4.4 � Proposed zoning scheme for the simulation of Ström's furnace.

4.3.2 Solution Strategy

The solution strategy presented in Figure 4.5 with the Gray Gas model (GG model)

as the choice to simulate the participating media, implemented in a tandem development

with Matlab and EES codes. The process starts by declaring the simulation parameters

(Process Setup) in order to run the direct exchange area and the Total Exchange Area

calculation procedures. At that point, the TEA matrix is transferred to the EES code,

which solves the energy balance equations with an improved Newton-Raphson method set

to convergence criteria of 10−6. Calculated temperatures and heat �uxes are then handled

by Matlab to be displayed on their �nal form. Calculations are run from Matlab only,

who remotely operates EES connection.

4.3.3 Results

Results obtained from the developed code were compared with the ones presented

by Ström, 1980 for the two fuel types: natural gas, and oil. Each fuel feeding led to the

mass �ow rates ṁgas = 0.3842 kg/s and ṁoil = 0.3972 kg/s, and di�erent gas absorption

coe�cient, shown in Table 4.1. Figure 4.6 presents roof temperature for zones 2, 6, 10, 14

and 18, and gas temperatures for zones 23, 24, 25, 26, and 27, with natural gas as fuel.

Results from the present work approached the ones reported by Ström, with an

-0.36% average deviation for roof temperatures, and -0.87% for �ue gas temperatures,

which indicates the accuracy of the implemented computational code. Despite the small
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Figure 4.5 � Zonal method gray gas model solution strategy.

average di�erences of all zones, the 10th surface zone presented a -1.38% deviation that

does not seem to be signi�cant at �rst sight, however, it appears to in�uence the tem-

perature of its adjacent gas zone. Gas zone 25 displayed a -5.79% deviation, that could

probably be explained by the use in the present model of a di�erent gas absorption co-

e�cient. Ström used an individual gas constant for each zone, while the present work

assumes a constant average coe�cient.

A similar behavior was found when simulations were performed considering oil as

fuel, as shown in Figure 4.7.
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Figure 4.6 � Simulated temperatures in respect to Ström's reported values and model

results for natural gas. Zones 2, 6, 10, 14 and 18 are the roof wall. Zones 23, 24, 25, 26

and 27 are the gas zones.

The average deviation remained in the same order as for the former case, with

-0.22% for roof temperatures, and -2.53% for gas temperatures. Once again, the highest

deviation was found for zone 25 (-7.57%) when compared to Ström's results, which is

higher than the deviation found in the gas simulations. In order to test this tendency of

higher di�erences as a function of the absorption coe�cient, an alternative simulation was

carried out with Kalt = 0.6. Zone 25 deviation reached -8.04%, con�rming the tendency,

but that observation does not allow for stating that the absorption coe�cient is the only

discrepancy source, once the DEA correlations were also di�erent of the ones used by

Ström.
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Figure 4.7 � Simulated temperatures in respect to Ström's reported values and model

results for oil. Zones 2, 6, 10, 14 and 18 are the roof wall. Zones 23, 24, 25, 26 and 27

are the gas zones.

4.3.4 Sensitivity Analysis

The model sensitivity in respect to input and process parameters was assessed by

means of a One-Factor-at-a-Time approach OFaT. The procedure consists in establishing

a set of baseline levels for all the chosen input factors, followed by swiping each one of

then at a time, along its range, while the remaining factors are kept at their baseline

level [Montgomery, 1997]. Five selected parameters were assessed, namely: fuel and air

mass �ow rates, convection heat transfer coe�cient, inlet gas temperature, gas absorption

coe�cient, and wall emissivity. Baseline values for these parameters, also called factors,

are presented in Table 4.2. Fuel type was not assessed at this point, because their in�uence

was already embedded on some of the former factors. Ten di�erent values were selected

within each factor range.
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Table 4.2 � OFAT baseline factor values and correspondent ranges.

Factor Value Unit Range

Mass �ow rate - ṁ 0.3842 kg/s 1e−20 - 0.3842
Convective coe�cient - hconv 1 W/(m2K) 0.5 - 100
Gas inlet temperature - Tgas,inlet 1550 K 1000 - 2000
Absorption coe�cient - K 0.5 m−1 0.1 - 0.9
Wall emissivity - εw 0.5 - 0.1 - 0.95

The �rst sensitivity result concerns to zone 2 temperature (Figure 4.8), which is

the �rst roof zone starting from the inlet section. Flat horizontal lines indicate factor

small in�uence on the model output.
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Figure 4.8 � Sensitivity analysis for Ström's furnace simulation. Results for the

temperature of �rst chamber roof, T2.

Air mass �ow rate and fuel did not generate any impact in zone 2 temperature.

Although this result seems to be unexpected, it is reasonable according to the model
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construction, since it considers a �xed combustion heat release of 500 kW in gas zones 23

and 24, which is not a�ected by the fuel mass �ow rate. Changes in the convection heat

transfer coe�cient also presented small in�uence in T2. Though convection plays a minor

role compared to radiation, physical behavior occurs as expected, i.e. higher coe�cient

means higher convective heat transfer and consequently, lower roof surface temperature.

Ström's furnace operates with their inlet sources at Tgas,inlet = 1550 K, which in-

�uences zone 2 temperature. That impact, although signi�cant, cannot be overestimated,

based on physical and practical limits of real furnace preheating systems. Gas absorp-

tion coe�cient and wall emissivities forced T2 to behave in a non-linear way and along a

similar output range. The span of the factors within their range resulted in T2 changes

up to 2.63% for gas absorption coe�cient and 2.1% for wall emissivity. Gas absorption

coe�cient directly impacts the direct exchange areas and consequently, the energy bal-

ances. The higher the K value, lower will be the gas absorption allowing the increase of

the radiative heat exchange. The roof temperature intends to rise along, as observed in

Figure 4.8. Concerning the wall emissivity, the model behavior is straightforward inferred,

once higher emissivities mean the intensi�cation of the radiative heat transfer, and then

rising of the surface temperature.

The same sensitivity analysis was performed for gas temperature, T27, at the output

of the last furnace chamber. The same factors of the previous analysis were evaluated,

over the same range. Results for temperature T27 were signi�cantly distinct from the

ones presented in Figure 4.8, except for mass �ow rate and the convective heat transfer

coe�cient, that conserved similar behavior. The inlet gas temperature, although keeping

the tendency to increase T27, displayed smaller in�uence in that case. Wall emissivities

seemed to have no impact in T27 since it remained almost constant over the entire range

of ε.

Perhaps the most interesting result in this second sensitivity analysis lied on the

behavior of T27 as a function of the gas absorption coe�cient. With decreasing K, the

gas transmissivity, τ(r) = exp−
∫ r
0 Kdr, decreased as well and the emitted and absorbed

radiation in Equation 4.5 led the gas temperature to decrease, also in a non-linear way.

Gas absorption coe�cient generated changes of 5.46% in the gas temperature of the last

chamber, T27.

The above results indicates that the zonal method procedure was correctly imple-
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Figure 4.9 � Sensitivity analysis for Ström's furnace simulation. Results for the

temperature of the last gas chamber T27.

mented for a gray gas approach, generating outputs with small relative deviations to the

values presented by Ström. Moreover, sensitivity analysis indicates that gas absorption

coe�cient and wall emissivities are the most relevant parameters to be observed in further

developments.

4.4 Zonal Method Applied to PECÉM Furnace

In this section simulations were performed with actual operational data from one

of the three 360 MW electric generation boilers of EDP PECÉM power station, located

in São Gonçalo do Amarante in Ceará - Brazil. Two assessments were developed. First, a

5-chamber zoning scheme was fed with operational data from PECÉM power plant, aim-

ing to produce data to a response surface method (RSM) analysis. Secondly, a 2-chamber

model was implemented in order to describe PECÉM boiler operation. Next two subsec-
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tions present the combustion model and wall temperature calculations, common to both

5 and 2-chamber zoning schemes. Finally, simulation results for these zone approaches

are discussed.

4.4.1 Combustion Process

The adopted combustion model takes as inputs the coal composition and the coal

to air rate. Higher heating value and lower heating value are informed in laboratory

reports from PECÉM power station. The energy introduced in the system by the fuel

Qcomb is then calculated by Equation 4.16.

Qcomb = LHVcoal ṁcoal (4.16)

The magnitude order of the main chemical species in the �ue gases was estimated by the

element balance presented in Equation 4.17.(
ncoalCC + ncoalHH + ncoalOO + ncoalNN + ncoalSS + ncoalH2O

H2O
)

+ λnair(O2 + 3.76N2)

→ nCO2CO2 + nH2OH2O + nN2N2 + nSO2SO2 + nO2O2

(4.17)

4.4.2 Flow Pattern

As each gas volume was treated as a PSR, receiving coal and air from the burners,

complete combustion hypothesis was assumed, and each chamber presented its own input

parameter relations, boundary conditions, and consequently, gas temperature and species

concentration as Figure 4.10 depicts. The unburned fuel is not considered in the present

model. One dimensional �ow pattern was assumed. Each zone receives only a fraction

fi of the total coal and air mass �ow rate entering the furnace domain, ṁcoal,total and

ṁair,total. Inlet mass �ow rate for zone i, in kg/s, is presented by Equation 4.18 while

outlet �ow rate is expressed by Equation 4.19.

ṁi,inlet = fi(ṁcoal,total + ṁair,total) (4.18)

ṁi,outlet = ṁi,inlet (4.19)
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Figure 4.10 � Flow pattern in Furnace domain and outlet weighting.

When OFA is active, zone i + 1 has its inlet �ow rate described by Equation 4.20. Its

outlet �ow rate is described by Equation 4.21.

ṁi+1,inlet = fi+1(ṁcoal,total + ṁair,total) + ṁOFA (4.20)

ṁi+1,outlet = ṁi+1,inlet + ṁi,outlet (4.21)

The concentration of a given species at the furnace outlet is weighted by the respec-

tive zone �ow rate. CO2 concentration, for instance, was calculate by means of Equation

4.22.

CO2(outlet) = CO2(i)

(
ṁi,inlet

ṁi+2,outlet

)
+ CO2(i+1)

(
ṁi+1,inlet

ṁi+2,outlet

)
(4.22)

Where ṁi+2,outlet = ṁi+1,outlet = ṁi,inlet + ṁi+1,inlet. The same procedure was carried out

for other species.

4.4.3 Water Wall Temperature

The following model was proposed to estimate the external temperature of PECÉM

furnace water-wall, based on the assumption that the power plant working �uid (water)

that �ows along these walls operates under phase change condition. Water at liquid

phase is admitted at the bottom drum, boils along the water-walls to be �nally collected

as saturated vapor at the upper drum. A simpli�ed description of the conductive heat

transfer across a cylinder section is shown in Figure 4.11.

The steady state, one dimensional heat �ux qwall can be represented by Equation
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Figure 4.11 � Conductive heat transfer across a cylinder section.

4.23 [Arpaci, 1966] for constant thermal conductivity.

Qwall = Ntubes
2π Lkcond (Twall − Twater)

2 ln
(
ro
ri

) (4.23)

with L the furnace height, and Ntubes is the total number of water-wall tubes. Since

the tubes are disposed very close to each other, it was considered that heat exchange

occurs only through tubes half area. The half facing the furnace exterior is covered with

isolating material, so it is considered to be adiabatic. Wall temperatures were calculated

by prescribing Qwall, with the aid of Equation 4.24.

Qwall = ṁwater (hsteam − hliquid) (4.24)

Wall heat �ux was found to be Qwall = 3.5 x 108 W for water �ow rate ṁwater =318.3

kg/s, steam and liquid water speci�c enthalpies hsteam =2473 kJ/kg and hliquid =1372

kJ/kg, obtained from the plant measured operational data at constant approximated 360

MW electric power output. At boiler drum inlet, compressed liquid water pressure and

temperature are Pliquid = 196.6 bar and Tliquid = 580 K. At drum outlet, the saturated

steam pressure and temperature are Psteam = 188.1 bar, and Tsteam = 633.8 K, respectively.

The wall temperature Twall was estimated as 686 K, by assuming L =18.8 m,

ro =33.35 mm, ro =27 mm. PECÉM water-walls are composed of 894 parallel 66.7 mm

outer diameter tubes. Tubes are built with ASME SA-209 T1a, thermal conductivity k

= 50 W/(m K) [MakeItFrom, 2019], however, Babcock and Wilcox, 1992 also indicates a

similar alloy, SA-213 T11 (11
4
Cr 1

2
MoSi), as a common material for furnaces-walls tubes,

with k = 26.7 W/(m K) [Incropera et al., 2007]. Although the alloys displayed di�erent

thermal conductivities, the impact on wall temperature was not signi�cant. Simulations

with both values found a 4% deviation in wall temperature, and thereafter the reference
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value of k =26.7 W/(m K) was assumed. The wall temperature can be highly a�ected

by ash deposits in the tube outer side, which add a thermal resistance that reduces heat

transfer and make wall temperature at the furnace side raises [Mendes et al., 2017]. In

the water side (tube inner region) oxide layers can increase tube thickness and thermal

conductive, a�ecting the heat exchange as well [Corrêa et al., 2008]. Both phenomena

can reduce boiler e�ciency, and lead to the increasing of tube temperature, harming its

structural integrity, therefore compromising operational safety. Despite its importance,

they were not considered in the present model due to its complexity.

Tube thickness nominal value of 6.35 mm was taken from the plant data sheets,

and a sensitivity analysis on that parameter showed that ranging it from 50% up to 90%

a�ected a maximum 5.3% of the wall temperature. The estimated wall temperature agrees

in magnitude with the reported value of 600 K from Vuthaluru and Vuthaluru, 2006 in

a CFD- modeling of a 500 MW wall-�red utility boiler. The higher value of 783 K was

found by Chen et al., 2017, who performed numerical investigations for tangential burner

arrangements of a 600 MW (electric) utility boiler. Both literature examples concern to

sub-critical Rankine cycle coal power stations, where reported water-wall temperature

ranges from 600 to 783 K. The wall temperature calculated in the present work, Twall =

686 K, is within this range, and comes closer to the water phase-change temperature

inside the tubes, Tsteam = 633.8 K, correspondent to the saturated steam temperature at

the operating pressure of Psteam = 188.1 bar.

4.4.4 5-Chamber Zoning Scheme

Ström's furnace geometry (Section 4.3.3) was slightly adapted to simulate PECÉM

operational data, as shown in Figure 4.12. The reference length B (squares and cubes

side length) was set to 4 meters, and the 5-chamber arrangement was placed vertically in

the furnace domain, horizontally centered. Zoning scheme and the �ve chambers division

were kept the same, as Figure 4.12b depicts the inlet �ows arrangement. The 5-chamber

model is not meant to literaly represent PECÉM operation, once its volume di�ers up to

70% from PECÉM furnace volume. However, the present subsection aims to generates

data to the RSM analysis presented in subsection 4.4.6, instead describing the real boiler

operation.

Although PECÉM furnace operates under sub-stoichiometric combustion condi-
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Figure 4.12 � Adapted 5-chamber scheme to perform the zonal model at PECÉM boiler.

a) The positioning of the adopted geometry in PECÉM boiler. b) Flow arrangement in

the proposed model.

tions, followed by the injection of Over Fire Air (OFA), that decreases the process tem-

perature, aiming to reduceNOX formation. That scheme was modeled in the present work

as presented in Figure 4.12b in a simpler way, only considering stoichiometric combustion

and excess air λ ≥ 1. Hence, coal stream, primary and secondary air were assigned to the

�rst two chambers, zones 23 and 24, and OFA to the second one, zone 24. The primary

and secondary air inlet were shown separately due to the data format of the power plant

control system, but the model only accounts for the total amount of inlet air, as each

chamber is treated as a PSR. That PSR assumption also implies that all the combustion

process is completed within a single chamber, and the downstream adjacent chamber re-

ceives heat input from the incoming �ue gas. Furthermore, di�erent inlet �ow fractions

were assigned for each combustion chamber, namely, f23 = 0.4 for zone 23 and f24 = 0.6
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for zone 24.

Surface emissivity changes under real operational conditions, and can range from

0.5 and 0.95 [Cañadas et al., 1990] as a function of ash deposit and temperature. In

cases such as burner walls or tubes highly-covered with ash, the assumption of εw = 0.9

and even 1, can be adopted [Constenla et al., 2013; Chen et al., 2017]. The present work

assumed εw = 0.5, as suggested by Lowe et al., 1975 and Ström, 1980, due to the scheduled

maintenance of the furnace surfaces.

The gas absorption coe�cient was assumed to be K = 0.5 m−1, a reasonable

choice considering the range of 0.3 to 0.8 for oil, and 0.2 to 0.3 for natural gas, adopted

by Ström, 1980. Ebrahimi et al., 2013 also employed K = 0.5 m−1 in its zonal method

implementation on industrial furnaces. Lockwood et al., 1987 assessed the burning process

of two types of coal in a hypothetical cylindrical furnace, where an absorption coe�cient

of 0.5 m−1 was adopted.

Reynolds number of �ue gas �ow was Re = 1.6×106, con�rming a turbulent �ow

regime inside the furnace [Bejan, 2004]. A mean convection heat transfer coe�cient of

h = 43.4 W/(m2K) was determined by means of Equation 4.14, which is indicated for

turbulent �ow regimes over isotherm �at planes.

4.4.4.1 Results for the 5-chamber zoning scheme

Simulation was performed adopting data displayed in Table 4.3 which are the

original operational data from PECÉM. Simulating the operation with these process pa-

rameters was intentional, even though the model geometry is much smaller than the real

furnace domain. This strategy was adopted to assess model behavior instead of reaching

PECÉM boiler output results. Gas volume zone temperature is depicted in Figure 4.13,

and shows a monotonic decrease along the adjacent zone. Although zones 23 and 24

experience heat released by combustion, the last one displayed a lower temperature due

to air injection from the OFA system. Temperature ranges of 2000 K to 2250 K indicate

the distance between the model results and real operational data from PECÉM furnace.

Evaluation of pollutant emission was also carried out to understand how the model

behaves with respect to the fuel-air ratio in each zone. Table 4.4 shows simulated results

for gas zones 23, 24 and furnace outlet, determined as presented in Section 4.4.2.

Measured excess air coe�cient was calculated from total air and coal inlet, and
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Table 4.3 � 5-chamber zoning scheme: PECÉM original operational parameters and

boundary conditions.

Parameter Value Unit

Coal �ow rate 36.89 kg/s
Primary air �ow rate 74.56 kg/s
Secondary air �ow rate 238.28 kg/s
Over �re air �ow rate 43.92 kg/s
Inlet coal/air temperature 623 K
Absorption coe�cient 0.5 m−1

Wall emissivity 0.5 -
Wall temperature (zone: 2 to 21) 686 K

Zones
23 24 25 26 27
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]

1800
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Figure 4.13 � Simulated gas zone temperatures for the 5-chamber zoning scheme with

PECÉM operational data (Table 4.3).

Table 4.4 � 5-chamber model results relative deviation to PECÉM real process

parameters and emissions.

Parameter Zone 23 Zone 24 Outlet Measured data1 Units Deviation2

λ 1.049 1.295 - 1.203 - -
Tgout 2258 2141 2000 1432 K 39%
NO 5.23E-06 5.37E-06 5.33E-06 1.57E-05 kmol/m3 -66.1%
SO2 - - 1193 1447 mg/m3 -17.6%
CO2 16.78 16.65 16.7 12.23 % 36.5%
O2 0.162 0.96 0.641 2.21 % -71.0%
1Data from EDP-PECÉM power plant;
2 Relative deviation of furnace outlet result to PECÉM measure data;
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di�erences were not evaluated once outlet λ is not calculated. Nonetheless, overall be-

havior evaluation is pertinent, as zone 23 present a burning condition closer to (λ = 1).

The real furnace was designed to operate in a sub-stoichiometric condition in zone 23,

however, the proposed model only predicts burning conditions λ ≥ 1. Zone 24, in turn,

due to over �re air injection present excess air about 20%.

Although the 5-chamber model was not design to represent PECÉM operational

data, comparisons are displayed in Table 4.4. Model result for �ue gas temperature was

38.6% far from measured data, an expected relative deviation considering the small geom-

etry simulated in front of operational process parameters designed for the real furnace of

PECÉM. As well as for the �ue gas temperature, the model prediction for pollutant emis-

sions displayed signi�cant deviation to measure data. NO was 66.1% under-predicted,

which is a curious result since the gas temperature was almost 40% higher than the real

condition. The relative deviations to PECÉM records denote the 5-chamber model in-

ability to represent the real furnace process outputs, however, those results are further

analyzed from an alternative point of view, as the RSM assessment allows to understand

the model behavior as a function of the input parameters, and moreover, the interdepen-

dence among these parameters.

4.4.5 2-Chamber Zoning Scheme

The 5 Chamber furnace model was an easy to adapt solution of the Ström model

and there was no expectation to �nd accurate results out of it but to explore its poten-

tialities. A newer zoning scheme was then proposed, composed by two chambers (gas

volumes) and 10 surface zones, as close as possible to PECÉM furnace domain, presented

in Figure 4.14. The characteristic length was switched to B= 11.5 m. Although that

zoning scheme achieved a much better dimensional coverage, there were some overlapping

at the nose and bottom regions, as shown in Figure 4.14a, with an extra volume of 2.6%.

Zone 1 was associated with the inlet mass �ow rate and zone 10 the furnace �ue gas

outlet. All burner lines were positioned at zone 11 and the over-�re-air inlet OFA at zone

12. Most of the burning process was meant to occur within zone 11 (fz11 = 0.7) and the

complementary combustion at zone 12. Table 4.5 presents the considered mass �ow rates.

The same physical modeling and hypothesis assumed for the 5-chamber zone
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Figure 4.14 � 2-Chamber model: positioning of the proposed model in PECÉM furnace.

Zoning scheme and �ow rates arrangement.

Table 4.5 � 2-chamber model input operational parameters.

Parameter Zone 11 Zone 12 Real data1 Unit

ṁcoal 25.82 11.07 36.89 kg/s
ṁair 218.99 137.77 356.76 kg/s
1Data from EDP - PECÉM power plant;

scheme were adopted here, and operational data were the ones presented in Table 4.3.

The water wall prescribed temperature of 686 K was assumed for zones 2 to 9. Zone 10

is an imaginary plane placed at the interface of the furnace outlet and the boiler super-

heaters, and it was assumed the same temperature of the surface zones, which was a

conservative hypothesis. A mean convective heat transfer coe�cient of h = 6.5 W/(m2K)

was calculated by means of Equation 4.14. The turbulent �ow condition was veri�ed as

the calculated Reynolds number was Re = 5.5×105 for boundary layer �ow. Based on
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literature references cited in subsection 4.4.4, and considering that PECÉM operational

data was gathered six months before the annual periodic maintenance, the walls emissiv-

ities were assumed to be ε = 0.7. The absorption coe�cient was set equal to one of the

5-chamber model, K = 0.5 m−1.

4.4.5.1 Results for the 2-chamber zoning scheme

Simulated results for output process parameters are presented in Table 4.6. Flue

Table 4.6 � 2-chamber model output process parameters.

Variable Zone 11 Zone 12 Outlet Measured Data1 Unit Deviation2

Tg,out 1723 1620 1620 1432 K 13.12%
LHV - - 28844 28333 kJ/kg 1.82%
HHV - - 28954 29343 kJ/kg -1.32%
Res. Time 2.26 1.68 - - s -
λ 1.05 1.54 - 1.2 - -
1Data from EDP - PECÉM power plant;
2 Relative deviation of furnace outlet result to PECÉM measure data;

gas temperature, Tg,out, at furnace outlet presented a 13.12% relative deviation to PECÉM

measured data if the e�ciency of the SH2 is considered to be 1. For e�ciency equal to 0.8,

as presented in Appendix A, this normalized deviation becomes 8% as the temperature

in the furnace outlet turns to 1499 K. Although the reference temperature is uncertain

within the presented range, comparison results indicate that the model could represent the

furnace real behavior at this region, with reasonable accuracy for a fast calculation model.

Gas temperature in zone 11 was higher than in zone 12, due to the larger amount of coal

received by the �rst one (70% of the feeding coal) and also due to the energy absorbed in

the water walls. HHV does not depend on the model zoning scheme, so prediction made

for the 2-chamber model was exactly the same as the one found in the 5-chamber model,

with 1% relative deviation.

In the present model, where 1D �ow is assumed, residence time depends solely

on the particle speed and ultimately on the mass �ow rate of each zone, as depicted in

Figure 4.10. Therefore, particles presented lesser residence time in zone 12 than in zone

11, due to the higher mass �ow rate. Although λ results are not the same for the 2-

chamber model and the 5-chamber model, the behavior is similar. Technical reports from
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PECÉM indicated that the �rst burning stage occurs at a sub-stoichiometric condition,

but that condition was changed in the model, as it only deals with λ > 1 (λ = 1.05 in zone

11). Nonetheless, excess air coe�cient was set to a much higher value in zone 12 (which

receives the OFA), probably approximating to the operation condition for the respective

regions in the real furnace.

Figure 4.15a presents the simulated temperatures for all zones. The only calculated

temperatures were the ones for gas zones 11 and 12, as the zones 1 to 10 were assigned

at a prescribed temperature. The model predicted T11=1723 K for the combustion region

and T12=1620 K for the adjacent one. Zone 12 receives alone the total air �ow rate from

the OFA system which represents 12.3% of the total inlet air. The air, introduced at

623 K, absorbs part of the energy released by the combustion. The model is capable of

capture this e�ect by the changes in the �uid enthalpy when the energy balance equations

are solved. Power plant reports indicated that the average �ue gas temperature in the

nose region was about 1159◦C (1432 K), relatively close to T12.
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(b) Zoning Scheme: Proposed Model

Figure 4.15 � 2-Chamber zonal method model results for a steady-state condition, at

PECÉM nominal operation parameters.

The calculated heat �ux is presented for each zone in Figure 4.15b. As gas zone

11 is at a higher temperature, it is expected that its bounding walls (zones 1 to 5)

present higher heat �ux, than the surfaces bounding gas zone 12. The outlet plane (zone

10) presents the highest heat �ux which was anticipated since the regions afterward the

furnace outlet are at lower temperature, resulting in higher radiative heat �ux.
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Overall convective heat transfer was Qconv = 8.9×106 W, representing only 3% of

total exchanged energy in the surface zones Qnet = 2.9×106 W, con�rming the behavior

reported in the literature [Charette et al., 1990; Bazzo, 1992]. The calculated total energy

absorbed by the water-walls in the furnace region (zones 1 to 10) corresponds to approxi-

mately 33% of the total energy introduced by the combustion process. Hajebzadeh et al.,

2019 states that about 40.71% of the energy introduced in the boiler is absorbed in the

furnace region, so the fractions are similar. Results coherency was veri�ed by calculating

the global energy balance, Equation 4.6, which delivered a 0.12% error.

The 2-chamber model results for pollutant emissions are presented in Table 4.7.

In the power plant of PECÉM, pollutant emissions are continuously measured by online

Table 4.7 � 2-chamber model results for pollutant emissions.

Variable Zone 11 Zone 12 Outlet Measured data1 Unit Deviation2

SO2 1151 811 1049 1008 mg/m3 4.04%
CO2 16.08 11.22 14.61 12.23 % 19.46%
O2 0.91 6.98 2.73 2.21 % 23.53%
NOThermal 3.84E-10 6.82E-11 2.89E-10 - kmol/m3

NOFuel 4.12E-06 3.07E-06 3.81E-06 - kmol/m3

NOTotal 4.12E-06 3.07E-06 3.81E-06 1.57E-05 kmol/m3 -75.75%
1Data from EDP - PECÉM power plant, measured in the chimney inlet;
2 Relative deviation of furnace outlet result to PECÉM measure data;

analyzers, as an environmental safety strategy. Most of the pollutants are measured in

mg/Nm3, so the readings have to be converted to mg/m3. Real data used to assess model

accurateness were measured at the chimney inlet, whereas the model predicted them at

the furnace outlet (nose region). Comparisons were made by assuming no changes in gas

composition along these two locations.

The normalized deviation in the SO2 calculation was about 4.04%. Model results

for CO2 andO2 also predicted values relatively closer to the real process condition. Despite

the reported di�erences, the fact that the analyzers are not located in the same place

where the gas composition is calculated, adds uncertainty to the comparison, leading to

the acceptance of the model results as a good indicator of process behavior.

An interesting result is the model prediction of nitrogen oxide. Model result for

NOTotal presented a -75.75% relative deviation to measured data. In the face of this di�er-

ence, the model capability in predicting NO concentration is questioned. It is necessary,
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however, to observes that NO formation is considered by means of complex post-processed

calculation, strongly dependent on the gas composition, residence time and temperature.

The proposed model possess only two chambers, so the temperature pro�le coarseness

has an important impact on the calculated values. Moreover, gas composition is assumed

to be constant, which is not the real process condition. Nonetheless, despite the sim-

plicity of the proposed model, the results are reasonable concerning the magnitude order

and physical behavior tendency. In zone 11, which has a higher temperature and fuel

concentration, is found higher NOThermal and NOFuel concentrations, than in zone 12.

Despite not simulating sub-stoichiometric combustion, the model suggests the role

of the over-�re-air, in decreasing the gas temperature, and consequently reducing the NO

emission, even though the O2 and N2 levels are higher. Furthermore, concerning the

formation mechanisms, the model suggests that fuel NO is the predominant formation

path, in both gas zones. Results lead to believe that more re�ned zoning schemes could

result in a more accurate NO prediction since the temperature pro�le becomes more

detailed.

Regarding the computational e�ort, the processing time of the entire script was less

than 10 s. The proposed model achieved its initial requirement of being a fast response

model, suitable to be incorporated in a decision support tool for a coal-�red power plant.

4.4.6 DoE - Response Surface Methodology

The One-Factor-at-a-Time approach (OFAT) provides a sensitivity analysis based

on the in�uence that each factor alone has on a given response factor. The inter-

dependence between the input factors ranges at di�erent levels, and understanding how

their combination can a�ect the output, requires a di�erent approach. Design of Experi-

ments DoE can perform planned exploitations with simulated or experimental data and is

a suitable tool to identify the coupled sensitivity of multi-input factors on the model out-

put [Montgomery, 1997]. Among the known techniques, the Box-Behnken method with

central composition generates a smaller number of combinations when compared to regu-

lar 3k factorial design [Ferreira et al., 2007], but prevents to simultaneously overlap factor

maximum values. An alternative to that restriction is the Response Surface Methodol-

ogy (RSM) for the three selected input factors, namely, Flow rate factor, Gas absorption

coe�cient, and Wall emissivity, ranged as presented in Table 4.8. The 5-chamber model
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was chosen to perform a response surface analysis due to its higher resolution, compared

to the 5-chamber model, although their results for the output factor were less accurate.

Table 4.8 � Input factors in the DoE performed for the 5-chamber model: �rst trial.

Input factor Description Minimum Maximum Unit

Flow Coal and air inlet fraction1 0.5 1.5 -
Emiss Wall emissivities 0.1 0.95 -
Abs Gas absorption coe�cient 0.1 1 m−1

1 Flow = 1 is the design mass �ow rates for PECÉM power plant operating at 360 MW electric output;

PECÉM power plant has the characteristic of operates most of the time in two base

levels. As observed in Figure 4.16, the power plant generates 240 MW when operating in

low load condition, or it generates its maximum power output of 350 MW. Intermediary

measures represent transient operation between the two power levels. This operational

behavior is due to the coal feed system, and the coal grinding mills limitations. Even
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Figure 4.16 � PECÉM's Power generation trend (one year operation). The Power

Generation in Time graphic shows the control system records. The Power Generation

Levels graphic represents the system records, in ascending order, to emphasize the two

levels of generation: 240 MW and 360 MW.

though a real power plant presents this operation behavior regarding the power generation

level, in the present analysis a wider range was tested to enhance the visualization of �ow

rate in�uence in the �ue gas temperature, T27. Logically, it is expected that the power

generation is closely related to the inlet coal and air �ow rates. Operational data from
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the power plant shows that the for the decrease in power generation from 350 MW to

240 MW (approximately 70% of the maximum power) the coal and air inlet �ow tends to

decrease up to 26%, keeping proportionality. Therefore, it was considered the inlet �ow

rates varying from 50% up to 150% of the nominal �ow rate at 350 MW. This is obviously

not a real operation condition, instead, this analysis tries to observe and extrapolates the

zonal method response to the in�uence of �ow rates in a larger range of values.

DoE helped to identify one important issue while running the following combina-

tion: Flow rate factor = 0.5, Absorption coe�cient = 0.1 and Wall emissivity = 0.1 when

the model was not able to reach convergence. Deeper analysis showed that that combi-

nation generated inconsistencies in the energy-balance equation solver block, in the EES

code. Although these input values were far from actual operation condition, considering

that ε will most likely be closer to 1 [Lowe et al., 1975; Lockwood et al., 1980; Carvalho

and Farias, 1998; Chen et al., 2017], that model limitation could not be predicted by

running a simple parametric sensitivity analysis. To overcome the problem, a new range

was proposed for wall emissivity as 0.3 ≤ Emiss ≤ 0.95, and assessed ranges are displayed

in Table 4.9. The validation parameter P-value was employed, set to a signi�cance level

of 0.95, α = 0.05. The response surface results are presented in Figure 4.17.

Table 4.9 � Input factors in the DoE performed for the 5-chamber model: assessed

ranges.

Input factor1 Description Minimum Maximum

Flow Coal and air inlet fraction 0.5 1.5
Emiss Wall emissivities 0.3 0.95
Abs Gas absorption coe�cient 0.1 1
1 Flow = 1 is the design mass �ow rates for PECÉM power plant operating at 360 MW
electric output;

Results suggest a linear relation of T27 with the inlet mass �ow rate, which comes

from Equation 4.16. The combined e�ect of the �ow rate and the absorption coe�cient

on zone 27 gas temperature is presented in Figures 4.17a and 4.17b. Similar results

were found for the combination of the �ow rate fraction (Flow) and the walls emissivities

(Emiss). The same linear trend is observed in Figures 4.17c and 4.17d, but with a slight

di�erent slope.

A non-linear trend was observed for the absorption coe�cient (Abs) and wall emis-
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Figure 4.17 � Response Surface Method (RSM) results for the 5-chamber furnace model.

Flow-wall emissivity and �ow-absorption coe�cient presented a linear inter-relation.

Emissivity-absorption coe�cient displays a non-linear relation.

sivities (Emiss) response curve, displayed in �gures 4.17e and 4.17f. Figure 4.17f, partic-

ularly denotes the di�erence between a sensitivity analysis and the RSM. From the �rst
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one it could be inferred that T27 tends to decrease as Abs and Emiss grows independently

from each other. The RSM, yet, unveils the interrelation surface between wall emissivity

and gas absorption coe�cient, displaying in which ranges they could result in T27 maxi-

mum or minimum values. Figure 4.17f highlight that maximum gas temperature would

only be achieved when one of the factors was set to its maximum, whereas the other closer

to its minimum value.

4.5 Conclusions

The present chapter developed an approach strategy in the modeling of an ac-

tual pulverized-coal-�red furnace of a 360 MW power plant. The complete calculation

procedure was based on the zonal method [Hottel and Cohen, 1958], adopting Tuckers

correlations for determining the direct exchange areas, and solving the energy equation

system for the one-dimensional description of the furnace. As a basic requirement, the

model cannot be time-expensive such as traditional CFD models, which justi�ed the choice

of simpli�ed modeling of the combustion process.

Model validation was based on experimental and simulated results from Ström,

1980 for a 5-chamber furnace, fueled with natural gas or oil. Maximum relative deviations

on surface and gas zones temperatures were found below 5.7% for natural gas and 8.0% for

oil. A parametric sensitivity analysis was performed for that model in order to evaluate the

in�uence of the mass �ow rate, convective coe�cient, inlet gas temperature, gas absorption

coe�cient, and wall emissivities, highlighting the direct relation of wall emissivities to wall

temperature, and the in�uence of the gas absorption coe�cient on �ue gas temperature.

The 5-chamber zoning scheme was tested with real boundary conditions from

PECÉM power plant. Although the geometry did not correspond to the real furnace, the

model behavior was assessed by means of a Response Surface Method (RSM), planned in

the Minitab software [Minitab, 2018]. Three input factors were evaluated to assess the last

chamber temperature. RSM results highlighted the interaction between gas absorption

coe�cient and wall emissivity. The response surface also revealed the model convergence

limitation when wall emissivity was set to values below 0.3 at speci�cs operation condi-

tions.

A 2-chamber zoning scheme was simulated as an e�ort to model the real PECÉM

furnace with the zonal method. This scheme was better �tted in the real furnace domain,
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and real operation condition was adopted. Each gas zone, treated as a perfect stirred

reactor, had its temperature and composition determined as a function of the prescribed

�ow rate. Results concerning to the �ue gas temperature were relatively satisfactory where

a 13.2% normalized deviation was found. Pollutant emission, although not accurate,

presented consistency with the order of magnitude of the recorded values from the power

plant control system. Prediction of NO appears as an interesting result since even with

a coarse discretization of the domain, relative order of magnitude concordance with real

data was observed (75.75% deviation).

The code was developed in Matlab, linked to EES subroutines, and displayed a

processing time of about 10 s, which is at the same order than fast-response prediction

models such as gray-box models, neural networks and simpli�ed analytical models. CFD

models can take hours and even days to be processed, despite its accuracy, and cannot be

compared to the proposed model when processing time is a crucial aspect.

The proposed model presented very interesting results, as it brought together im-

portant features of both types of modeling approaches (CFD and AI). From the process

physics point of view, the model was capable of predicting some selected furnace parame-

ters, as many CFD models do. On the other hand, the model proved to be a fast-response

procedure, such as some machine learning approaches. Outline, the presented model can

deliver a fast prediction of process parameters without losing track of basics physical

phenomena involved in the combustion process.
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5 CONCLUSIONS

In the present work, a comprehensive study on Hottel's zone method was developed.

Chapter 2 brought a detailed review on the method basis and how it can be applied

to industrial furnaces. Mathematical radiation methods such as Spherical Harmonics,

Monte Carlo, DOM and DTRM were introduced, and a summary synthesized the main

advantages and disadvantages of each one. The theoretical background was provided by

presenting the methodology for direct exchange area and total exchange area calculations.

Energy balance equations were explored, and the complete calculation procedure was

depicted both for gray gas and WSGG applications. A computational code was developed

to solve an example proposed by Hottel and Saro�m, 1967 for a hypothetical furnace.

Complete results for the mentioned example were not provided by the authors, and the

problem was solved for a gray gas condition for simplicity. The only partial comparison

was made for the direct exchange areas reported on the book, which indicated a deviation

of 3.28%. Nevertheless, the step-by-step solution for the complete example was presented

in this chapter.

The main object of the present work was to produce options for the simulation the

PECÉM power plant boiler, respecting the balance between accuracy and computational

time. Two models were assembled and discussed: Chapter 3 presents a fast response rou-

tine based on stoichiometric coal combustion and element balance and chapter 4 presents

a zonal method based model for the heat exchange simulation of the boiler furnace.

The fast response routine was meant to estimate coal combustion based on a general

energy balance applied to the boiler furnace, modeled as a Perfect Stirred Reactor (PSR).

A post-processed NOX formation model as a function of the �ue gas outlet temperature

was implemented. Di�erences between model results and real data reached 18.46% for the

�ue gas temperature, 1.82% for coal LHV and -1.32% for coal HHV. Regarding pollutant

emission, relative deviations for calculated species were found to be 4.82% for SO2, 14.72%

for CO2, -89.61% for NO and 53.85% for O2. These last di�erences, although apparently

high, can be acceptable for a simpli�ed model. The model was fed with coals with distinct

chemical compositions from the United States, Colombia, India, and Brazil in order to

assess boiler e�ciency and pollutant formation. Such a database can be used as support

for future analysis and decisions regarding coal supply for PECÉM power plant.
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The Zonal model presented in chapter 2 was adapted to simulate PECÉM boiler

with the aid of the combustion model from chapter 3 and results are discussed in 4.

Prediction for �ue gas temperature, CO2, O2, SO2, NOX and ash concentrations were

presented. The model was implemented in a Matlab and coupled to EES subroutines.

Experimental and simulated data from a furnace modeled by [Ström, 1980] were used to

verify the code accuracy and coherency. An assessment of Zonal method behavior as a

function of the input parameters and operational conditions was carried out, and the sensi-

tivity analysis showed the impact from mass �ow rate, gas absorptivity coe�cient and wall

emissivity on the model output �ue gas temperature. However, only the response surface

method revealed the non-linear interdependence of emissivity and absorption coe�cient,

and con�rmed the small contribution of the convection inside the furnace, mentioned in

the literature. Simulations indicated that the convective heat transfer corresponded to 3%

of the overall heat transfer in the furnace. Participant media was modeled as a gray gas

and the maximum di�erences found were about 7.6% while average di�erences between

model results and real data were 1.7%. The same code developed to reproduce Strom

problem was adapted to simulate the PECÉM furnace, with two geometric approaches:

a 5-chamber and a 2 chamber discretization. The last one designed to represent PECÉM

furnace predicted �ue gas temperature 13.12% distant from the measured value. The

calculated Coal Higher Heating Value HHV showed a -1.32% di�erence to the one burned

in the power plant while LHV was 1.82% far from laboratory report. Higher deviations

were found regarding �ue gas species concentration, as follows: 4.04% for SO2, 19.46%

for CO2 and 23.53% for O2. The model was sensitive to changes in the zoning scheme and

showed results in the same order of magnitude of real measurement of NO concentration.

A consistency assessment was performed in the calculation procedure and computational

code implementation, by checking the global energy balance, which found a 0.12% devia-

tion. Processing time took less than 10 seconds, a reasonable time for an online prediction

model, much faster than CFD models.

The above-reported results indicated that the zonal method is an interesting choice

to simulate control-oriented coal-�red furnaces. If a su�ciently-detailed combustion model

was to be employed, a good agreement could be achieved, within a feasible processing time.

Although CFD models can better detail physical phenomena with accuracy, its compu-

tational e�ort could be prohibitive when decision-support is the goal. Zonal method,
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however, can deliver a fast response by using matrices in the determination of DEA and

TEA, and adopting a coarser domain discretization. Therefore, it was concluded that

coal combustion can be represented by zonal method models, with acceptable accuracy

and processing time, and they can be attached to decision support tools for boiler furnace

simulation.

5.1 Future works

Future works could be developed by applying a more detailed gray gas model,

dependent on temperature, for instance, or a non-gray gas model, such as the WSGG

model. Soot formation model could be also considered since coal usually present high

levels of it in its combustion process. Regarding coal combustion description, chemical

reaction rate equations could be employed in order to bring model results closer to reality,

improving pollutant emission prediction. The NO formation can be enhanced by means

of a �ner zoning scheme. This would generate a more de�ned temperature pro�le along

furnace height, which would be better for the post-processed NO formation model. It

is suggested as well, that more detailed temperature measurements be carried out in the

furnace of PECÉM, both in cross-sectional direction and along the furnace height, in

order to confront the model results.
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APPENDIX A � Background Calculation Procedures

This appendix presents some de�nitions on the radiative heat transfer, based in

literature review. Calculation procedures used to fed the models are also detailed.

A.1 Radiative Heat Transfer Fundamentals

Radiation reaching a semitransparent medium behaves as presented in Figure A.1.

Fractions of the incident energy can be re�ected, absorbed or transmitted. Therefore the

Irradiation, G
Reflection, Gref

Semitransparent medium

Absorption, Gabs

Transmission, Gtr

Figure A.1 � Radiation balance in a semitransparent medium.

radiation balance is

G = Gref + Gabs + Gtr (A.1)

Three main radiative properties of a surface are stated by Siegel and Howell [2002], namely,

Emissivity ε, Absorptivity α, Re�ectivity ρ and Transmissivity τ . These properties are

energy fractions, and their sum equals the unit.

Considering the incident radiation in a opaque surface, overall radiation heat trans-

fer can be characterized by the following relation

J = E + Gref (A.2)

where G is the incident radiation. Emissive power E for a blackbody is de�ned as Eb =

σT 4. The radiation balance is given in watts.

The radiosity of a given surface i can also be expressed by Equation A.3.

Ji ≡ Ei + ρiGi (A.3)
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Irradiation, G
Reflection ,

Gref

Emission, E

Radiosity, J

Surface (Opaque and Diffuse)

Figure A.2 � Radiation balance in a opaque and di�use surface.

A.2 Estimation of Flue Gas Temperature

Flue gas temperature is not a current measure in PECÉM boiler furnace. However,

devices such as the super heaters are fully instrumented. The energy balance depicted

in Figure A.3 report those readings of �ow rate, temperature, pressure and enthalpy for

several process locations. Performing a energy balance in the super heater 2 (SH2) control

Figure A.3 � Energy Balance of PECÉM 360 MW boiler

volume, displayed in Figure A.4, it is possible to estimate the �ue gas temperature from

the furnace outlet. The procedure considers the energy balance in the vapor stream

Qsteam = ṁsteam(hsteam,outlet − hsteam,inlet), (A.4)



107

1

2

34

SH2

Flue gas from  
furnace outlet

Inlet steam

Outlet steam

Figure A.4 � Energy Balance in SH2.

and the energy balance in the �ue gas stream

Qgas = ṁgas(hgas,inlet − hgas,outlet), (A.5)

to determine Tg,out by assigning a e�ciency to SH2. Table A.1 present measured data for

process points 1, 2, 3 and 4.

Table A.1 � Process data from PECÉM boiler energy balance.

Location Temperature (◦C) Pressure (bar a) Flow rate (kg/s) Enthalpy (kJ/kg)

1 388.9 183.1 307.2 2815
2 495.9 178.1 307.2 3269
3 - 1 393.1 -
4 1073 1 393.1 1243

Therefore, the �ue gas temperature was estimated considering SH2 e�ciencies

varying from 0.5 to 1. Results are presented in Table A.2.

Table A.2 � Flue gas temperatures as function of SH2 e�ciency.

SH2 E�ciency Flue gas Enthalpy (kJ/kg) Flue gas temperature (◦C)

0.5 1953 1486
0.6 1834 1389
0.7 1750 1320
0.8 1687 1268
0.9 1637 1228
1 1598 1195
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ANNEX I � Direct Echange Areas Correlations

Table I.1 � Correlation coe�cients for direct exchange areas between parallel square

surfaces; ss/B2 = C exp(−A×KB), [Tucker, 1986].

X/B Y/B Z/B C A X/B Y/B Z/B C A

1 1 1 0.1998 1.1053 1 1 4 0.0191 4.0396
2 1 1 0.0861 1.3014 2 1 4 0.0171 4.1475
3 1 1 0.0153 1.9987 3 1 4 0.0126 4.4615
4 1 1 0.0036 2.9351 4 1 4 0.0082 4.9529
2 2 1 0.0433 1.5172 2 2 4 0.0153 4.2538
3 2 1 0.0105 2.1959 3 2 4 0.0114 4.5627
4 2 1 0.0029 3.088 4 2 4 0.0076 5.0464
3 3 1 0.0045 2.7513 3 3 4 0.0088 4.8569
4 3 1 0.0018 3.5187 4 3 4 0.0061 5.319
4 4 1 0.0009 4.1511 4 4 4 0.0045 5.7494

1 1 2 0.0686 2.071 1 1 5 0.0124 5.0322
2 1 2 0.0481 2.2368 2 1 5 0.0115 5.1224
3 1 2 0.0206 2.7286 3 1 5 0.0093 5.3863
4 1 2 0.008 3.4595 4 1 5 0.0068 5.8053
2 2 2 0.0351 2.4015 2 2 5 0.0107 5.2114
3 2 2 0.0164 2.8812 3 2 5 0.0087 5.472
4 2 2 0.0068 3.5899 4 2 5 0.0065 5.8861
3 3 2 0.0093 3.3165 3 3 5 0.0073 5.7232
4 3 2 0.0046 3.9625 4 3 5 0.0055 6.1231
4 4 2 0.0027 4.5268 4 4 5 0.0043 6.5018

1 1 3 0.033 3.0512 1 1 6 0.0087 6.0271
2 1 3 0.0274 3.1838 2 1 6 0.0082 6.1042
3 1 3 0.0168 3.5683 3 1 6 0.0071 6.331
4 1 3 0.009 4.1582 4 1 6 0.0056 6.6951
2 2 3 0.023 3.314 2 2 6 0.0078 6.1805
3 2 3 0.0146 3.6906 3 2 6 0.0067 6.4052
4 2 3 0.0081 4.268 4 2 6 0.0054 6.7658
3 3 3 0.0101 4.0432 3 3 6 0.0059 6.6235
4 3 3 0.0061 4.5855 4 3 6 0.0048 6.9744
4 4 3 0.004 5.0783 4 4 6 0.0039 7.31
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Table I.2 � Correlation coe�cients for direct exchange areas between Perpendicular

square surfaces; ss/B2 = C exp(−A×KB) ; A = a0 + a1 ∗KB...a4(KB)4, [Tucker,

1986].

X/B Y/B Z/B C a0 al a2 a3 a4

1 1 1 0.2 0.539 -6.15E-02 4.29E-03 -1.51E-04 2.06E-06
2 1 1 0.0406 0.9965 -8.78E-02 419E-02 -7.73E-05 0.00E+00
3 1 1 0.0043 1.906
1 2 1 0.0328 1.571 -3.91E-02 2.08E-03 0.00E+00 0.00E+00
2 2 1 0.0189 1.751
3 2 1 0.0059 2.384
1 3 1 0.0089 2.502
2 3 1 0.0069 2.665
3 3 1 0.0036 3.129

1 2 2 0.0329 2.055
2 2 2 0.023 2.245
3 2 2 0.0101 2.78
1 3 2 0.0159 2.86
2 3 2 0.0129 3.01
3 3 2 0.0076 3.435

1 3 3 0.0124 3.481
2 3 3 0.0107 3.609
3 3 3 0.0073 3.976
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Table I.3 � Correlation coe�cients for direct exchange areas between cubic gas zones

and square surface zones; gs/(gs)b = C exp(−A×KB) ; A = a0 + a1KB + A2 ∗ (KB)2,

[Tucker, 1986].

X/B Y/B Z/B C a0 al a2

2 1 1 0.0337 0.4563 -3.11E-02 8.24E-04
3 1 1 0.0048 1.457
2 2 1 0.0137 0.8332 -4.69E-02 1.03E-03
3 2 1 0.0034 1.674
3 3 1 0.0017 2.251
1 1 2 0.0313 1.062
2 1 2 0.02 1.292
3 1 2 0.0078 1.933
2 2 2 0.0135 1.514
3 2 2 0.0062 2.089
3 3 2 0.0037 2.602
1 1 3 0.012 2.033
2 1 3 0.0098 2.21
3 1 3 0.006 2.666
2 2 3 0.0083 2.366
3 2 3 0.0053 2.806
3 3 3 0.0037 3.201
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Table I.4 � Correlation coe�cients for direct exchange areas between pairs of cubic gas

zones; gg/((KBgs)b) = C exp(−A×KB) ; A = a0 + a1KB, ..., A3(KB)3, [Tucker, 1986].

X/B Y/B Z/B C a0 a1 a2 a3

2 1 1 0.0949 0.3784 -3.31E-02 1.74E-03 -3.60E-05
3 1 1 0.0203 1.43
2 2 1 0.0445 0.819 -5.99E-02 2.35E-03 -3.47E-05
3 2 1 0.0161 1.657
3 3 1 0.0099 2.263
2 2 2 0.0283 1.147 -6.20E-02 1.32E-03 0
3 2 2 0.0132 1.866
3 3 2 0.009 2.458
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