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“(...) In our endeavor to understand reality we are somewhat like a man trying to

understand the mechanism of a closed watch. He sees the face and the moving

hands, even hears its ticking, but he has no way of opening the case. If he is

ingenious he may form some picture of a mechanism which could be responsible

for all the things he observes, but he may never be quite sure his picture is the

only one which could explain his observations. (...)”

— ALBERT EINSTEIN
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ABSTRACT

The complementary metal-oxide-semiconductor (CMOS) scaling process of the recent

decades, coupled with new device structures and materials, has aggravated thermal prob-

lems and turned them into major reliability issues for deeply-scaled devices. As a conse-

quence, the thermal transport dynamic and its impact on the device performance at sub-

micron dimensions is established as a contemporary theme. In this context, a new self-

consistent electro-thermal particle-based device simulator for the study of self-heating

effects in p-type metal-oxide-semiconductor field-effect transistors (MOSFETs) based in

silicon is developed and presented. The electrical module of the tool utilizes the Ensem-

ble Monte Carlo method to perform the charge transport, whereas the thermal module

evaluates the non-isothermal temperature profiles by solving the phonon energy balance

equations for both acoustic and optical phonon baths. These temperature profiles are fed

back into the electrical module, which adjusts the carriers’ scattering rate accordingly,

thus, properly accounting for the device current capability degradation. The developed

tool proved to be suitable for sub-100 nm device simulations, and it was used to perform

relevant case study simulations of 24-nm channel length bulk and fully-depleted silicon-

on-insulator (FD-SOI) MOSFETs. General device parameters extracted from the simu-

lations are qualitatively in agreement with the expected behavior, as well as data from

the literature, ensuring the proper operation of the tool. Electro-thermal simulations of

bulk and FD-SOI devices provided both acoustic and optical phonon temperature profiles

across the transistor structure, as well as the heat generation map and the device power

dissipation. Some results were also extracted via Joule heating thermal model, and they

are presented for comparison. The current degradation due to self-heating was found to

be significant for FD-SOI devices, but very modest for bulk ones. At a fixed bias point

of VD =VG =−1.5 V, for instance, bulk devices presented a current variation of as much

as −0.75%, whereas for FD-SOI devices it reached up to −8.82% for Tgate = 400 K. Hot

spot acoustic (lattice) and optical phonon temperatures were extracted as a function of the

applied bias for both topologies. The lattice temperature rise, for instance, exceeded 10 K

and 150 K over the heat sink temperature for bulk and FD-SOI transistors, respectively,

observing the same bias point and gate temperature presented earlier. The particle-based

nature of the tool is also suitable for the study of the impact of trap activity in MOS-

FETs and its interplay with self-heating effects. Simulations of charge traps were used

to analyze the statistical distribution of the current deviations in 25-nm bulk MOSFETs



due to traps. The simulations showed that these deviations are exponentially-distributed,

as experimentally observed and reported in the literature. Electro-thermal simulations of

charge traps in bulk and FD-SOI transistors revealed that the largest degradation on the

device current occurs when the effects of self-heating and trap activity take place simul-

taneously. At lower biases, the impact of charge traps dominates the current degradation,

whereas the self-heating component prevails for larger biases.

Keywords: CMOS. Charge Traps. Monte Carlo. MOSFET. Reliability. Self-heating.



Modelagem e Simulação dos Efeitos de Auto Aquecimento em Transistores

MOS do Tipo P

RESUMO

Nas últimas décadas, o processo de constante redução das dimensões de dispositivos semi-

condutores — aliado a novas estruturas de dispositivos e novos materiais —, tem agravado

os problemas térmicos em tais estruturas, tornando-os importantes limitadores na confi-

abilidade destes dispositivos. Como consequência, a dinâmica do transporte térmico, e

o impacto desta no desempenho de dispositivos semicondutores de escala nanométrica,

se estabelece como um tema bastante atual. Neste contexto, esta tese desenvolve e apre-

senta um novo simulador eletrotérmico de dispositivos do tipo particle-based voltado ao

estudo dos efeitos de auto aquecimento (self-heating) em transistores de efeito de campo

de metal-óxido-semicondutor (MOSFETs) do tipo p baseados em silício. A ferramenta

possui duas partes principais: um módulo elétrico — que realiza o transporte de carga

baseado no método de Monte Carlo —, e um módulo térmico — que determina os perfis

não-isotérmicos de temperatura dentro do dispositivo através da resolução das equações

do balanço energético entre fônons óticos e acústicos. Tais perfis de temperatura são for-

necidos ao módulo elétrico que, por sua vez, ajusta a frequência de espalhamento dos

portadores com base na temperatura na vizinhança destes, permitindo ao simulador cap-

turar a degradação na capacidade de corrente dos transistores devido aos efeitos de auto

aquecimento. A ferramenta se mostrou adequada para a simulação de dispositivos de até

100 nm de comprimento de canal, e foi utilizada para realizar simulações estudo de caso

de transistores MOS nas tecnologias bulk e fully-depleted silicon-on-insulator (FD-SOI)

com 24 nm de comprimento de canal. Parâmetros elétricos de tais dispositivos extraí-

dos via simulação se mostraram coerentes com o comportamento esperado e com dados

da literatura, o que assegura o correto funcionamento do simulador. A partir de simula-

ções eletrotérmicas, foram extraídos os perfis de temperatura ao longo da estrutura dos

transistores, além do mapeamento da geração de calor dentro do dispositivo e a potên-

cia por este dissipada. Para comparação, alguns resultados também foram extraídos a

partir do modelo de aquecimento Joule. A degradação na corrente do dispositivo devido

ao efeito de auto aquecimento se mostrou muito mais significativa para transistores de

tecnologia FD-SOI do que para transistores de tecnologia bulk. Para uma polarização de

VD = VG = −1.5 V, por exemplo, transistores bulk apresentaram uma variação média na



corrente de −0.75%, enquanto que a corrente dos transistores FD-SOI variou, em mé-

dia, −8.82%, considerando Tgate = 400 K. A temperatura de pico dos fônons acústicos

(rede cristalina) e óticos foi extraída em função da polarização aplicada para ambas as

topologias. Para a rede cristalina, por exemplo, o aumento da temperatura em relação à

temperatura do dissipador foi de 10 K e 150 K para dispositivos bulk e FD-SOI, respecti-

vamente, observando as mesmas condições apresentadas anteriormente. A característica

particle-based da ferramenta também se mostrou adequada para o estudo da atividade de

armadilhas (traps) em MOSFETs, bem como a interação desta com os efeitos de auto

aquecimento. A simulação de armadilhas foi utilizada para analisar a distribuição esta-

tística de impacto destas na corrente de dispositivos bulk com 25 nm de comprimento de

canal. Tais simulações mostraram que as variações na corrente dos transistores devido

à ação de armadilhas são exponencialmente distribuídas, em concordância com observa-

ções experimentais reportadas na literatura. Simulações eletrotérmicas de armadilhas de

carga em transistores bulk e FD-SOI revelaram que a maior degradação na corrente do

dispositivo ocorre quando os efeitos de auto aquecimento e atividade de armadilhas ocor-

rem simultaneamente. Para tensões de polarização mais baixas, o impacto das armadilhas

de carga domina a degradação de corrente, enquanto que a degradação devido ao auto

aquecimento prevalece para tensões mais elevadas.

Palavras-chave: Auto-aquecimento, Armadilhas de carga, CMOS, Confiabilidade, Monte

Carlo, MOSFET.
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1 INTRODUCTION

Over the years, CMOS technology scaling has provided continuous improvements

to integrated circuits performance and density, and the constant trend to reduce the tran-

sistor size has led to the emergence of nanoscale devices. On the other hand, not only

advantages for the semiconductor structures have arisen from this process. Several is-

sues that played minor roles in older technologies became major or even critical reli-

ability limiters for modern technology nodes. Particularly noteworthy are the effects

of random dopant fluctuations (RDF) (BHAVNAGARWALA; TANG; MEINDL, 2001;

MAHMOODI; MUKHOPADHYAY; ROY, 2005; GERRER et al., 2012) and charge trap

activity (KACZER et al., 2011; THEODOROU et al., 2015).

The shrink of device dimensions has also lead to increased power density lev-

els generated in the channel, which can be directly translated into a temperature rise in

the device active region (MAKOVEJEV; OLSEN; RASKIN, 2011). Although thermal

phenomena are intrinsically related to the operation of electronic devices, they are not di-

rectly responsible for electrical functionality and performance, but adversely affect tran-

sistor reliability and yield. It is well known, for instance, that the increase in the overall

device temperature may degrade its current drive capability (TAKACS; TRAGER, 1987;

CAVIGLIA; ILIADIS, 1993; JENKINS; RIM, 2002). Additionally, temperature variation

across a single chip may induce mismatch issues for analog applications (TENBROEK et

al., 1998), while device overheating is reported to be one of the most common causes of

circuit failure (MITTAL; MAZUMDER, 2010).

The heat source causing such temperature rise of a semiconductor device (or cir-

cuit) can be either external to the structure — for instance, in a situation that the circuit

is operating in a high-temperature environment —, or internal — when the heat is gen-

erated by the device itself. In the latter situation, the effect is appropriately called self-

heating. The occurrence of self-heating in semiconductor devices is known since the 70’s

(POPESCU, 1970) and it was firstly reported for bulk MOS (SESNIC; CRAIG, 1972) and

bipolar (GAUR; NAVON, 1976) technologies.

Nevertheless, self-heating effects started to capture significant attention with the

emergence of silicon-on-insulator (SOI) devices (NEEL; HAOND, 1990; BERGER; CHAI,

1991; DALLMANN; SHENAI, 1995; TENBROEK et al., 1997). In these structures, the

heat flow through the substrate is restricted, since the buried oxide layer has poor ther-

mal conductivity. In addition, the thermal conductivity of silicon significantly decreases
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as the silicon layer thickness is reduced to the nanometric scale (ASHEGHI et al., 1998;

ASHEGHI et al., 2002), retaining the heat even more concentrated. As a consequence,

the heat generated at the active area remains almost entirely confined in the silicon layer,

and much higher temperature hot spots are expected for SOI in comparison with bulk

devices (RALEVA et al., 2012). Self-heating has been also reported to occur in tri-gate

(PRASAD et al., 2013) as well as bulk and SOI FinFET devices (LIU et al., 2014; JIANG

et al., 2015; JEON; JHON; KANG, 2017). In these non-planar and also highly confined

topologies, besides the typical performance degradation, self-heating acts as a transistor

lifetime limiter (LEE et al., 2017; PRASAD; RAMEY; JIANG, 2017). Moreover, its

occurrence is no longer restricted to extreme scenarios, being pervasive even at nominal

usage conditions (PRASAD; RAMEY; JIANG, 2017).

In the literature, self-heating effects are widely covered for n-type MOS devices.

On the other hand, there is a lack of studies and tools addressing these effects in p-type

structures. From the CMOS design perspective, however, it is desirable that self-heating

effects are well characterized for both device types. In addition, some reliability issues,

such as the bias temperature instability (BTI), mainly affects p-type transistors (MAK-

ABE; KUBOTA; KITANO, 2000; REDDY et al., 2005; STATHIS; ZAFAR, 2006), and

the interplay with self-heating might stimulate further degradation in such devices. In this

context, this thesis proposes a novel self-consistent electro-thermal particle-based device

simulator for the study of self-heating effects in p-type MOS transistors based in sili-

con. The version of the simulator presented here covers planar technology, but it is easily

scalable to any 3D structure, such as tri-gate and FinFET devices.

The electro-thermal tool itself is divided into two main modules. At the electrical

portion of the simulator, the Ensemble Monte Carlo method is utilized to perform the

charge transport by resolving the Boltzmann Transport Equation (BTE) self-consistently

coupled with a Poisson equation solver. At the thermal portion of the simulator, the

phonon energy balance equations are self-consistently solved for both acoustic and optical

phonon baths utilizing data arising from the electrical module, providing the temperature

profile for both acoustic and optical phonons at each point of the device. These temper-

atures are fed back into the electrical module, which adjusts the carriers’ scattering rate

accordingly, thus, properly accounting for the device current capability degradation. The

developed tool proved to be suitable for sub-100 nm device simulations, and it was used to

perform relevant case study simulations of 24-nm channel length bulk and fully-depleted

silicon-on-insulator (FD-SOI) transistors.
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The particle-based character of the tool is also suitable for the simulation of the

impact of trap activity on the performance of p-type MOSFETs. The real-space treat-

ment of the Coulomb interactions provided by the simulator allows one to account for the

particle-like nature of carriers and dopants. In addition, the 3D-placement of the impurity

atoms properly reproduces the RDF effect and allows the generation of unique random

dopant profiles. The aforementioned features are key for the analysis of the impact of

charge traps on the performance of MOS devices via computational simulations.

This work is organized as follows: first, a general and introductory overview of

particle-based simulation and charge transport via the Ensemble Monte Carlo method is

presented in Chapter 2. Still in the context of device simulation, Chapter 3 addresses

the lattice heating problem in details; its physical mechanism and impact on the device

performance, as well as the most commonly used modeling techniques. The development

of the simulator thermal module is the subject of Chapter 4, which also addresses its

coupling with the electrical module, turning the tool into an electro-thermal simulator.

Next, the simulation procedure and the typical flowchart of an electro-thermal simulation

are presented in Chapter 5, along with the optimization of some simulation parameters

and the case study devices used in the scope of this work. Finally, Chapter 6 presents the

results extracted for the case study structures via isothermal, electro-thermal, and charge

trap simulations; and Chapter 7 gives the final remarks.





33

2 ENSEMBLE MONTE CARLO METHOD

The Monte Carlo1 method can be considered as a very general and established

mathematical tool for the solution of a large variety of problems, being essentially based

on the selection of random numbers (JACOBONI; LUGLI, 1989). The technique has

been subject of numerous books and reviews (CASHWELL; EVERETT, 1959; RUBIN-

STEIN, 1981; JACOBONI; REGGIANI, 1983; JACOBONI; LUGLI, 1989; HESS, 1991;

KALOS; WHITLOCK, 2008), and it is widely employed in many scientific fields, such

as chemistry (DOLL; FREEMAN, 1994), physics (BINDER, 1995), biology (MANLY,

2007), finances (GLASSERMAN, 2003), etc.

With respect to the modeling and simulation of electronic devices, the application

of the Monte Carlo method was firstly introduced by Kurosawa (1966), aiming to study

high-field charge transport in semiconductors. Alike typical transport applications, the

idea behind the simulation of charge transport problems through the Monte Carlo method

is to keep track of a particle for a certain amount of time and emulate its free motion within

a medium. The particle random walk is then subject to instantaneous random scattering

events, which may or may not change either its trajectory or properties. In this way,

the algorithm basically consists of generating random free flight times for each particle,

choosing the type of scattering occurring at the end of the free flight, changing the final

energy and momentum of the particle after scattering, and then repeating the procedure

for the next free flight (VASILESKA; GOODNICK, 2002).

By simulating a one-particle system for a long enough time, one can gather statis-

tics about the physical quantities of interest, such as the single particle distribution func-

tion, particle average energy, and the particle average drift velocity. This approach is

known as single-particle Monte Carlo and it is appropriated for the calculation of steady-

state carrier transport under uniform electric fields, such as the characterization of the

charge transport in bulk materials. On the other hand, if the simulation is extended to an

ensemble of particles — and the ensemble is representative of the entire physical system

—, non-stationary time-dependent evolution of the carrier distribution under the influence

of a time-dependent driving force can be simulated (VASILESKA; GOODNICK, 2002).

The latter approach is the so-called ensemble Monte Carlo method and it is more useful

for device simulation, where non-uniform electric fields typically occur.

1The origin of the term comes from the gambling casinos at the ward of Monte Carlo, in the city-state
of Monaco. The method demands many repetitions of a random process, similar to what occurs in a casino,
which wins against players on average (ROBERT, 2014).
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Figure 2.1: Flowchart of a typical ensemble Monte Carlo device simulation.
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Source: Adapted from Vasileska, Raleva and Goodnick (2010b).

The flowchart of a typical ensemble Monte Carlo simulation is depicted in Fig-

ure 2.1. As one can note, a Monte Carlo device simulation involves supplementary steps

rather than just generating free-flight times and tracking particles. Since the Monte Carlo

method is presented here in a conceptual manner, an extensive analysis of these addi-

tional features is out of the scope of this thesis. Nevertheless, an alternative literature,

which covers the subject, is suggested to the reader. The work of Gross (1999) presents a

full description of a Monte Carlo simulator for n-channel MOS devices, addressing spe-

cific aspects of each stage of the simulation. Besides the free flight-scatter kernel, the

author describes in details the routines for carrier and parameters’ initialization, charge

assignment, Poisson equation solving, as well as particle-mesh coupling. The changes in

the semiconductor band structure needed to adapt the tool for the simulation of p-channel

MOS devices is covered in the work of Camargo (2016).

In this context, the following sections aim to present the essential characteristics

that compose a typical Monte Carlo simulator. Section 2.1 introduces the scattering the-

ory, also detailing the most relevant scattering processes which affect carrier transport in

silicon. Section 2.2 addresses the free-flight time generation algorithm and the role of the
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self-scattering. Section 2.3, in turn, presents the dynamics of the scattering events, as well

as the methodology for choosing the final state after their occurrence. Next, Section 2.4

provides an overview about the simulation flow utilizing a synchronous scheme to coor-

dinate the particle motion over a fixed time step, which allows the Monte Carlo method to

be applied for multiple particles in a system. Finally, Section 2.5 details the simulation of

semiconductor devices by employing the ensemble Monte Carlo method. The simulation

flow is discussed in details and some results are presented.

2.1 Scattering Rates

In a semiconductor, free carriers interact with the crystal and with each other

through a variety of scattering processes that modify the energy and momentum of the

particles (VASILESKA; GOODNICK; KLIMECK, 2010). The probability of a carrier

undergo a scattering event and experience a transition from some initial state k to some

final state k′ is quantified by the scattering rate. Basically, this probability depends on the

type of carrier (electron or hole), the carrier energy, and the type of scattering mechanism,

also varying from material to material.

In the context of a Monte Carlo simulation, scattering rates are calculated quantum

mechanically via the solution of the time-dependent Schrödinger equation, evaluated us-

ing first-order perturbation theory (HE, 2000). Thus, the transition rate per unit time from

an initial state k in band n to a final state k′ in band m for the jth scattering mechanism is

given by the expression (VASILESKA; GOODNICK; KLIMECK, 2010)

Γj(n,k;m,k′) =
2π

h̄

∣∣∣∣〈m,k′
∣∣∣∣Vj(r)

∣∣∣∣n,k〉∣∣∣∣2δ (Ek′−Ek± h̄ω), (2.1)

which is known as Fermi’s Golden Rule. In Equation 2.1, Vj(r) is the scattering poten-

tial of the process, and Ek and Ek′ are the initial and final state energies of the parti-

cle, respectively (VASILESKA; GOODNICK; KLIMECK, 2010). The matrix element

|〈m,k′|Vj(r)|n,k〉|2 incorporates the momentum conservation, while the delta function δ

accounts for the energy conservation during the scattering process (HE, 2000). The total

scattering rate out of state k is found by summing over all the final states k′ for a given
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band, which results in (VASILESKA; GOODNICK; KLIMECK, 2010)

Γj(n,k) =
2π

h̄ ∑
m,k′

∣∣∣∣〈m,k′
∣∣∣∣Vj(r)

∣∣∣∣n,k〉∣∣∣∣2δ (Ek′−Ek± h̄ω), (2.2)

or in the integral form (HATHWAR, 2011),

Γj(n,k) =
Ω

(2π)3

∫ 2π

0
dφ

∫
π

0
θdθ

∫
∞

0
Γj(n,k;m,k′)k′2dk′. (2.3)

Here, Ω is the crystal volume, φ is the polar angle, and θ is the azimuthal angle between

k and k′.

The result obtained from Equation 2.3 is utilized to calculate the carrier scattering

rate due to transitions induced by the different scattering sources present in the crystal. In

silicon, the most important ones are phonons, impurities, and other carriers (JACOBONI;

REGGIANI, 1983), where the former dominates the charge transport at room temperature

and high electric fields (HE, 2000).

The interaction between carriers and phonons arises from lattice vibrations, which

introduce small shifts in the semiconductor energy bands. Deviations of the bands from

the static lattice position due to these small shifts lead to an additional potential that is

responsible for the scattering process (FERRY, 2000). Such interactions can be divided

into two types: acoustic phonon scattering and optical phonon scattering. Since the scat-

tering potential Vj(r) is characteristic of each scattering mechanism, the matrix element

for acoustic and optical phonon scattering is distinct from each other.

For acoustic phonon scattering, the matrix element is given by (FERRY, 2000)

∣∣∣∣〈m,k′
∣∣∣∣Vj(r)

∣∣∣∣n,k〉∣∣∣∣2 = EackBT
ρmΩυ2

s
, (2.4)

where Eac is the acoustic deformation potential, kB is the Boltzmann constant, T is the

temperature, ρm is the mass density, and υs is the sound velocity.

For the non-polar2 optical phonon scattering, in turn, the matrix element can be

written as (FERRY, 1976)

∣∣∣∣〈m,k′
∣∣∣∣Vj(r)

∣∣∣∣n,k〉∣∣∣∣2 = h̄(DtK)2

2ρmΩω0

(
Nq +

1
2
± 1

2

)
, (2.5)

2Optical phonon scattering can be either polar or non-polar, depending on the material characteristic. In
polar materials (e.g. gallium arsenide, indium phosphide, zinc sulfide, etc.), this mechanism is called polar
optical phonon scattering.
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where (DtK)2 is a optical coupling constant, which depends on the optical deformation

potential and the phonon wave vector (JACOBONI; REGGIANI, 1983), ω0 is the phonon

frequency, and Nq is the phonon occupation factor, represented by the Bose-Einstein dis-

tribution as

Nq =

[
exp
(

h̄ωq

kBT

)
−1
]−1

. (2.6)

In Equation 2.5, the upper sign is for the emission of phonons and the lower sign is for

the absorption of phonons by the carriers.

The total scattering rate for both acoustic and non-polar optical phonon scattering

mechanisms can be obtained by substituting Equation 2.4 and Equation 2.5, respectively,

into Equation 2.1 and then evaluate the integral. This step will not be discussed here but

it is presented in details in the work of Hathwar (2011) and Camargo (2016) for electrons

and holes, respectively. In addition, an extensive description of the scattering mechanisms

which affect charge transport in semiconductor materials can be found in Jacoboni and

Lugli (1989, chapter 2).

2.2 Free-Flight Time Generation

As already presented, within the Monte Carlo technique the dynamics of the car-

rier motion is assumed to consist of free flights terminated by instantaneous scattering

events, which may change the momentum and energy of the particle (VASILESKA;

GOODNICK, 2002). In order to determine the free flight times and simulate this process,

however, the scattering probability density for the carrier at hand must be determined.

The relationship between the free flight time and the scattering probability is developed

in the following.

Let Γ[k(t)]dt be the probability that a carrier in the state k undergoes a scattering

event during the time dt. Thus, the probability that a carrier which experienced a scat-

tering event at the time t = 0 has not undergone another event after a time t is given by

(JACOBONI; REGGIANI, 1983)

exp
{
−
∫ t

0
Γ[k(t ′)]dt ′

}
, (2.7)

which, basically, gives the probability of the interval [0, t] does not contain a scattering.

Consequently, the probability P(t) that a carrier will suffer its next scattering event during
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dt around t is given by the joint probability (JACOBONI; REGGIANI, 1983)

P(t)dt = Γ[k(t)]exp
{
−
∫ t

0
Γ[k(t ′)]dt ′

}
dt. (2.8)

In this way, random free flight times tr can be generated from the probability P(t)

utilizing a direct method according to the expression (VASILESKA; GOODNICK, 2002)

r =
∫ tr

0
P(t)dt, (2.9)

where r is a uniformly distributed random number in the range [0, 1]. By integrating

Equation 2.9 with P(t) defined by Equation 2.8, one gets (VASILESKA; GOODNICK,

2002)

r = 1− exp
[
−
∫ tr

0
Γ[k(t ′)]dt ′

]
. (2.10)

In addition, since 1− r is statistically equivalent to r, Equation 2.10 can be rewritten to its

final form

−ln r =
∫ tr

0
Γ[k(t ′)]dt ′. (2.11)

Equation 2.11 is the fundamental equation used to generate random free flight times

within the Monte Carlo framework, resulting in a random walk process related to the

underlying particle distribution function (VASILESKA et al., 2008).

Nevertheless, because of the complexity of the integral at hand, it is impractical to

generate stochastic free flight times with the distribution of Equation 2.11 (JACOBONI;

REGGIANI, 1983). Therefore, it is worthwhile the application of the so-called self-

scattering method (REES, 1969). Self-scattering consists of a fictitious scattering mech-

anism whose scattering probability always adjusts itself in such a way the total scattering

probability, i.e., real scattering plus self-scattering, is constant over time (VASILESKA;

GOODNICK, 2002). In addition, if a carrier undergoes a self-scattering event, its state

after the collision is taken to be equal to its state before the collision, causing the carrier

trajectory to continue unperturbed as if no scattering had occurred (JACOBONI; REG-

GIANI, 1983). In this case, the total scattering probability Γ can be written as

Γ = Γ[k(t)]+Γself[k(t)]. (2.12)

where Γ[k(t)] is the real scattering probability, and Γself[k(t)] is the self-scattering prob-

ability. Since now the dependency on time vanishes, Equation 2.11 can be rewritten as
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−ln r = Γ

∫ tr

0
dt ′ (2.13)

and the integral is trivially evaluated. Thus, free flight times can be obtained directly from

the resulting expression

tr =−
1
Γ

ln r. (2.14)

The self-scattering technique introduces significant simplification on the free flight

time calculation, thus compensating the computer time spent taking care of such ficti-

tious mechanism (JACOBONI; REGGIANI, 1983). One requirement to utilize the self-

scattering approach is choosing the total scattering rate Γ so that it exceeds the maximum

"real" scattering rate encountered during the simulation (VASILESKA; GOODNICK,

2002).

2.3 Scattering Events

Immediately upon the free flight time generated accordingly the algorithm pre-

sented in the previous section elapses, a scattering event takes place. At this point, the

scattering mechanism that terminates the free flight must be known. The choice is per-

formed based on the generation of a uniformly distributed random number r between 0

and the total scattering rate Γ, where Γ contains the cumulative scattering rates for the N

mechanisms taken into account in the simulation plus the self-scattering, i.e.,

Γ = Γself[n,k]+Γ1[n,k]+Γ2[n,k]+ · · ·+ΓN[n,k]. (2.15)

This process is graphically described in Figure 2.2.

Firstly, the product rΓ is compared with the maximum scattering rate for a given

energy due to mechanism 1. If the product is smaller than that, mechanism 1 is selected,

otherwise rΓ is compared again with the rate for mechanism 1 plus mechanism 2, and

so on. In the case of the product rΓ exceeds the maximum cumulative scattering rate

for the real mechanisms, then the self-scattering is selected. Since the latter has a high

occurrence probability — chiefly for low energy carriers —, it is usually checked first, for

the sake of efficiency (CAMARGO, 2016).

After the scattering mechanism that terminates the particle free-flight being se-

lected, the changes in the particle energy and momentum are treated accordingly. For in-



40

Figure 2.2: Selection of the type of scattering terminating a free flight in the Monte Carlo
algorithm. In this particular case, mechanism 4 should be selected.
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Source: Adapted from Vasileska, Raleva and Goodnick (2008).

stance, if the scattering process at hand is elastic, which is the case for the acoustic phonon

scattering, only the momentum is updated, since the particle energy remains unaltered. On

the other hand, if the process is taken to be inelastic, both energy and momentum of the

particle are modified.

2.4 Ensemble Monte Carlo Simulation

The techniques presented so far can be used for tracking either a single particle or

multiple particles in a system. However, in order to get improved statistics — even with

reduced simulation times —, as well as for transient simulations, the use of an ensemble

of particles is preferred (VASILESKA; GOODNICK, 2002). In this case, the Monte Carlo

algorithm is performed for each particle at once, and a fixed time step ∆t is introduced in

order to synchronize the motion of the particles. Basically, the time step represents the

amount of time the algorithm spend keeping track of one particle before proceeding to the

next one.

Figure 2.3 depicts the dynamic of a ensemble Monte Carlo simulation. In the

beginning, i.e., time instant t = 0, the Poisson’s equation is solved for the equilibrium

condition, in order to provide initial values for the electric field and electric potential.

After that, a random free flight time is generated for the first particle in the ensemble, and

its motion is performed accordingly. Nevertheless, if the free flight time is larger than the
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Figure 2.3: Ensemble Monte Carlo simulation in which a time step ∆t is introduced over
which the motion of particles is synchronized.
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time step, the particle is treated up to the end of the time step, and the remaining free flight

time is stored to be utilized by the particle at hand when the next time step is performed.

Once the observation time elapses, the particle energy and momentum are updated,

and the algorithm turns its attention to the second particle in the ensemble. This procedure

is repeated until the Nth particle is treated. At that point, the Poisson’s equation is solved

— considering the change on the spatial particles distribution —, the electric field and

electric potential are updated for each grid point, and the routine advances to the next time

step. Here, the up to date value of the electric field is then used to govern the particles

motion during the subsequent time window.

In this way, two main loops compose an ensemble Monte Carlo simulation: an

inner loop, which goes over all the N particles of the ensemble; and an outer loop, which

advances by increments of ∆t until the total simulation time tmax is reached (VASILESKA

et al., 2008). Finally, it is important to note that between two adjacent observation points,

the system is considered to be "frozen", i.e., both the field and potential are constant. In

addition, over each time step, the motion of each particle in the ensemble is performed

independently of the other ones (VASILESKA et al., 2008).

From an ensemble of N particles, one can easily obtain the non-stationary particle

distribution and its related quantities of interest, such as the drift velocity, energy, band or

valley population, etc. These quantities are taken as averages over the ensemble at fixed
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time steps (VASILESKA; GOODNICK; KLIMECK, 2010). For instance, the average

drift velocity υD at a given time step m∆t is estimated by the mean of the drift velocity

υD for each particle individually, i.e.,

υD(m∆t)∼=
1
N

N

∑
n=1

υ
n
D(m∆t) (2.16)

Since the result obtained in Equation 2.16 is an estimator of the "real" velocity, its

standard error SEῡD given by (KALOS; WHITLOCK, 2008)

SEυD =
συD√

N
, (2.17)

where the standard deviation συD can be expressed as

συD
∼=

√
N

N−1

[
1
N

N

∑
n=1

(υn
D)

2−υ
2
D

]
. (2.18)

It is clear from Equation 2.17 that the estimation error reduces as the square root of the

number of particles. In this way, Vasileska and Goodnick (2002) suggest that, for good

statistics, typical ensemble ranges must be on the order of 104 to 105 particles.

2.5 Device Simulation Utilizing the Ensemble Monte Carlo Method

For the purpose of semiconductor device simulation, the ensemble Monte Carlo

technique presented in the previous section — which is responsible for the charge trans-

port dynamic —, must be self-consistently coupled to an appropriated field solver (VASI-

LESKA et al., 2008). Within this scheme, the electric field, which arises from the solution

of the Poisson’s equation, is the driving force that accelerates the particles at the Monte

Carlo phase. On the other hand, fixed (impurities) and mobile charges (carriers) compose

the time-dependent charge profile of the device, which is fed back into the Poisson solver.

Furthermore, additional features are needed in order to facilitate the device simu-

lation. In this context, Figure 2.4 depicts the complete flowchart for the electric portion

of an ensemble Monte Carlo simulator, which was developed in the work of Camargo

(2016) and it is employed in this thesis. In the following, each building block of the tool

is briefly addressed, in order to provide to the reader an idea about the device simulation

flow.
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Figure 2.4: Flowchart for the electric portion of the ensemble Monte Carlo simulator
developed in the work of Camargo (2016).
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• Step 1: Material parameters initialization: This routine loads the fundamental physi-

cal constants, specific features of the device to be simulated — e.g. width, length, oxide

thickness, doping, etc. —, and additional parameters which will be used during the sim-

ulation, such as the temperature, the time step, the maximum simulation time, etc.

• Step 2: Device structure initialization: In this step, the continuous space and the

discrete space (grid) are placed, the regions of the device are build up, and the boundaries,

as well as the simulation domain, are defined.

• Step 3: Carriers initialization: This routine accounts for the initial number of carriers

and their placement within the device, as well as their initial kinetic energy and initial

momentum. Usually, particle number and position are assigned according to the doping

profile, so that initially the system is charge neutral on the average (VASILESKA et al.,

2008). Regarding the kinetic energy, the carriers are initialized according to a Maxwell-

Boltzmann distribution (VASILESKA; GOODNICK; KLIMECK, 2010), i.e., the initial

energy Ei for a given carrier is given by Ei = −3/2kBT ln(r), where r is an uniformly
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distributed random number in the range ]0, 1[. Owing to the initial energy for each car-

rier, the initial momentum is calculated by the energy-momentum relationship and the

azimuthal and polar angles, which are randomly generated (CAMARGO, 2016).

• Step 4: Free flight and scatter: This routine accounts for the motion of the carriers

according to the dynamic already discussed in the previous sections. Due to their move-

ment, one or more particles might leave the simulation domain in this step. Therefore,

the boundaries of the device must be continuously inspected, in order to assure no carrier

exits the device unaccounted.

• Step 5: Check source and drain: here, the device contacts are checked in order to

account for the number of carriers that have exited or entered the device through the

contacts. Hence, the routine examines the grid cells that are adjacent to the contacts as

well. If the cell at hand has extra positive charge, one or more carriers are swept out the

simulation domain and, then, counted as if they exited the device. Similarly, if the cell

has extra negative charge, one or more carriers are injected into the cell, counting as if

they entered the device (CAMARGO, 2016).

• Step 6: Delete particles: after exiting the device — either via the contacts or not —,

the particle at hand is no longer within the simulation domain and, consequently, it must

be excluded from the analysis from that point on.

• Step 7: Calculate current: after deleting and injecting particles in the system, the

charge flow through the contacts is used to calculate the terminal current. In the case

where the substrate current is neglected, the current flowing through the source and drain

contacts should be the same, ensuring charge conservation.

• Step 8: Check simulation time: at this point, the temporal evolution of the simulation

is checked. If the current simulation time does not exceed the maximum simulation time

tmax, another iteration is executed. Otherwise, the simulation is ended.

• Step 9: Particle-mesh coupling: the Poisson’s equation is typically solved over a finite

(discrete) grid, whereas the particles motion is performed over a continuous coordinate

system. In this way, in order to map the particle charge from the continuous space to the

discrete space, a charge redistribution scheme must be adopted. Basically, the particle

charge is split into fractions of charge and then assigned to the adjacent grid points. Sev-

eral charge redistribution techniques have been proposed, and the most utilized ones are

the nearest grid point, cloud-in-cell, and nearest element center schemes (VASILESKA;

GOODNICK; KLIMECK, 2010).

• Step 10: Solve Poisson’s Equation: Owing to the charge profile arising from the
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Figure 2.5: Hole drift velocity as a function of the electric field (left panel) and carrier
mobility as a function of the acceptor density (right panel) for bulk silicon calculated with
the ensemble Monte Carlo simulator developed in the work of Camargo (2016).
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particle-mesh coupling scheme, the Poisson’s equation is solved and both potential and

field are updated for each grid point.

• Step 11: Interpolate force to particle location: before proceeding to the free-flight-

scatter phase, the force acting on the particle must be known. The force can be directly

obtained from the electric field surrounding the particle. However, since the field is only

known at the grid points, the same scheme applied in Step 9 is used here to interpolate the

force from the discrete space to the carrier position in the real space.

In the approach presented here, there is no building block responsible for saving

the output data, since this procedure is performed continuously during the simulation.

Both snapshots and averaged values for the quantities of interest, such as the device cur-

rent, the drift velocity, as well as the electric potential and electric field profile throughout

the device, are stored. These results are then used to characterize the device under con-

sideration.

Finally, in order to validate the aforementioned approach, Camargo extracted the

hole drift velocity dependence on the electric field and the hole mobility dependence on

the acceptor density for p-type bulk silicon from his simulator and compared the results

with data from the literature. As depicted in Figure 2.5, the results are in agreement with

those presented in Jacoboni et al. (1977).
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3 THE LATTICE HEATING PROBLEM

Lattice heating is inherent to semiconductor device operation. It consists of a tem-

perature rise in the device structure due to the dissipation of power as heat. Since the heat

is generated by the device itself, this phenomenon is called self-heating. The temperature

rise depends, basically, on the volumetric heat generation and the efficiency of the heat

removal to the external medium. In regions with elevated temperature, some physical and

electrical characteristics are degraded, affecting the overall device performance. In some

critical cases, when the power dissipation exceeds a certain limit, an often-destructive

phenomenon called thermal runaway may occur (POPESCU, 1970).

Self-heating effects have been reported and studied for a variety of semiconduc-

tor devices and topologies. Works in literature address this effect in bipolar structures

(DENNISON; WALTER, 1989), JFETs (SESNIC; CRAIG, 1972), bulk and SOI LD-

MOS transistors (ARNOLD; PEIN; HERKO, 1994), regular MOSFETs (SHARMA; RA-

MANATHAN, 1984), strained-silicon MOSFETs (JENKINS; RIM, 2002) and power

MOSFETs (BARLOW; DAVIS; LAZARUS, 1986), VLSI (TAKACS; TRAGER, 1987)

and ULSI (MAUTRY; TRAGER, 1990) bulk MOSFETs, SOI MOSFETs (SU et al.,

1994), multi-gate (MOLZER et al., 2006) and FinFET (POP; DUTTON; GOODSON,

2003) devices.

Although the occurrence of self-heating is known since the 70’s (POPESCU, 1970),

its effects started to receive major attention in recent years, due to the advent of nanoscale

devices. The reduction on the transistor dimensions has intensified the electric field lev-

els at the device junctions since the field increases with a decrease in the physical size

(HATAKEYAMA; FUSHINOBU, 2008). In addition, the employment of a buried insu-

lator layer in the transistor structure — characteristic of silicon-on-insulator devices —

exacerbates the thermal dissipation problem, since the insulator has poor thermal con-

ductivity and hinders the dissipation of heat (HATAKEYAMA; FUSHINOBU, 2008). As

another consequence of the scaling process, more transistors are packed in a single die, in-

creasing even more the power dissipation at the chip level (RALEVA et al., 2012). Conse-

quently, the combination of all the aforementioned characteristics has turned self-heating

into a major reliability issue for deeply-scaled CMOS technologies (HATAKEYAMA;

FUSHINOBU, 2008; KAMAKURA et al., 2010).

Self-heating is known to change the charge transport dynamic and reduce the drain

current of a device. In this context, the full understanding of the operation of a modern
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transistor cannot be accomplished by assuming it as an isothermal problem (POP et al.,

2001). Therefore, a rigorous device simulator must utilize a concurrent electrical and

thermal model, which is capable of taking into account the lattice heating effect (LAI;

MAJUMDAR, 1996). In addition, to properly address the temperature non-equilibrium

phenomenon in silicon semiconductor devices, the modeling has to be performed in such a

way that includes the three sub-systems involved in the process: carriers, optical phonons,

and acoustic phonons (LAI; MAJUMDAR, 1996).

The following sections address the self-heating effect in details. Section 3.1 pres-

ents the physical mechanism which is responsible for the lattice heating phenomenon.

Section 3.2 focus on the most commonly used modeling techniques and the state-of-

the-art tools employed in the study of self-heating. Finally, Section 3.3 presents the ap-

proach developed at Arizona State University (ASU) for solving lattice heating problems

in nanoscale devices, which is the method utilized in the context of this study.

3.1 Physical Mechanism

In the context of a MOSFET, whenever a gradient of electric potential exists be-

tween source and drain regions, a lateral electric field is formed across the device. Con-

sidering a typical bias configuration either for n- or p-channel transistors, this field peaks

near to the device drain region (POP; SINHA; GOODSON, 2006). This field accelerates

charge carriers from the source towards the drain. Once accelerated, the carriers gain

energy and heat up.

The energy gained by the carriers can only be lost through scattering events. In

silicon, the carriers can scatter with each other, with phonons, with material interfaces and

imperfections, and with impurity atoms. Amongst these scattering mechanisms, carriers

only lose net energy by scattering with phonons (POP; SINHA; GOODSON, 2006), since

the others mainly affect the carrier momentum (LUNDSTROM, 2000). Basically, during

scattering events, phonons absorb a fraction of the carriers energy and subsequently trans-

fer it to the lattice, which warms up through a mechanism known as Joule heating (POP;

SINHA; GOODSON, 2006).

Depending on its energy, a carrier can scatter with different phonon modes. At

low electric fields, i.e. |E|< 106 V/m, the carriers mainly interact with acoustic phonons,

since few carriers have enough energy to excite optical phonons (LAI; MAJUMDAR,

1996). Consequently, the carriers lose the excess energy directly to the acoustic phonon
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bath. This mode has large group velocities, and quickly transport the heat out of the

region of most intense scattering (POP et al., 2001). Therefore, both the carriers and the

lattice exhibit similar levels of energy. Under these conditions, the ensemble carrier drift

velocity υD linearly increases with the electric field E, and the carrier transport follows

Ohm’s Law (LAI; MAJUMDAR, 1996), i.e.,

υD = µE, (3.1)

where µ is the carrier mobility.

Under high electric fields, i.e. |E| ≥ 106 V/m, the carriers possess enough energy

to interact with optical phonons, and the interaction rate can be high enough to saturate

the ensemble carrier drift velocity (LAI; MAJUMDAR, 1996). At this point, the linear

dependence of the carrier drift velocity with the electric field vanishes. In addition, some

carriers might become highly energetic, being pushed far out from the equilibrium with

the lattice. These carriers are called hot carriers and the concept of carrier temperature Tc

is used to quantify this behavior (LAI; MAJUMDAR, 1996), i.e.,

3
2

kBTc =
1
2

m∗υ2
T, (3.2)

where υT stands for the thermal velocity and can be expressed in term of the carrier

velocity υc and the ensemble carrier drift velocity υD as (LAI; MAJUMDAR, 1996)

υT = υc−υD. (3.3)

Therefore, under high-field conditions, most of the carrier energy is transferred

to the optical phonon bath. However, the optical mode has much smaller group velocity

than the acoustic one and, thus, optical phonons remain relatively stationary (POP et al.,

2001), not being able to transport the heat efficiently. On the other hand, optical phonons

decay into acoustic phonons — which transport heat —, but in relatively long time scales

(τ ∼ 10−11 s) compared to the carrier-optical phonon scattering time (τ ∼ 10−13 s). Con-

sequently, an energy bottleneck may exist between the optical and acoustic phonon baths

and it can cause the density of optical phonon modes to build up over time, leading to

more scattering events and impeding carrier transport (POP; SINHA; GOODSON, 2006).

This process is summarized in Figure 3.1.
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Figure 3.1: Diagram and characteristics time scales of the energy transfer processes in
silicon.
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3.2 Modeling of Self-Heating

Some of the earlier attempts to include self-heating in the simulation of semicon-

ductor devices were performed by Gaur and Navon (1976), Adler (1978), and Chryssafis

and Love (1979). These first models, however, were conceived mostly based on heuris-

tic and empirical observations, thus, lacking physical foundation (LINDEFELT, 1994).

Later, more refined modeling approaches emerged, deriving the heat conduction equation

from the carrier energy continuity equations (WACHUTKA, 1990) and the carrier BTE

(LINDEFELT, 1994). Coming after, Fushinobu, Majumdar and Hijikata (1995) and Lai

and Majumdar (1996) derived for the first time the energy balance equations for the acous-

tic and optical phonons for germanium and silicon, respectively, allowing one to properly

take into account the energy exchange between carriers and phonons. Their work repre-

sented a significant improvement for the approaches formulated thereafter.

In general, self-heating models differ from each other with respect to the com-

putation of the heat source term. In this context, three different models are the most

commonly used: (I) Joule heating, (II) carrier-lattice scattering, and (III) the phonon

model. Although these three approaches yield identical results in equilibrium, under non-

equilibrium conditions the results of the three models can vary significantly (RAMAN;

WALKER; FISHER, 2003). Each individual model and its particularities are addressed

in the following subsections.
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3.2.1 Joule Heating Model

The Joule heating model consists of solving the heat diffusion equation using the

Joule heating term as the source. In this approach, the heat source term H is computed

directly from the dot product of the local electric field E and the electric current density J

(GAUR; NAVON, 1976), i.e.,

H = J ·E (3.4)

or hence

H = (Jn + Jp) ·E, (3.5)

where Jn and Jp stand for the carrier current densities for electrons and holes, respectively.

Therefore, the zone with the highest temperature will occur near the location where the

product of the field and the current density is the largest.

In order to take into account the energy loss/gain to the lattice through recombina-

tion/generation processes, Adler (1978) extended the model to the form

H = ∇ ·
(

Ec

q
· Jn +

Ev

q
· Jp

)
, (3.6)

where Ec and Ev are the band edges of conduction and valence bands, respectively. Ex-

panding the divergent operator one gets

H =
1
q
· Jn ·∇Ec +

1
q
· Jp ·∇Ev +R · (Ec−Ev), (3.7)

where R is the generation/recombination rate, and the difference Ec−Ev expresses the

local band gap Eg. For non-degenerated materials, Equation 3.7 can be simplified as

(SELBERHERR, 1984)

H = (Jn + Jp) ·E +R ·Eg, (3.8)

where the heat generated or consumed by the generation/recombination process becomes

clearly apparent in Equation 3.8 when compared with Equation 3.5.

Chryssafis and Love (1979), on the other hand, proposed

H = ∇ · (φn · Jn +φp · Jp), (3.9)

where φn and φp are the quasi-fermi levels for electrons and holes, respectively. From the

aforementioned models, however, Selberherr (1984, chapter 4) points out one should give
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preference to Adler’s approach. Addressing all the formulations proposed for the Joule

heating generation modeling until that time, Wachutka (1990) proposed a more elaborated

and sound theoretical model, taking into account for the heat generation in the stationary

and transient regimes as well.

The Joule heating approach is widely used within the thermal package of com-

mercial tools, such as SILVACO’s Giga Simulator (SILVACO, 2018). Nevertheless, the

model is unable to properly take into account the microscopic nature of the heat flow and

the thermal non-equilibrium between the acoustic and optical phonon heat baths (VA-

SILESKA; RALEVA; GOODNICK, 2008). In addition, this formulation also does not

differentiate between carrier energy exchange with the various phonon modes and does

not give any spectral information regarding the types of phonons emitted in the process

(POP; SINHA; GOODSON, 2006).

3.2.2 Carrier-Lattice Scattering

Within the carrier-lattice scattering model, the heat generation in the semiconduc-

tor is taken to be due to temperature non-equilibrium between the electron/hole bath and

the lattice. The thermal system is represented as a single lattice temperature and is con-

sidered to be in thermal equilibrium. The heat source is then taken as a scattering term

obtained from the relaxation time approximation and moments of the BTE (RAMAN;

WALKER; FISHER, 2003), having the form

H =
3ρkB

2

(
Tc−TL

τc−L

)
, (3.10)

where Tc is the carrier temperature, TL is the lattice temperature, and τc−L is the carrier-

lattice scattering time constant. However, since the heating term in this model is computed

from the scattering of carriers with phonons, Pop, Sinha and Goodson (2006) state that

only a simulation approach which deliberately incorporates all such scattering mecha-

nisms will capture the complete microscopic and detailed picture of lattice heating.

3.2.3 Phonon Model

Phonon model is the most complete approach to study the thermal phenomena in

nanoscale devices (LAI; MAJUMDAR, 1996). The expression, however, is not clearly
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defined in the literature and, generally, the term is used to refer to a modeling approach

in which a system of two different phonon modes is utilized to represent the thermal

non-equilibrium condition (RAMAN; WALKER; FISHER, 2003; VASILESKA; RAL-

EVA; GOODNICK, 2008). The first phonon model for silicon devices was derived by Lai

and Majumdar (1996), and their formulation is presented in details in Section 3.3. After

that, however, several other modeling approaches that take into account the energy trans-

fer between carriers and phonons emerged. Some of them are addressed in the present

subsection.

One of the best approaches for the modeling of thermal transport in submicron

structures was proposed by Narumanchi, Murthy and Amon (2004) (VASILESKA; RAL-

EVA; GOODNICK, 2008). They developed a tool that numerically solves the 2D phonon

BTE utilizing the finite volume method (CHAI; LEE; PATNAKAR, 1994). Their model

accounts for phonon dispersion and phonon polarization, as well as includes frequency-

dependent phonon relaxation times. The tool, however, explores the problem from a

physical point of view. Consequently, its primary focus is on the impact of lattice heating

effects on material characteristics, rather than to a particular semiconductor structure. In

this way, the authors do not present any data regarding self-heating effects on device re-

liability. On the other hand, they show their model can satisfactorily predict the specific

heat and thermal conductivity of silicon over a range of temperatures. The predictions for

bulk, as well as for doped and undoped silicon thin films, satisfactorily match experimen-

tal data.

Starting from a device-oriented perspective, E. Pop, S. Sinha, K. Goodson and co-

workers proposed a model based on the Monte Carlo method for the study of thermal non-

equilibrium in nanoscale silicon transistors (POP; DUTTON; GOODSON, 2004; POP;

SINHA; GOODSON, 2006; POP, 2010). Their approach solves the phonon BTE tak-

ing into account the electron-phonon scattering term, as well as considering the phonon

dispersion in the acoustic and optical branches. Unlike Lai and Majumdar’s approach,

which requires the solution of the phonon energy balance equations, Pop’s model pro-

vides a detailed picture of the power dissipation within the device by computing it as the

sum of all phonon emission minus all phonon absorption events. This model has already

been applied to the analysis of heat generation and transport processes in n-type bulk and

strained silicon structures (POP; DUTTON; GOODSON, 2004), 90 nm channel-length n-

channel MOSFET (SINHA et al., 2006), and 1D n+/n/n+ silicon device (ROWLETTE;

GOODSON, 2008).
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Another model dedicated to analyzing the electro-thermal behavior of bulk silicon

CMOS devices was formulated by Hatakeyama and Fushinobu (2008). As a case study

structure, they utilized a structure composed of a pair of 90-nm channel length n-channel

and p-channel MOSFETs. The formulation was derived from the hydrodynamic model

and takes into account both carrier generation/recombination process and non-equilibrium

between charge carriers and phonons. The tool provides good insights into the temper-

ature cross-talk effect in a CMOS cell, but the impact of the temperature on the device

current is not deeply investigated. In addition, since the hydrodynamic model is applied

to the charge transport as well, this approach may not be suitable for the study of deeply

scaled devices.

Kamakura et al. (2010) proposed a tool for analyzing the transient electro-thermal

behavior of a 10-nm channel length n−i−n device in silicon. The simulator solves the

coupled transient BTE for carriers and phonons together, however, neglecting the contri-

bution of optical phonons. The energy stored in the optical modes could be dissipated

only through the conversion into acoustic modes. The authors present data for device

current, lattice and phonon temperature distribution. Moreover, they validate the solution

of the transient phonon BTE by calculating the silicon thermal conductivity for a wide

range of temperatures, which matches experimental data. Nevertheless, despite its ac-

curacy, this approach is highly resource consuming, despite being a 1D tool (NGHIEM;

SAINT-MARTIN; DOLLFUS, 2014). Recently, their simulation approach was extended

to n-channel double-gate MOSFET devices (KAMAKURA et al., 2014).

Ni et al. (2012) developed a tool which couples the anisotropic phonon BTE sim-

ulation to the computation of the phonon generation spectrum calculated using the Monte

Carlo method. The simulator was utilized to study the hot spot temperature in bulk n-

channel MOSFET devices. In addition, the tool also provides a good understanding on

the heat generation and heat transport due to different phonon modes. They present, for

instance, that the optical phonon mode can be responsible for as much as 25% of the

heat transport in silicon, which in agreement with some works reported in the literature

(BEECHEM et al., 2010; TIAN et al., 2011). The main drawback of their approach, how-

ever, is that the simulator is able to perform only one-way simulations. In other words,

the temperature solution is not coupled back to the electric portion of the code and, thus,

it does not affect the carrier-phonon scattering and the charge transport. In this way, the

impact of self-heating on the device current cannot be captured by their tool.

More recently, Nghiem, Saint-Martin and Dollfus (2014) introduced a self-consist-
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ent electron-phonon transport model, which was applied to investigate self-heating effects

in a 20 nm-long double gate n-channel MOSFET. The developed phonon transport model

includes both the phonon generation rates given by the electron Monte Carlo simulation

and the decay of optical phonons into acoustic ones. The carrier transport was performed

by a particle-based Monte Carlo code, self-consistently coupled to a 2D Poisson’s equa-

tion solver, whereas the heat transport — based on the Boltzmann formalism — was

carried out in 1D. The authors provide detailed insights into electro-thermal effects in the

case study device, such as the impact on phonon distribution, lattice temperature, elec-

tric potential, carrier energy, and drain current. A comparison among the phonon models

presented in this subsection is provided in Table 3.1.

3.2.4 Phonon Monte Carlo Simulator

Phonon Monte Carlo simulations are commonly used for modeling extreme nano-

scale and hot-carrier devices. Basically, it utilizes the Ensemble Monte Carlo method to

perform both charge and heat transport in the semiconductor. Similarly to carriers, which

follow a gradient of electric field, phonons follow a gradient of temperature. Thus, the

heat transport is carried out accordingly. Phonons are treated as quasi-particles that carry

heat energy, obeying a corresponding Boltzmann transport equation, which can be used

to study their transport (SHAIK, 2016).

In addition, the concept of scattering tables is also employed within the thermal

phase of the tool, in order to generate the corresponding scattering rates for the phonon-

phonon interactions. Hence, this approach is typically able to account for phonon creation

and phonon annihilation processes as well. The main drawback of such type of tool,

however, is its own complexity and the computational cost the simulations may require.

A state-of-the-art tool developed for the study of heat transport by phonons which utilizes

the Monte Carlo method is presented in the work of Shaik (2016).

3.3 ASU Model Description

As earlier presented, in order to properly treat the lattice heating phenomenon

without making any approximations in the problem at hand, one has to solve the cou-

pled Boltzmann transport equations for the carrier and phonon systems together (VASI-
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Table 3.1: Comparison among the phonon models presented in Subsection 3.2.3.

Author
Device Dimensionality Does the model evaluate

Type
Channel Electrical Thermal Current Phonon temp. Heat

length module module degradation? non-equilibrium? generation?

Sinha et al. (2006) n-channel MOSFET 90 nm 2D 2D X X X

Rowlette and Goodson (2008) n+/n/n+ device 20 nm 1D 1D X X X

Hatakeyama and Fushinobu (2008) n- and p-channel MOSFETs 90 nm 2D 2D X X

Kamakura et al. (2010) n-i-n diode 10 nm 1D 1D X X

Ni et al. (2012) n-channel MOSFET 50 nm 3D 2D X X

Kamakura et al. (2014) n-i-n DG-MOSFET 12 nm 2D 1D X X

Nghiem et al. (2014) n-channel DG-MOSFET 20 nm 2D 1D X X X

This work p-channel MOSFET 24 nm 3D 3D X X X
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LESKA; GOODNICK; KLIMECK, 2010). In other words, one has to solve the coupled

carrier−optical phonons−acoustic phonons−heat bath problem, where each individual

sub-process involves different time scales and has to be addressed in a somewhat pecu-

liar manner and included in the global picture via a self-consistent loop (VASILESKA;

RALEVA; GOODNICK, 2008).

In addition, for a full physical understanding of the lattice heating dynamic in

semiconductors, phonon dispersion, and phonon polarization effects, as well as frequency-

dependent relaxation times, must be considered in the analysis (NARUMANCHI; MUR-

THY; AMON, 2004). However, the solution of the carrier-phonon coupled set of equa-

tions including all the aforementioned characteristics becomes a formidable task even for

today’s high-performance computing systems (VASILESKA; RALEVA; GOODNICK,

2008). Consequently, it is clear that simplifications in the global problem are needed.

In this way, if one is primarily focused on calculating the impact of self-heating

on the I-V characteristics of semiconductor devices, the heat generation and transport

can be treated in a more approximate manner, but still more accurate than the local heat

conduction model (VASILESKA; RALEVA; GOODNICK, 2010b). In this context, the

foundation of the ASU approach is the analysis performed by Lai and Majumdar (1996).

Starting from the phonon Boltzmann equations, they derived energy balance equations

separately for the optical phonon and the acoustic phonon baths. The quantities involved

in the process can be straightforwardly related to carrier transport parameters, but some

assumptions are necessarily made. Optical phonons are considered to have zero group

velocity, and constant relaxation times are used. Hence, it is assumed the heat transport is

isotropic.

Their analysis was firstly presented for electrons in gallium arsenide (FUSHI-

NOBU; MAJUMDAR; HIJIKATA, 1995) and in silicon (LAI; MAJUMDAR, 1996),

however, the same formulation can also be applied to holes in both material. Starting

from the principle of energy conservation, phonon energy balance equations in silicon

can be developed as follows. Under high electric fields, carriers lose energy to optical

phonons and optical phonons decay into acoustic phonons. Thus, the energy conservation

equations for optical and acoustic phonons can be written as (LAI; MAJUMDAR, 1996)

∂WOP

∂ t
=

(
∂Wc

∂ t

)
coll

+

(
∂WOP

∂ t

)
coll

(3.11)
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and
∂WA

∂ t
= ∇ · (κA∇TA)−

(
∂WOP

∂ t

)
coll

, (3.12)

where WOP, WA and Wc are optical phonon, acoustic phonon, and carrier energy densi-

ties, respectively, κA is the acoustic phonon thermal conductivity, and TA is the acoustic

phonon temperature1. Due to their zero group velocity, there is no heat flux associated

with the optical phonon mode and, thus, there is no divergence term on the right-hand

side of Equation 3.11. Hence, the phonon energy densities can also be associated with the

volumetric heat capacity of their respective mode, i.e.,

dWOP =COP ·dTOP (3.13)

and

dWA =CA ·dTA, (3.14)

where COP and CA represent the heat capacity of optical and acoustic phonons, respec-

tively, and TOP is the optical phonon temperature. The volumetric heat capacities COP and

CA can be estimated from the Einstein and Debye models (SZE, 2006), respectively.

The collision terms are expressed utilizing the relaxation time approximation,

which results in (FUSHINOBU; MAJUMDAR; HIJIKATA, 1995)(
∂Wc

∂ t

)
coll

=−
[

3
2

ρkB

(
Tc−Tph

τc−ph

)
+

1
2

ρm∗υ2
D

τc−ph

]
(3.15)

and (
∂WOP

∂ t

)
coll

=−COP
TOP−TA

τOP−A
, (3.16)

where ρ is the carrier concentration, kB is the Boltzmann constant, Tc is the carrier tem-

perature, m∗ is the effective mass, υD is the carrier drift velocity, and Tph can be either the

optical or acoustic phonon temperature, depending on which type of phonons the carriers

interact with. In the same way, τc−ph can be either carrier-optical phonon or carrier-

acoustic phonon relaxation time, whereas τOP−A stands for the optical phonon-acoustic

phonon relaxation time. Finally, combining the Equations 3.11−3.16, one gets

COP
∂TOP

∂ t
=

3
2

ρkB

(
Tc−TOP

τc−OP

)
+

ρm∗υ2
D

2τc−OP
−COP

(
TOP−TA

τOP−A

)
(3.17)

1The subscript coll means due to collisions.
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and

CA
∂TA

∂ t
= ∇ · (κA∇TA)+COP

(
TOP−TA

τOP−A

)
. (3.18)

The first two terms in the right-hand side of Equation 3.17 represent the energy

gain from the carriers, while the last term is the energy transferred to the acoustic phonons.

The latter appears as a gain term on the right-hand side of Equation 3.18, and the first term

on the right-hand side of this equation accounts for the heat diffusion.

Under low electric fields, however, the carriers do not possess enough energy to

interact with the optical phonons and, thus, lose their energy directly to the acoustic ones.

In this case, Equation 3.12 simplifies to

CA
∂TA

∂ t
= ∇ · (κA∇TA)−

(
∂Wc

∂ t

)
coll

(3.19)

and it can be rewritten as

CA
∂TA

∂ t
= ∇ · (κA∇TA)+

3
2

ρkB

(
Tc−TA

τc−A

)
+

1
2

ρm∗υ2
D

τc−A
, (3.20)

where τc−A stands for the carrier-acoustic phonon relaxation time. Carrier-phonon relax-

ation times are reported in the literature and they may range from 0.1 ps (FERRY, 2000)

to 0.3 ps (TIEN; MAJUMDAR; GERNER, 1998) for carrier-optical phonon, and from

6 ps to 10 ps for carrier-acoustic phonon interactions (TIEN; MAJUMDAR; GERNER,

1998).

Finally, in order to cover the situation when carriers interact with both optical and

acoustic phonons, Equation 3.18 must be expanded to account for the portion of carrier

energy lost directly to the acoustic phonon bath (TIEN; MAJUMDAR; GERNER, 1998).

In this way, the phonon energy balance equations can be expressed as

COP
∂TOP

∂ t
=

3
2

ρkB

(
Tc−TOP

τc−OP

)
+

ρm∗υ2
D

2τc−OP
−COP

(
TOP−TA

τOP−A

)
(3.21)

and

CA
∂TA

∂ t
= ∇ · (κA∇TA)+COP

(
TOP−TA

τOP−A

)
+

3
2

ρkB

(
Tc−TA

τc−A

)
, (3.22)

where the last term in the right-hand side of Equation 3.22 represents the energy loss to

the acoustic phonons. Nevertheless, if the carrier-acoustic phonon scattering is treated as

elastic, the computation of this term must be suppressed from the analysis (VASILESKA;

RALEVA; GOODNICK, 2008). Note that the acoustic phonon thermal conductivity κA
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Figure 3.2: Self-consistent loop scheme: exchange of variables between the electric and
thermal kernels (left panel), and choice of the proper scattering table (right panel).

Ensemble Monte
Carlo Device

Simulator

Phonon Energy
Balance Equations

Solver

TA

TOP

ρ
υD

Tc

Find carrier position p(i,j,k) in the grid

Find TA= TA(i,j,k) and TOP = TOP(i,j,k)

Select the scattering table with
"coordinates" (TA,TOP)

Generate a random number and
choose the scattering mechanism

for a given carrier energy

Source: Adapted from Vasileska, Raleva and Goodnick (2008).

and acoustic phonon temperature TA can be approximated to the lattice thermal conduc-

tivity κ and temperature TL, respectively.

Within the ASU approach, steady-state version of Equations 3.21 and 3.22 are

solved self-consistently within a thermal module. Parameters such as the ensemble carrier

drift velocity υD, carrier concentration ρ , and carrier temperature Tc are determined at the

electric portion of the simulator and then transferred to the thermal module, which is

responsible for solving the temperatures for acoustic and optical phonons. However, in

order to properly couple the fluid-like characteristic of the equations within the thermal

module with the particle-like characteristic of the variables stemming from the electric

module, both time and space averaging must be applied to these quantities. Hence, the

smoothing of such variables is necessary because most of the mesh points, especially

at the interface and pinch-off region, are rarely populated with carriers (VASILESKA;

RALEVA; GOODNICK, 2010b). The exchange of variables scheme between the two

kernels is depicted in the left panel of Figure 3.2.

As the lattice temperature is expected to vary along the device, it is unpractical to

calculate the scattering rate for each particle based on its temperature inside the Monte

Carlo loop. Rather than that, temperature dependent scattering tables are created for a

wide range of acoustic and optical phonon temperatures. Even though the calculation of

the scattering rate is no longer needed, the process of addressing these scattering tables

still involves additional steps to the Monte Carlo phase. Now, in order to choose ran-

domly a scattering mechanism for a given carrier energy, it is also necessary to find the



61

corresponding scattering table for a given temperature.

To do that, every time a scattering event takes place, the position of the carrier at

hand in the grid has to be found, in order to determine the acoustic and optical phonon

temperatures in the vicinity of the particle. With this information, a scattering table with

“temperatures coordinates” (TA,TOP) is selected and, according to the carrier energy, a

random scattering rate for a certain mechanism is read from that table. For temperatures

whose scattering table is not directly tabulated, an interpolation scheme is employed to

provide a better estimative of the scattering rate. This process is illustrated in the right

panel of Figure 3.2.

Regarding the simulation flow, the system starts at room temperature. Once the

steady-state is reached, the electric parameters start to be sampled for each iteration. Af-

ter a predefined time elapses, these variables are averaged and transferred to the thermal

kernel, which solves the phonon energy balance equations and updates the acoustic and

optical temperatures for each mesh point. By utilizing the temperatures provided by the

thermal module, the scattering routine at the electric kernel is then able to include the tem-

perature effect on the scattering rate as described above, which immediately affects the

charge transport. This process is repeated for several times during the simulation until the

desired convergence is achieved. In this way, both thermal and electric kernels are con-

stantly exchanging up to date parameters with each other, providing the self-consistency

needed for the study of self-heating effects on the I-V characteristics of semiconductor

devices.

The model described in this section has already been applied to the study of self-

heating effects in n-channel FD-SOI MOSFET devices (RALEVA et al., 2008; RALEVA

et al., 2012), heat transport in 22-nm channel length planar n-channel MOSFET devices

using multi-scale approach (SHAIK, 2016), and it is currently being implemented for n-

channel strained-silicon SOI MOSFET devices. In the first study, self-heating effects were

reported for SOI MOS transistors within a wide range of geometries. In a 25-nm channel

length device, for instance, self-heating can lead the hot spot temperature to exceed 600

K, causing the device on-current to reduce up to 17% its nominal (isothermal) value.
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4 DEVELOPMENT OF THE THERMAL MODULE

As discussed in Chapter 3, in order to make an isothermal Monte Carlo device

simulator capable of accounting for self-heating effects, the software demands the incor-

poration of additional modules, which will be responsible to deal with the temperature-

related phenomena. In addition, it is desirable that the electrical and the thermal kernel

of the tool are coupled self-consistently, which means that the quantities within a module

change with respect to the quantities in the other, and vice versa. A simulator that presents

such features is typically named as non-isothermal or even electro-thermal.

The very first version of the software expanded in this thesis was the isothermal

simulator developed by W. Gross (1999) during his Ph.D. studies within the Computa-

tional Electronics Research Group at Arizona State University, under the guidance of

Professor D. Vasileska. At that time, the code was used for the modeling and simulation

of deeply-scaled n-channel MOS transistors. Aiming the study of trap-related reliabil-

ity issues, such as Bias Temperature Instability and Random Telegraph Noise — which

chiefly affect p-channel devices —, V. Camargo (2016) modified W. Gross’s code in order

to make it capable of simulating p-channel MOS transistors. This latter version of the iso-

thermal simulator is, thus, the one that is being extended in this work. As in its previous

versions, the code was developed in Fortran language.

The construction of the modules that allows one to turn an electrical simulator into

an electro-thermal simulator is the subject of the present chapter, which is organized as

follows. Section 4.1 addresses the impact of the temperature on the scattering rates, as

well as the generation of the temperature-dependent scattering tables. Next, Section 4.2

details the implementation of the numerical solver for solving the phonon energy balance

equations at the steady state approximation. Finally, Section 4.3 focus on the silicon

thermal conductivity dependence on the temperature, whereas Section 4.4 addresses its

dependence on the doping and thickness of the silicon layer.

4.1 Temperature Dependent Scattering Tables

As presented in Section 2.1, the most relevant scattering mechanisms due to tran-

sitions for holes in silicon are the acoustic and non-polar optical phonon scattering. The
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scattering probability per unit of time of these mechanisms are given by

Ph,ac(E) =
E2

ackBTA

(2π)2h̄4
ρmυs

(
2m0

|A|h̄2

)3/2 √
E ′

1−β (E ′)

(
1+

2a2E ′+a1

1−β (E ′)

)
I(θ ,φ) (4.1)

and

Ph,op(E) =
D2

op(2m0)
3/2

2(2π)2ρmωoph̄3A3/2

[
NOP

NOP +1

] √
E ′

[1−β (E ′)]3/2

(
1+

2a2E ′+a1

1−β (E ′)

)
I(θ ,φ),

(4.2)

respectively (CAMARGO, 2016), where

I(θ ,φ) =
∫ 2π

0

∫
π

0

sin(θ)
(1±g(θ ,φ))3/2 dθdφ . (4.3)

Here, the function β represents the non-parabolicity of the bands, whereas g accounts for

the warping of the bands. NOP stands for the equilibrium optical phonon number and it is

given by Bose-Einstein distribution as

NOP =

[
exp
(

h̄ω

kBTOP

)
−1
]−1

, (4.4)

where ω is the phonon frequency and TOP is the optical phonon mode temperature. E ′ is

the final carrier energy and it is given by

E ′ = E− h̄ω−∆Eij, (4.5)

where ∆Eij represents energy gap between the initial band i and the final band j. The

description of the additional physical parameters and constants utilized for scattering rates

calculation is presented in Table 4.1.

From the set of equations presented earlier, it is clear that the scattering rates

for both acoustic and optical modes depend on the temperature. Acoustic phonon rate

depends linearly with the temperature T (see Equation 4.1), whereas non-polar optical

phonon rate depends on the equilibrium phonon number NOP which, in turn, depends on

the temperature TOP, as in Equation 4.4. The impact of the temperature on the phonon

scattering rates is depicted in Figure 4.1 and 4.2.

In order to evaluate the proper scattering rate for a given lattice or optical phonon

bath temperature, the scattering rates for both modes are calculated for a wide range of

temperatures. In this work, the temperature for the scattering rates calculation varies from
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Table 4.1: Description of the physical parameters and constants utilized for scattering
rates calculation.

Parameter Description

Eac Acoustic phonon deformation potential

Dop Optical phonon deformation potential

kB Boltzmann constant

T Temperature

m0 Electron rest mass

ρm Mass density

υs Sound velocity

A Inverse valence-band parameter

a1, a2 Energy dependent parameters

θ Carrier wave vector polar angle

φ Carrier wave vector azimuthal angle

h̄ Reduced Planck constant

ωop Optical phonon angular frequency

300 K to 500 K, in discrete steps of 5 K. These rates are then tabulated in temperature-

dependent scattering tables, as already presented in Section 3.3.

Figure 4.1: Acoustic phonon scattering rates for holes scattering from the heavy hole,
light hole, and split-off bands for temperatures of 300 K, 400 K, and 500 K.
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Figure 4.2: Non-polar optical phonon scattering rate for holes scattering from the heavy
hole band for temperatures of 300 K, 400 K, and 500 K.
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Figure 4.3: Histogram of the energy of the carriers during a simulation as a function of
the applied bias for a bulk MOSFET. The cumulative probability of the carrier energy
to exceed the ionization threshold energy is — according to the bias —, as much as
2.9×10−4% for VD =VG = 0.0 V, 1.5×10−3% for VD =VG =−0.5 V, 0.09% for VD =
VG =−1.0 V, 0.27% for VD =VG =−1.2 V, and 0.89% for VD =VG =−1.5 V.
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Besides the scattering due to transitions, at least two additional scattering mecha-

nisms are important for charge transport in silicon: Coulomb scattering and impact ion-

ization (JACOBONI; REGGIANI, 1983). In the present simulator, however, Coulomb

scattering is performed directly in the real-space, via carrier-carrier and carrier-impurity

interactions modeling, and thus, no thermal compensation is demanded. Scattering due to

impact ionization, in turn, is not taken into account in the code. For ultra-small devices,

the typical bias does not exceed 1.5 V and, thus, the carrier energy rarely overcomes the

ionization threshold energy (see Figure 4.3), which for holes is on the order of 1.8 eV

(ANDERSON; CROWELL, 1972).

4.2 Solving the Phonon Energy Balance Equations in 3D Coordinates

In order to obtain the acoustic and the optical phonon temperatures within the

device, the phonon energy balance equations have to be solved. As presented in Section

3.3, the phonon energy balance equations for the optical and the acoustic phonon baths

have the form

COP
∂TOP

∂ t
=

3
2

ρkB

(
Tc−TOP

τc−OP

)
+

ρm∗υ2
D

2τc−OP
−COP

(
TOP−TA

τOP−A

)
(4.6)

and

CA
∂TA

∂ t
= ∇ · (κA∇TA)+COP

(
TOP−TA

τOP−A

)
+

3
2

ρkB

(
Tc−TA

τc−A

)
. (4.7)

respectively. Since steady state regime is considered here, the dependence on time van-

ishes and the LHS of Equation 4.6 and Equation 4.7 can be expressed as

COP
∂TOP

∂ t
= 0 (4.8)

and

CA
∂TA

∂ t
= 0. (4.9)

Thus, Equation 4.6 can be rewritten as

COP

(
TOP−TA

τOP−A

)
=

3
2

ρkB

(
Tc−TOP

τc−OP

)
+

ρm∗υ2
D

2τc−OP
. (4.10)
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Finally, substituting Equation 4.9 and Equation 4.10 into Equation 4.7 yields

−∇ · (κA∇TA) =
3
2

ρkB

(
Tc−TOP

τc−OP

)
+

ρm∗υ2
D

2τc−OP
+

3
2

ρkB

(
Tc−TA

τc−A

)
(4.11)

and

TOP =

[
3
2

ρkB
Tc

τc−OP
+

ρm∗υ2
D

2τc−OP
+COP

TA

τOP−A

]
·
[
COP

1
τOP−A

+
3
2

ρkB
1

τc−OP

]−1

, (4.12)

respectively. The right-hand side of Equation 4.11 is commonly named forcing function

and determines the amount of heat that is being generated (or consumed) in the system.

The left-hand side, in turn, accounts for the heat diffusion in the structure, which is modu-

lated by the thermal conductivity κ of the material. Since in this work the acoustic phonon

scattering mechanism is defined as elastic, the last term of the RHS of Equation 4.11 was

properly neglected.

Nevertheless, solving analytically a second-order partial differential equation de-

fined in the continuum domain is unpractical, since it may involve an enormous number

of points to be evaluated. In this way, the continuous function has to be defined over a

finite domain and represented by a finite amount of data. In other words, the equation

must assume a discrete form in which its solution approximates the solution of the con-

tinuous one. This process is called discretization and it allows the differential equation to

be solved numerically.

There are several numerical recipes that can be employed to solve a discretized

equation, depending upon the complexity and size of the system which is represented.

For low and medium-sized systems, direct elimination techniques, such as the Gauss

elimination method and lower-upper (LU) decomposition method, are preferred (VASI-

LESKA; GOODNICK; KLIMECK, 2010). For large systems, iterative schemes such as

Successive Over-Relaxation (SOR) method (YOUNG, 1954), Conjugate Gradient method

(HESTENES; STIEFEL, 1952) and Multigrid method (BRANDT, 1973), are almost al-

ways used (VASILESKA; GOODNICK; KLIMECK, 2010). For the approach presented

in this thesis, however, the adopted numerical method was the Stone’s Strongly Implicit

Procedure (SIP) (STONE, 1968), since this method proved to be very efficient computa-

tionally for 3D systems which have to be repeatedly solved (GROSS, 1999).

In order to ensure the proper operation of the numeric solver, a variety of thermal

situations were tested. First, temperature diffusion across the test structure was simulated

considering uniform and non-uniform material thermal conductivity. Then, simulations
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were performed for the homogeneous and inhomogeneous cases as well, i.e., in the ab-

sence and in the presence of a heat source within the structure, respectively. The process

of validation of the thermal solver is presented in details in Appendix A.

4.3 Thermal Conductivity of Silicon Dependence on the Temperature

In order to preserve the self-consistency of the electro-thermal simulator, another

problem that has to be addressed properly is the silicon thermal conductivity dependence

upon the temperature. In a semiconductor, several types of carriers contribute to the heat

transport — such as phonons, photons, electron-hole pairs, and the separate electron and

holes (GLASSBRENNER; SLACK, 1964) — and it is known their individual contribution

to the thermal conductivity varies depending on the temperature of the material (SHANKS

et al., 1963).

In silicon, even in the presence of large concentrations of free charge carriers,

the thermal conduction is dominated by phonon transport (WEBER; GMELIN, 1991;

ASHEGHI et al., 2002). Consequently, the mechanisms which affect the thermal con-

ductivity are mostly associated with the scattering of phonons, such as phonon-phonon

scattering, phonon-boundary scattering, phonon-carrier scattering, and phonon-impurity

scattering (ASHEGHI et al., 2002). Phonon-boundary scattering is especially important

in thin films of silicon, whereas phonon-carrier and phonon-impurity scattering play an

important role at low temperatures, as it is presented further in this section.

Phonon-phonon scattering, in turn, dominates the thermal transport at high tem-

peratures, which in this context means 300 K and above. Basically, as the system becomes

hotter, the phonon population is increased, which causes the collision frequency among

phonons to be high. The increase of such collisions reduces the phonon mean free path

and restricts them to move from hot to cold regions and vice versa (VASILESKA; RAL-

EVA; GOODNICK, 2008). Since the energy transport decreases, the thermal conductivity

also decreases.

First attempts to characterize the behavior of the silicon thermal conductivity ac-

cording to the temperature were done in the 50’s, after the experimental measurements

of Rosenberg (1954), White and Woods (1956), Carruthers et al. (1957) and others. In

the same decade, Callaway (1959) developed a model which was able to explain the ther-

mal conductivity dependence on the temperature for semiconductors in general. In 1963,

Holland applied Callaway’s model to silicon (and germanium) and expanded Callaway’s
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approach to the high-temperature range as well. Holland’s model was then validated

through experimental measurements carried out by Glassbrenner and Slack, which were

published later, in 1964.

The models such those presented above are typically dedicated to cover a wide

range of temperatures for a certain material and they may depend upon several other ad-

ditional physical parameters besides the temperature itself. For the purpose of device

simulation, however, the range of temperatures in which the device is typically subject

is restricted. In this case, the thermal conductivity dependence on the temperature can

be appraised to a simple power law function, which in turn, depends solely on a few and

well-characterized parameters. In this context, simplified expressions for the modeling

of the silicon thermal conductivity along the temperature have been extensively proposed

in the literature (GAUR; NAVON, 1976; ADLER, 1978; CHRYSSAFIS; LOVE, 1979;

LETURCQ et al., 1987; PALANKOVSKI; SCHULTHEIS; SELBERHERR, 2001). In

this particular work, however, major attention is given to the models developed by Sel-

berherr (1984) and Lacroix, Joulain and Lemonnier (2005).

Selberherr’s approach is derived from the study of Glassbrenner and Slack (1964)

and its validity is limited for temperatures within the range from 250 K to 1000 K.

Lacroix, Joulain and Lemonnier’s approach, in turn, is derived from Monte Carlo cal-

culations and theoretical values, and it is valid for temperatures within the range from

200 K to 600 K. The expressions for the silicon thermal conductivity κSi dependence

on the temperature T are presented in Equation 4.13 and 4.14 for both Selberherr’s and

Lacroix’s models, respectively. Regarding the units of measurement, the temperature is

typically given in K while the thermal conductivity is given in W/mK.

κSi(T ) = 154.86 ·
(

T
300K

)−4/3

(4.13)

κSi(T ) =
exp(12.570)

T 1.326 (4.14)

A compilation of values for the silicon thermal conductivity along the tempera-

ture is shown in Figure 4.4, considering a temperature range from 200 K to 800 K. Solid

lines represent model predictions (HOLLAND, 1963; SELBERHERR, 1984; LACROIX;

JOULAIN; LEMONNIER, 2005), whereas the circles represent experimental data (SHA-

NKS et al., 1963; GLASSBRENNER; SLACK, 1964; MAYCOCK, 1967; FULKERSON

et al., 1968; PALANKOVSKI; SCHULTHEIS; SELBERHERR, 2001). Comparatively,
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Figure 4.4: Silicon thermal conductivity as a function of the temperature. Solid lines
represent model predictions and circles represent experimental data.
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the results for all the three aforementioned models are agreement with experimental data.

However, if one sets a temperature range from 300 K to 500 K — which is the interval

adopted here —, Lacroix, Joulain and Lemonnier’s formula is the one which results in the

best fit for this particular region of interest. Therefore, the modeling performed in the tool

presented here utilizes the relationship given by Equation 4.14.

4.4 Thermal Conductivity Dependence on the Silicon Doping and Thickness

Besides its dependence on the temperature, the thermal conductivity of silicon is

also a function of the doping and thickness of the silicon film. At low temperatures, where

the phonon-carrier and phonon-impurity scattering becomes important, the thermal con-

ductivity of heavily doped materials is strongly reduced, as it is shown in the work of

Asheghi et al. (2002). At room temperature and above, however, the thermal transport is

dominated by phonon-phonon scattering and the thermal conductivity is virtually inde-

pendent of the impurity concentration (WEBER; GMELIN, 1991).

The thickness of the film also plays a major role in silicon thermal conductivity.

For thin layers — with the thickness in the order of the phonon mean free path1 or less

—, the phonon-boundary scattering poses as the dominant scattering mechanism, and it

strongly reduces the thermal conductivity (ASHEGHI et al., 2002; JU, 2005). In addition,

1In silicon, the phonon mean free path is around 300 nm (ASHEGHI et al., 1998).
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the thermal conductivity is still dependent on the temperature even for these very thin

films, and taking this characteristic into account is particularly important for the study

and modeling of heat transport in SOI and FinFET devices.

In this context, Vasileska, Raleva and Goodnick developed a theoretical model that

accounts for the temperature and thickness dependence of the silicon thermal conductiv-

ity. They reported silicon thermal conductivity values for several temperatures and for a

wide range of thicknesses, and their results are in good agreement with experimental data,

as presented in Vasileska, Raleva and Goodnick (2010a).

For bulk technologies, however, the silicon layers are typically much thicker and,

consequently, the phenomenon is not observed (ASHEGHI et al., 1997).
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5 ELECTRO-THERMAL SIMULATION PROCEDURE

This chapter is dedicated to cover the electro-thermal simulation procedure. It

starts addressing the simulation flow in Section 5.1, which also presents a complete

flowchart of the tool. Next, the definition of the thermal boundary conditions is detailed

in Section 5.2. Section 5.3, in turn, presents the structure and characteristics of both bulk

and FD-SOI case study MOSFETs used in the scope of the present work. Section 5.4

addresses the optimization of some critical simulation parameters, such as the time step

and mesh size. Finally, Section 5.5 presents the I–V curves for the case study transistors

introduced in Section 5.3.

5.1 Simulation Flow

Figure 5.1 depicts the flowchart of the electro-thermal simulator, highlighting the

electric, thermal, and mixed building blocks. Regarding the thermal part, at the beginning

of the simulation, the scattering rates are tabulated in scattering tables for a wide range

of acoustic and optical phonon temperatures. Next, both acoustic and optical phonon

temperatures are initialized with a uniform initial temperature Tini that, for convenience,

is set to be equal to the heat sink temperature Tsink. This temperature is used in the

following temperature-dependent free flight routine.

Resolving the temperature for each iteration i is very time consuming and not

necessary. In this way, another loop (over j) is defined for this purpose in the simulation.

This loop is called temperature Gummel cycle. Only a few iterations j are performed in

a simulation. Basically, a simulation with total time tmax is divided into M time windows

of length tw. The temperature cycle is then executed only at the end of the window,

using the data sampled during the current time interval. In addition, the temperature loop

only starts to be performed after the simulation reaches the steady state, i.e., when the

simulation time t is larger than the transient time ttran.

Upon executed, the first task within the temperature Gummel cycle is averaging the

quantities of interest stemming from the sampling routine. After that, they are transferred

to the numerical solver, which solves the acoustic and optical phonon balance equations.

Next, the acoustic and optical phonon temperatures are updated for each grid point, as

well as the temperature dependent parameters. This temperature loop is performed until

the Mth time window is treated, which coincides with the end of the simulation. One
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important observation, however, is that non-uniform phonon temperatures at the free flight

stage are only possible after the first temperature Gummel cycle be performed (i.e., for

the 2nd, 3rd,...). For this reason, the current calculated within the first time window is not

subjected to lattice heating effects and, thus, it should be equal to the current evaluated

for an isothermal simulation at a uniform temperature Tsink.

5.2 Thermal Boundary Conditions

Boundary conditions play an important role in thermal simulations since the tem-

perature rise strongly depends upon them (LAI; MAJUMDAR, 1996). In addition, in

order to obtain realistic temperature profiles, the thermal boundaries must be specified

as close as possible to a typical operating condition. In this study, the thermal boundary

conditions are given as follows:

• The bottom of the device is assumed to be attached to a good heat sink, which

is kept at a constant temperature Tsink. Therefore, Dirichlet (CHENG; CHENG,

2005) — or fixed — boundary condition is applied to the bottom of the transistor.

The temperature Tsink is assumed to be 300 K unless otherwise specified.

• On all lateral sides of the device, Neumann (CHENG; CHENG, 2005) — or adia-

batic — boundary conditions are applied, i.e., it is assumed that no heat flow occurs

through the laterals of the transistor. This condition can be justified if one assumes

that the device under consideration does not operate alone. If neighboring devices

operate with nearly the same thermal dissipation, an adiabatic boundary represent a

good approximation of the real picture (RAMAN; WALKER; FISHER, 2003).

• On the top surface, the layers of oxide limit the temperature diffusion, being the

adiabatic boundary a good approximation of this condition (RAMAN; WALKER;

FISHER, 2003). Specifically in the simulation of SOI devices, however, the gate

electrode is assumed to play a major role on the transistor thermal performance

(RALEVA et al., 2008). In addition, if no heat is considered to be flowing through

the top surface of the structure, the silicon layer temperature delivered from the sim-

ulation will be unphysically overestimated, due to the negligible heat flow through

the buried oxide layer. In this way, the gate contact is treated as a fixed-temperature

boundary condition, in agreement with the treatment performed in commercial tools

(RALEVA et al., 2008). The heat dissipating through interconnects, in turn, is con-
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Figure 5.1: Flowchart of the electro-thermal simulator.
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sidered to be small (LEE; PALISOC; MIN, 1989) and, thus, it is neglected. In this

way, both source and drain metal contacts are left floating.

In a real operating chip, however, the lattice temperature is expected to be higher

than a single device lattice temperature, due to the power dissipation of all active devices

(LAI; MAJUMDAR, 1996). This situation can be simulated by increasing the substrate

boundary temperature Tsink. Hence, the efficacy of the gate as a heat sink and its impact

on the device performance can be extracted by adopting several different gate tempera-

tures in the simulations. The adopted boundary conditions are summarized in Figure 5.2,

according to the transistor structure.

5.3 Case Study Devices

In order to standardize the simulations to be performed in this work, case study

devices were specified for both bulk and FD-SOI technology. The structure of the sim-

ulated p-channel MOS transistors is depicted in Figure 5.3, which also highlights the

different regions that compose the devices. The physical dimensions shown in the figure

are summarized in Table 5.1.

Figure 5.3 also presents the most relevant points in the coordinate system along

the length−depth plane (xy-axes), which will be used in Chapter 6 for presenting some of

the results. Here, xS and xD represent the position along the length of the device where

the metallurgical junctions between the substrate and the source and drain regions are

formed, respectively. Likewise, the position where the junction between these regions

and the substrate occurs along the depth is defined by ySD. Although omitted in Figure

5.3, the width of the device is represented by W , which in the xyz coordinate system

extends itself from 0 to zmax.

Besides the geometry of the device and the characteristic physical constants of the

materials that constitute the transistor, specific simulation parameters for the device at

hand must be defined. The most important ones are summarized in Table 5.2. For the tool

presented here, a typical simulation of a p-channel MOS transistor requires between 2 and

3 ps to reach the steady state. Thus, the transient time ttran is chosen to be 5 ps. During this

part of the simulation, all sampled data are not used to compute the outputs. By utilizing

a time step of 0.1 fs per iteration, a simulation of 55 ps requires 550,000 iterations to be

completed. The choice of such a time step is detailed further in this chapter.
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Figure 5.2: Thermal boundary conditions for bulk (a) and FD-SOI (b) transistor structure.
For the sake of simplicity, the extension of the devices along the z-axis is omitted in the
figures.
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The computer time needed for completing a simulation is strongly dependent on

the number of mesh points of the system to be evaluated. In this regard, the number of

mesh points in the bulk of the transistor was defined according to its physical dimensions

in such a way a uniform mesh spacing ∆ of 4.0 nm was obtained for all directions. This
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Figure 5.3: Bulk (a) and FD-SOI (b) case study device structure: transistor dimensions,
regions, and coordinates in the length-depth (xy-) plane. For the sake of simplicity, the
extension of the devices along the z-axis is omitted in the figures.
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distance was chosen aiming to minimize self-forces in the mesh, and it also provides

suitable smoothness and resolution for the quantities defined in the discrete domain. For

the oxide region, however, the thickness tOX was divided uniformly in 5 and 8 mesh points

along the y-axis for bulk and FD-SOI, respectively, since in this region a more detailed
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Table 5.1: Physical dimensions of the bulk and FD-SOI case study MOSFETs.

Parameter Bulk FD-SOI Unit

Source region length LS 24.0 24.0 nm

Drain region length LD 24.0 24.0 nm

Gate length LG 24.0 24.0 nm

Contact length LC 20.0 20.0 nm

Total device length LT 72.0 72.0 nm

Junction depth DJ 20.0 – nm

Total silicon depth DT 100 – nm

Silicon layer thickness tSi – 12.0 nm

Buried oxide thickness tBOX – 52.0 nm

Device width W 100 100 nm

Gate oxide thickness tOX 1.2 2.0 nm

profile of the vertical field is desirable.

The simulation computational cost also grows with the number of particles in the

system. In this way, net impurity concentrations larger than 1019 cm−3 for source and

drain regions are prohibitive if one aims reasonable simulation times1. Since the devices

have poor channel engineering (e.g., no halo implants), a substrate doping ND of as much

as 5.0×1018 cm−3 was used to prevent excessive leakage currents and short channel ef-

fects.

One may argue, however, that ND = 5.0× 1018 cm−3 is a reasonable substrate

concentration for a bulk device, but it is a excessively high doping for an FD-SOI device,

which may cause it to operate partially depleted. In practice, an SOI device will operate

fully depleted when the depletion depth tdep overcomes the physical silicon thickness tSi,

so a neutral region no longer exists between the source and drain (EBINA et al., 2000).

The depth of the depletion region can be related to the substrate doping Nsub as (PELLOIE,

1997)

tdep =

√
4εSiφf

qNsub
, (5.1)

where εSi is the silicon permittivity, and φf is the Fermi potential and it is given by

φf =
1
q

kBT ln
(

Nsub

Ni

)
. (5.2)

1Considering the transistor width W is in the order or larger than 100 nm.
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Table 5.2: Main simulation parameters for bulk and FD-SOI case study MOSFETs.

Parameter Bulk FD-SOI Unit

Transient time ttran 5.0 5.0 ps

Simulation time tmax 55 55 ps

Time step ∆t 0.1 0.1 fs

Monte Carlo iterations N 5.5×105 5.5×105 –

Thermal Gummel Cycles M 10 10 –

Mesh points along x-axis imax 18 18 –

Mesh points along y-axis jmax 25 16 –

Mesh points along z-axis kmax 25 25 –

Mesh points in the gate oxide jOX 5 8 –

Maximum number of carriers Ncar 5.0×104 5.0×104 –

Mesh spacing ∆ 4.0 4.0 nm

Source/Drain doping NA 1.5×1019 1.5×1019 cm−3

Substrate doping ND 5.0×1018 5.0×1018 cm−3

Intrinsic doping Ni 1.5×1010 1.0×1010 cm−3

Initial temperature Tini 300 300 K

Heat sink temperature Tsink 300 300 K

For a substrate doping of 5.0×1018 cm−3, tdep is approximately 16 nm, so a silicon layer

with thickness tSi = 12 nm was adopted. Additionally, preliminary SOI device simula-

tions showed that the concentration of majority carriers is larger than the concentration of

minority carriers for all over the extension of the device, characterizing the fully depleted

operation.

Finally, the buried oxide thickness tBOX was chosen with regard on the case study

FD-SOI device proposed by Raleva et al. (2008), and the gate oxide thickness tOX was

extended to 2.0 nm aiming the adjustment of the threshold voltage. Hence, both the initial

Tini and heat sink Tsink temperatures were set at room temperature, i.e., 300 K.

5.4 Optimization of Simulation Parameters

This subsection addresses the optimization of some key simulation parameters,

such as the thermal solver tolerance, the time step used in the simulations, and the mesh

spacing for the real space discretization. These parameters directly impact the simula-

tion output and numerical stability, so they must be properly tuned. By the end of the
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subsection, the evolution of the number of particles in the simulation with time is also

presented.

5.4.1 Thermal Solver Tolerance

When dealing with numerical solvers, one must establish a good compromise be-

tween the computational cost required to solve the system and the desired accuracy of

the solution. For this reason, the tolerance of a solver has to be chosen wisely, in order

to deliver a reliable value for the solution and avoiding the excessive expense of compu-

tational resources at the same time. Attempting to obtain such an optimal tolerance for

the thermal solver, the Equation 4.11 was solved for an arbitrary forcing function and for

different values of the tolerance. The maximum temperature of the system and the num-

ber of iterations need to achieve the solution were extracted as a function of the solver

tolerance. The results are depicted in Figure 5.4.

The solution of the system is strongly dependent on the solver tolerance for values

in the range of 10−1 K to 10−3 K. As the tolerance approaches to 10−4 K, such depen-

dence is significantly reduced, and for values beyond that point, the dependence of the

solution on the solver tolerance is negligible. Similarly, the number of iterations required

to evaluate the solution of the system also depends upon the tolerance, as expected. The

system is solved very quickly for tolerances up to 5.0× 10−1 K. For lower values, the

number of iterations starts to increase logarithmically as the tolerance decreases, up to

around 1.6× 10−4 K. If the tolerance is even more reduced, the number of iterations

continues to increase in a logarithmic fashion, but with a more aggressive slope. Conse-

quently, there is no practical reason to use a thermal solver tolerance lower than 10−4 K,

since the gain on the accuracy of the solution is negligible, and the number of iterations

needed to resolve the system is largely increased.

5.4.2 Time Step

The magnitude of the time step plays a major role for Monte Carlo simulations.

Ideally, it should be as small as possible, but in practice, it just needs to be small enough to

prevent oscillations that could arise from the particles traveling too far without updating

the field (GROSS, 1999). In other words, if the time step is too large, the carriers are



82

Figure 5.4: Hot spot temperature (left panel) and number of iterations needed to solve the
heat equation (right panel) as a function of the solver tolerance.
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driven by erroneous values of the electric field by the most part of the time, causing the

simulation to deliver unrealistic outputs.

For the sake of numerical stability, the time step is generally correlated to the mesh

size, which is, in turn, associated with the Debye length (VASILESKA et al., 2008). In

addition, the time step must be much smaller than twice the inverse plasma frequency ωp

of the system (HOCKNEY; EASTWOOD, 1988, chapter 7), i.e.,

∆t� 2
ωp

, (5.3)

where the plasma frequency can be defined as (FISCHETTI; LAUX, 1988)

ωp =

√
q2ρ

εSim∗
. (5.4)

Here, q is the elementary charge, ρ is the carrier concentration, εSi is the silicon permit-

tivity, and m∗ is the carrier effective mass. In determining the appropriated time step of

a simulation, ρ must be the highest carrier concentration found in the simulated device.

Similarly, for multi-valley or multi-band semiconductors, the value of m∗ to be used cor-

responds to the smallest effective mass encountered by the carriers (VASILESKA et al.,

2008).

The main drawback of very small time steps is that the simulation becomes more

computer time consuming, i.e., a larger number of iterations N is needed to reach a given
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Figure 5.5: Average carrier energy as a function of the time step for different biases. Error
bars are not shown since they are smaller than the marker size.
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simulation time tmax, since tmax = N∆t. For a device with peak carrier concentration on

the order of 1019 cm−3, the typical time step should be on the order of femtoseconds

or less (GROSS, 1999). In this case, ωp can be as high as 130 THz2 and, thus, the

time step should be much smaller than 15 fs. In the literature, reliable simulation results

are presented for ∆t = 0.1 fs (GROSS; VASILESKA; FERRY, 2000) and ∆t = 0.2 fs

(FISCHETTI; LAUX, 1988) for the same doping level.

In order to determine a proper value for the time step to be used in the simulations,

a set of 10 bulk case study devices were simulated at three different biases with the sim-

ulation time step varying from ∆t = 0.01 fs to ∆t = 1 fs. The output quantity monitored

in these simulations was the average carrier energy since it impacts directly the scattering

probability of the carriers and the magnitude of the heat generation within the device. As

presented in Figure 5.5, the average carrier energy changes with respect to the time step

and bias. By adopting a time step of 0.01 fs, the accuracy of the outputs is maximized

for all biases, but it would result in extremely time-consuming simulations. In this way,

aiming to keep a good compromise among numerical stability, accuracy and simulation

time, a time step of as much as 0.1 fs was chosen.

2For p-type semiconductor and considering the light hole effective mass, i.e., m∗ = 0.16m0.
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5.4.3 Mesh Size

Another parameter related to the simulation stability and the accuracy of the out-

puts is the mesh spacing used for the discretization of the simulation domain. Monte

Carlo simulators typically obey a general rule that establishes the largest mesh spacing

∆max within the simulation domain should not exceed the Debye length λD (VASILESKA

et al., 2008), which is given by (ZEGHBROECK, 2011)

λD =

√
εSikBT

q2N
, (5.5)

where N can be either ND for n-type or NA for p-type devices. For the sake of numer-

ical stability, the Debye length can be related to the plasma frequency ωp as (RAMBO;

DENAVIT, 1993)

λD =
1

ωp

√
kBT
m∗

. (5.6)

For those simulation tools in which the charge assignment is performed via the P3M

algorithm — which is the case here —, the aforementioned criteria are not a restriction

(WORDELMAN; RAVAIOLI, 2000): the Debye length is still used in the simulation, but

as a normalization (scaling) factor only.

The mesh spacing used in the simulations was chosen aiming the minimization of

the self-force. In the context of device simulation, self-force refers to an artificial force a

charge may exert upon itself when it is represented in a discretized domain (FISCHETTI;

LAUX, 1988). This artificial force may lead to artificial energy in the system, and it is

known to increase as the mesh size decreases (HOCKNEY; EASTWOOD, 1988).

In this way, a set of 10 bulk case study devices were simulated for several values of

mesh spacing, from ∆ = 1.5 nm to ∆ = 10 nm, considering ∆t = 0.1 fs and VD =VG = 0.0

V. The average carrier energy as a function of the mesh spacing is presented in Figure

5.6. Note that self-energy (which arises from self-force) is minimized by adopting a mesh

spacing between 3.5 nm to 4.5 nm. For lower values, the artificial energy largely in-

creases as the mesh spacing decreases. For larger mesh sizes, in turn, the self-energy also

increases, but with an indefinite behavior, indicating that the stability of the simulation is

possibly compromised. In this way, a mesh size ∆ = 4.0 nm was adopted. Although the

average carrier energy dependence either on the mesh size or the time step are aside from

the main focus of this thesis, it will be subject of future studies.
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Figure 5.6: Average carrier energy as a function of the mesh spacing for VD = 0.0 V and
VG = 0.0 V.
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5.4.4 Number of Particles in the Simulation

In the scope of the approach presented in this thesis, the number of particles (i.e.,

carriers) in the simulation cannot be specified to be constant. Basically, this parameter

is determined by the physics itself, and so, the tool uses as many carriers as it needs.

However, a maximum number of carrier Ncar is defined, in order to avoid unnecessary

computer time expense in those routines which go over the entire stack of particles (used

and not used) of the system.

At the beginning of the simulation, the number of particles in the system is de-

termined according to the doping, i.e., each impurity atom (acceptor for holes and donor

for electrons) is assumed to "generate" a free carrier in average. This process, however,

might create extra net charge within the device. As the simulation evolves, on the other

hand, the algorithm starts to delete (or inject) additional particles, aiming to reach charge

neutrality. After some transient time, the number of carriers being used in the simulation

converges to a nearly constant value. The evolution of the number of carriers in time is

depicted in Figure 5.7.

The amount of particles in a simulation also changes with respect to the Fermi level

of the semiconductor. In this way, by changing either the impurity concentration or the
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Figure 5.7: Number of particles (carriers) being used in the simulation along time.
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bias, the number of carriers changes accordingly. This behavior is clearly seen in Figure

5.7. In the tool presented here, only majority carriers are treated as particles. Minority

carriers, which are also important within the simulation, are accounted and represented as

a distributed quantity (i.e., a distributed variable and not a discrete particle), and evaluated

via Fermi-Dirac statistics.

5.5 Device Characterization

Before proceeding to the electro-thermal simulations, the I−V characteristics of

the case study devices presented in Section 5.3 were extracted, in order to ensure the sim-

ulated devices were properly defined. To do that, two different sets of simulations were

performed for each structure: one set dedicated to exploring the drain current dependence

on the gate voltage, i.e., ID×VG; and the other one for exploring the drain current depen-

dence on the drain voltage, i.e., ID×VD.

For the ID×VG simulations, three different drain biases were used: VD = −50

mV, VD = −100 mV, and VD = −150 mV. The gate voltage VG was swept from 0.5 V

to −1.5 V in steps of 0.1 V, covering thus all the device operation regions, i.e., from

accumulation to strong inversion. The extracted ID×VG characteristics of the case study
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Figure 5.8: ID×VG characteristics of the case study transistors: bulk (a) and FD-SOI (b)
MOSFETs.
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devices are depicted in Figure 5.8, where each point in the curve represents the average

obtained from 10 samples. Applying the linear extrapolation method (ORTIZ-CONDE

et al., 2002), it can be inferred from the plot that the device threshold voltage VTH lays

around −0.2 V for both bulk and FD-SOI transistors.

For the ID×VD simulations, in turn, the characteristics were extracted for three

different gate voltages, namely VG = −0.5 V, VG = −0.7 V, and VG = −1.0 V, all of them

biasing the transistors in the strong inversion region. The drain voltage VD was swept
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Figure 5.9: ID×VD characteristics of the case study transistors: bulk (a) and FD-SOI (b)
MOSFETs.
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from 0.0 V to −1.5 V, also in steps of 0.1 V. The extracted ID×VD curves are depicted

in Figure 5.9, for both bulk and FD-SOI transistors. As one can observe in the plots, the

case study transistors displayed proper characteristic curves, qualitatively in agreement

with those expected for a MOSFET device. Note, however, that the slope of the ID×VD

curves at the saturation region is not negligible, as one may desire. This behavior is due

to the intrinsic and relatively high contact resistance.
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6 RESULTS AND DISCUSSION

Aiming to analyze the proper operation of the simulator and to validate the sim-

ulation model proposed in this thesis, both bulk and FD-SOI MOSFETs were simulated

for a variety of situations, i.e., considering several doping configurations, device geome-

try, and biases. In this chapter, however, the results are presented only for the case study

structures introduced in Section 5.3. Most part of the results were extracted adopting a

bias point of VG =−1.0 V and VD =−1.0 V, biasing the transistor in the saturation region.

These applied voltages represent a typical biasing condition for the characteristic lengths

of the device (TAUR; WANN; FRANK, 1998; SAHA, 2001). A portion of the results,

however, was extracted as a function of the bias point.

First, the impact of self-heating on the case study devices was simulated, and the

results are presented in Section 6.1 and Section 6.2 for bulk and FD-SOI transistors, re-

spectively. Each one of these sections starts presenting a few general extracted parameters

pertaining to the respective case study device operation. Then, temperature profiles for

both acoustic and optical phonons, as well as the heat generation distribution within the

structure are presented. The sections end addressing the impact of the self-heating on the

device current capability. Besides the thermal analysis performed utilizing the phonon

energy balance (PEB) model, some results evaluated via the Joule heating model are

also presented for comparison. Section 6.3, in turn, presents results pertaining particle-

based simulations of charge traps, as well as the interplay between self-heating effects

and charge trap activity. The results presented herein show that the tool is suitable for

performing relevant case study simulations.

6.1 Electro-thermal Simulations of Bulk MOSFETs

6.1.1 Carrier Profiles

Before proceeding to the analysis of the thermal results, some general parameters

of the case study device were extracted for the isothermal condition, such as the carrier

energy, carrier drift velocity, carrier travel time, electric field, carrier temperature and

carrier density along the transistor structure. These data are presented and discussed in

the following. Note that these data correspond to averages of an ensemble of devices, so

eventual fluctuations can be seen. These fluctuations can be related, for instance, to the
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random nature of the Monte Carlo algorithm or even the RDF effect.

Figure 6.1 and Figure 6.2 depict respectively the average carrier energy Eavg and

carrier drift velocity υD as a function of the position along the transistor length. For a

given position along the length x, these quantities are calculated as the summation of

the quantity along the depth y and width z, and then, normalizing the sum by the carrier

concentration ρ , i.e.,

Eavg(x) =
∑

ymax
y=0 ∑

zmax
z=0 Eavg(x,y,z)

∑
ymax
y=0 ∑

zmax
z=0 ρ(x,y,z)

(6.1)

and

υD(x) =
∑

ymax
y=0 ∑

zmax
z=0 υD(x,y,z)

∑
ymax
y=0 ∑

zmax
z=0 ρ(x,y,z)

. (6.2)

Unlike other plots in this section, these characteristics are better visualized in 1D rather

than in 3D. Regarding the carrier energy, it is possible to note that carriers at the source

region exhibit an energy level which is close to 3/2kBT . As they move towards the junc-

tion and enter into the conduction channel — driven by the electric field —, their energy

rapidly increases, and it peaks at the junction between the channel and the drain region.

As carriers enter into the drain region, they promptly start to lose energy due to the in-

creased number of collisions. At a certain point within the drain region, however, the

carrier energy starts to stabilize at a certain level, which is slightly higher than the energy

level at the source, due to the applied voltage. Additionally, the carrier energy can be

directly translated into carrier temperature, which is depicted in Figure 6.5.

Regarding the total carrier drift velocity υDt, presented in Figure 6.2, its dominant

component is the velocity along the x-axis (length) υDx due to the intense lateral electric

field. Along the y-axis (depth), carriers also exhibit significant velocity at some regions,

due to the vertical electric field. Negative velocity along such direction means that the

carriers are moving from the substrate towards the Si/SiO2 interface, and positive values

mean the opposite. At the contacts, for instance, the velocity along the y-axis is typically

negative since the carriers are leaving the device bulk and entering the metal contact. The

velocity along the z-axis (width) υDz, in turn, is virtually negligible, since there is almost

no electric field gradient in that direction. An average snapshot of the electric field profile

across the transistor structure is depicted in Figure 6.3.

Another parameter extracted from the simulations was the time a carrier takes to

go from the source region to the drain region. The distribution of the carrier travel time

is presented in Figure 6.4, which also highlights the travel time for a particle traveling
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Figure 6.1: Average carrier energy as a function of the position along the transistor length
for 100 case study bulk MOSFETs at VD =VG =−1.0 V.
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Figure 6.2: Average carrier drift velocity as a function of the position along the transistor
length for 100 case study bulk MOSFETs at VD =VG =−1.0 V.
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at the velocity saturation and at the thermal velocity limits1. It is possible to note that a

1At 300 K, the hole saturation velocity υDsat in silicon is in the order of 0.7×105 ms−1 for electric fields
up to 5×106 Vm−1(CANALI; OTTAVIANI; QUARANTA, 1971), but it can be as high as 0.96∼ 1.06×105

ms−1 for electric fields larger than 2×107 Vm−1 (SEIDEL; SCHARFETTER, 1967), which is the case here.
Considering a channel with length LG = 24 nm, the time spent by a certain particle to cross it, traveling at
υDsat, is tsat ≈ 2.4×10−13 s. Hole thermal velocity was assumed to be 1.65×105 ms−1(IOFFE, 2018).
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Figure 6.3: Average electric field profile as a function of the position along the transistor
length and depth for 100 case study bulk MOSFETs at VD =VG =−1.0 V.

Source: author.

Figure 6.4: Distribution of the carrier travel time from source to drain as a function of the
bias for 100 case study bulk MOSFETs.
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portion of the carriers crosses the channel ballistically, at very short times (t ≤ 10−13 s). A

significant portion of the carriers crosses the channel with velocities slightly higher than

the saturation velocity (i.e., t < tsat), indicating the occurrence of velocity overshoot effect
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Figure 6.5: Average carrier temperature along the transistor structure for 100 case study
bulk MOSFETs at VD =VG =−1.0 V.

Source: author.

Figure 6.6: Average carrier concentration along the transistor structure for 100 case study
bulk MOSFETs at VD =VG =−1.0 V.

Source: author.

(LAUX; FISCHETTI, 1997; SINITSKY et al., 1997). On the other hand, there is also very

sluggish carriers, which take one order of magnitude or higher times to travel the same

distance. By increasing the bias, the travel time does not reduce significantly, i.e., the
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distribution practically does not shift horizontally in Figure 6.4; the current is increased

since the number of particles traveling at higher velocities increases (the distribution shifts

vertically).

Finally, Figure 6.6 depicts the carrier density along the case study transistor. At the

source and drain regions, the concentration remains close to the net doping concentration

|NA−ND|, as expected. Hence, the inversion layer at the channel region is noticeable, and

the pinch-off region, characteristic of devices operating in strong inversion condition, is

clearly visible.

It shall be reinforced, however, that the data regarding the device electrical char-

acteristics presented in this subsection are not a novelty. Instead, they emphasize and

reaffirm the proper operation of the case study bulk device. Additionally, these data are

helpful to explain some of the results presented further in the present section.

6.1.2 Temperature Profiles

One of the most important results that can be extracted from an electro-thermal

simulation is the temperature profile. It provides, basically, the temperature distribution

across the device; the hottest and coldest spots in the structure. This information is help-

ful, for instance, to determine where in the transistor the charge transport is more or less

affected by the temperature.

In this regards, Figure 6.7 depicts the acoustic phonon (lattice) temperature profile

for the case study transistor evaluated via the PEB model (TPEB) and Joule heating model

(TJ·E), respectively2. For both cases, the temperature rise peaks on the drain region of

the device, as expected (LAI; MAJUMDAR, 1996; RAMAN; WALKER; FISHER, 2003;

POP et al., 2001; RALEVA et al., 2012). The characteristics of the temperature hot

spot, however, differs from model to model. While for the PEB model the hot spot is

found to be spread out along the drain region, for the Joule heating model the hot spot

is located exactly at the junction between the conduction channel and the drain region,

where both electric field and carrier drift velocity are maximum. Hence, for this particular

bias condition, the temperature rise calculated from the PEB model is found to be slightly

higher than the temperature rise extracted via the PEB model.

Figure 6.8 presents the optical phonon temperature profile within the transistor.

2Since the thermal transport is treated in steady-state, the plots present the temperature at the thermal
equilibrium.
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Figure 6.7: Average acoustic phonon (lattice) temperature profile evaluated via the PEB
model (a) and Joule heating model (b) for 100 case study bulk MOSFETs at VD = VG =
−1.0 V.

(a)

(b)

Source: author.

Unlike the acoustic phonon temperature, optical phonon temperature hot spot appears

to be more distributed across the channel of the device. Analyzing the expression for

the optical phonon temperature, given in Equation 4.12, one may infer that, assuming

constant carrier concentration ρ , the optical phonon temperature is expected to follow
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Figure 6.8: Average optical phonon temperature profile for 100 case study bulk MOSFETs
at VD =VG =−1.0 V.

Source: author.

the carrier temperature Tc. On the other hand, assuming uniform carrier temperature, the

optical phonon temperature is expected to follow the carrier concentration. However, in

a practical situation, the transistor typically presents non-uniform concentration and non-

uniform carrier temperature. In this case, the optical phonon temperature will follow the

product of ρ and Tc. Therefore, as the carrier concentration peaks at the source end of the

channel and the carrier temperature peaks at the drain end of the channel, optical phonon

temperature is more pronounced between those regions. In the regions where either the

carrier concentration is small or the carrier temperature approaches 300 K, the optical

phonon temperature approaches the acoustic phonon temperature, as expected.

One may argue, however, that the phonon temperature rises extracted for the case

study device are quite modest, mainly the acoustic phonon one, which increases roughly 4

K. This occurs due to the fact that the temperature rise is strongly dependent on the biasing

conditions. Figure 6.9 depicts the peak temperature for both acoustic and optical phonons

as a function of the applied bias. Note that for higher biases, for instance VD =VG =−1.5

V, acoustic phonon temperature may exceed 310 K, whereas the optical phonon temper-

ature can reach 340 K. For the highest drain biases, the peak temperatures TPEBs and TJ·E

slightly deviate from each other. This occurs because, for the Joule heating model, the

heat dissipation is concentrated at the channel-drain junction and, thus, it induces larger

temperature rise in that location. The heat dissipation evaluated via the phonon energy
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Figure 6.9: Average acoustic phonon (lattice) peak temperature (a) and optical phonon
peak temperature (b) as a function of the applied bias for 100 case study bulk MOSFETs.
Error bars are in the order of the marker size and are not shown.

(a)

(b)

Source: author.

balance model, on the other hand, is more spread out along the drain region, so a smaller

temperature increment is expected.



98

6.1.3 Heat Generation Profile

The heat generation3 within the transistor can also be extracted and it provides

insights about the temperature hot spot location and power dissipation, for example. It is

expected that the temperature rise peaks at or nearly the region with the most intense heat

dissipation. Hence, by integrating the heat generation over the volume, one may obtain

the total power that is being dissipated as heat.

In the regard of the phonon energy balance model, the amount of heat generated

HPEBs is given by the RHS of Equation 4.11, which is rewritten here for the sake of

convenience.

HPEBs =
3
2

ρkB

(
Tc−TOP

τc−OP

)
+

ρm∗υ2
D

2τc−OP
. (6.3)

Note that in Equation 6.3 the acoustic phonon contribution on the heat generation is prop-

erly neglected. Hence, the carrier-optical phonon relaxation time τc−OP used in the simu-

lations for the bulk case study device was 0.2 ps.

Similarly, for the Joule heating model the heat generation can assume any form

between Equation 3.4 and Equation 3.9. Nevertheless, Monte Carlo simulators are typ-

ically unable to properly deal with generation/recombination processes. Thus, the heat

generated through the Joule heating model HJ·E in the scope of this work was computed

via the most straightforward approach, i.e.,

HJ·E = J ·E. (6.4)

Note that the current density J is given by (ZEGHBROECK, 2011)

J = qρυD, (6.5)

and, thus, the heat generation HJ·E can be rewritten as

HJ·E = qρ(υD ·E). (6.6)

The volumetric heat generation H within the transistor evaluated through the two

models presented above is depicted in Figure 6.10. From the PEB model, the heat genera-

tion across the device is found to be maximum at the interface and it is spread out through

the device, extending itself from the source-channel junction, where it peaks due to the

3In a 3D domain, the heat generation is often called volumetric heat generation. Its usual unit is Wm−3.
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Figure 6.10: Average volumetric heat generation within the transistor evaluated via
phonon energy balance model (a) and Joule heating model (b) for 100 case study bulk
MOSFETs at VD =VG =−1.0 V.

(a)

(b)

Source: author.

carrier concentration, up to the drain region. Conversely, for the Joule heating model the

heat generation also peaks at the interface, however, it is more pronounced in the vicinity

of the source-channel, where the carrier concentration peaks, and channel-drain junction,
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Figure 6.11: Average heat generation along the transistor length according to the PEB
model and Joule heating model for 100 case study bulk MOSFETs at VD =VG =−1.0 V.
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where the electric field and the carrier drift velocity peak. For both models, the volumet-

ric heat generation is on the order of 1018 Wm−3, which is consistent with literature data

(POP; SINHA; GOODSON, 2006; NI et al., 2012).

In order to understand the reason why the lattice temperature rise peaks at the drain

side of the transistor even though the volumetric heat generation may peak at the source

side, one has to calculate the heat generation along the transistor length (x-axis), which is

given by

H(x) =
∫ ymax

0

∫ zmax

0
H(x,y,z) ·dydz. (6.7)

The calculated curves are depicted in Figure 6.11 for both the PEB model and the Joule

heating model.

When represented in 1D, one may observe that the heat generation no longer peaks

at the source end of the channel. For the PEB model, the yielded curve has two well-

defined peaks; one where the carrier concentration peaks and another where the carrier

temperature peaks (see Figures 6.5 and 6.6). Similarly, the curve evaluated through the

Joule heating model presents also two well-defined peaks; one where the carrier concen-

tration peaks, and another where the carrier drift velocity and electric field peaks. Note

that, for both models, the larger portion of the heat is being generated in the drain side of

the transistor, where the temperature hot spot was found to be located.
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Figure 6.12: Average power supplied to the transistor (line) and average power dissipated
as heat (squares) for each thermal model as a function of the applied bias for 100 case
study bulk MOSFETs. Error bars are not shown.
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Similarly to the integration performed to evaluate the curves depicted in Figure

6.11, by integrating the volumetric heat generation H over the total volume of the device

V , one can obtain the total power P that is being dissipated as heat, i.e.,

P =
∫

H ·dV. (6.8)

For the sake of energy conservation, however, the power dissipated must be approximately

the same, in spite of the model utilized for the computation of the heat generation term.

Moreover, the power dissipated as heat has to be also very close to the electric power

supplied to the device. In this context, Figure 6.12 depicts the transistor power dissipation

for several bias points, from accumulation to strong inversion region. The electric power

consumed by the transistor is shown as the product VDS · IDS, whereas PPEBs and PJ·E stand

for the total power dissipated as heat calculated via phonon energy balance model and

Joule heating model, respectively. For the entire range of simulated biases, the power

dissipated yielded from both models is in agreement with power consumed by the device.
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Table 6.1: Average drain current for isothermal and non-isothermal simulations as a func-
tion of the applied bias for 1000 case study bulk MOSFETs. The current variation for
each case is calculated over the current extracted from the isothermal simulation with
Tsink = 300 K.

Simulation Type
Average drain current [µA/µm] vs Bias

VG =−1.0 V VG =−1.5 V

VD =−1.0 V VD =−1.5 V

Isothermal Tsink = 300 K 339.29 — 376.75 — 696.60 —

Non-iso (J·E model) 338.59 −0.21% 375.19 −0.41% 691.39 −0.75%

Non-iso (PEB model) 338.12 −0.34% 375.35 −0.37% 691.40 −0.75%

Isothermal Tsink = 320 K 335.98 −0.97% 373.03 −0.99% 688.06 −1.22%

6.1.4 Impact of Self-heating on the bulk MOSFET On-Current

The impact of self-heating on the current capability of the transistor was also

extracted using both the PEB model and Joule heating model for the evaluation of the

phonon temperatures. To do that, first, isothermal simulations with Tsink = 300 K were

carried out for 1000 case study transistors, in order to provide a reference current ID0. The

statistical seeds of such simulations were preserved and, then, non-isothermal simulations

with Tsink = 300 K were performed for the same ensemble of devices and a correspondent

current distribution ID was extracted. These currents and their average value for three dif-

ferent bias points, namely VD =−1.0 V and VG =−1.0 V; VD =−1.5 V and VG =−1.0

V; and VD = −1.5 V and VG = −1.5 V, are depicted in Figure 6.13. Current values are

normalized by the device width and expressed in units of µA/µm.

It is clear in Figure 6.13 that the non-isothermal simulations yield less drain current

than isothermal simulation for the same population of devices. From these currents, a

current deviation ∆ID can be calculated as

∆ID = ID− ID0. (6.9)

The average current as well as the average current deviation according to the applied bias

are summarized in Table 6.1. The average current deviation, normalized by the isothermal

current at Tsink = 300 K, is also presented in Figure 6.14 for a 95% confidence interval.
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Figure 6.13: Drain current as a function of the temperature Gummel cycle (i.e., time)
for isothermal and non-isothermal simulations at VD = −1.0 V and VG = −1.0 V (a),
VD =−1.5 V and VG =−1.0 V (b), and VD =−1.5 V and VG =−1.5 V (c). Dashed lines
represent the average value for each case.
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Figure 6.14: Average drain current deviation for isothermal and non-isothermal simula-
tions according to the applied biases BP0, BP1, and BP2, which correspond to VD =−1.0
V and VG =−1.0 V, VD =−1.5 V and VG =−1.0 V, and VD =−1.5 V and VG =−1.5 V,
respectively. The values are normalized by the average current extracted from isothermal
simulations with Tsink = 300 K. Error bars stand for the 95% confidence bounds.
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Figure 6.15: Percentage of acoustic and optical scattering events as a function of the
applied bias, where BP0, BP1, and BP2 correspond to VD = −1.0 V and VG = −1.0 V,
VD =−1.5 V and VG =−1.0 V, and VD =−1.5 V and VG =−1.5 V, respectively.
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Nonetheless, the current deviation due to self-heating effect in bulk devices was

found to be quite modest. The main reason for the small current degradation is the slight

acoustic phonon (lattice) temperature rise, which is, at most, on the order of 10 K for VD =

VG =−1.5 V. For lower biases, the increment in the temperature is even less pronounced.

Note that these temperature rises are for the hot spot regions (see Figure 6.9); at the

conduction channel–where the most significant part of the charge transport occurs–, the

temperature rise might be even lower.

The optical phonon temperature rise, in turn, was found to be much larger than the

acoustic phonon one. However, even though it is taken into account in the non-isothermal

simulations performed via PEB model, optical phonon scattering events represent less

than 30% of the total scattering events, as presented in Figure 6.15. Thus, the current

degradation is still mainly governed by the acoustic phonon temperature. As a figure of

merit, isothermal simulations performed at Tsink = 320 K yielded more current degrada-

tion than the non-isothermal ones for all the three biases.

6.2 Electro-thermal Simulations in FD-SOI MOSFETs

6.2.1 Carrier Profiles

Similarly to the quantities extracted for the bulk case study device, some general

parameters pertaining to the transistor operation were also extracted for the FD-SOI case

study structure. These parameters are presented for the isothermal condition, considering

Tsink = Tgate = 300 K. Figure 6.16 depicts the average carrier energy along the transistor

length. The discussion presented in Subsection 6.1.1 for bulk devices is also valid here.

At the source region, the carriers possess an energy level close to 3/2kBT . Their energy

increases as they are accelerated in the channel region, and it peaks at the channel-drain

junction. Upon entering the drain region, carriers start to lose energy due to the enhance-

ment of the collision rate, and their energy abruptly drops, remaining slightly higher than

the carrier energy at the source due to the applied bias. The carrier energy can be directly

translated into carrier temperature, which is depicted in Figure 6.20b.

The average carrier drift velocity along the transistor length is presented in Figure

6.17. Note that the total drift velocity υDt is basically dominated by x-component υDx.

Within the conduction channel, the slope of the drift velocity is more aggressive for SOI

in comparison with bulk devices (see also Figure 6.2). Hence, it peaks and apparently
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Figure 6.16: Average carrier energy along the transistor length for 100 case study FD-SOI
MOSFETs at VD =VG =−1.0 V.
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Figure 6.17: Average carrier drift velocity along the transistor length for 100 case study
FD-SOI MOSFETs at VD =VG =−1.0 V.
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saturates at the pinch-off region at υDt ≈ 1.2 · 105 ms−1. The total carrier drift velocity

characteristic is closely related to the electric field profile, depicted in Figure 6.18. At the

drain, the y-component of the velocity becomes significant, since the carriers are being

vertically attracted to the metal contact. This helps to explain the energy level the carriers
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Figure 6.18: Average electric field profile (absolute value) along the transistor length and
depth for 100 case study FD-SOI MOSFETs at VD =VG =−1.0 V.

Source: author.

Figure 6.19: Distribution of the carrier travel time from source to drain as a function of
the applied bias for 100 case study FD-SOI MOSFETs.
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possess at that region.

The carrier travel time was also extracted for FD-SOI MOSFETs, and it is depicted

in Figure 6.19 as a function of the applied bias. The corresponding times for a carrier

traveling at the saturation velocity υDsat and at the thermal velocity υT limit are high-
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Figure 6.20: Average carrier concentration (a) and average carrier temperature (b) along
the transistor silicon layer for 100 case study FD-SOI MOSFETs at VD =VG =−1.0 V.

(a)

(b)

Source: author.

lighted in the plot. The saturation velocity for this case was extracted from Figure 6.17 as

υDsat = 1.2 ·105 ms−1. Similarly to the behavior observed for the bulk case study device

(see Figure 6.4), as the applied bias is increased, travel times do not reduce significantly

in average. On the other hand, an increase occurs in the number of particles traveling at

higher velocities, i.e., the carrier travel time distribution shift vertically. Hence, in SOI
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devices the carriers are confined within a thin layer of silicon, so they are more likely to

move straightly from source to drain. As a consequence, the number of "sluggish" carri-

ers (at the tail of the distribution) reduces, and the number of "fast" carriers (at the peak

of the distribution) enlarges in comparison with bulk devices for a same given bias. In

other words, the carrier travel time distribution becomes narrower and sharper for SOI

transistors, and this behavior can be related to the enhancement of the drain current in

such devices.

Finally, the average carrier concentration along the transistor silicon layer is de-

picted in Figure 6.20a. In spite of typical fluctuations caused by the RDF effect, one may

note that, at the source and drain regions, the carrier concentration is close to the net im-

purity concentration, as expected. Since the device operates in strong inversion, both the

inversion layer — more pronounced at the source side of the channel — and the pinch-off

region are clearly visible.

6.2.2 Temperature Profiles

The acoustic phonon (lattice) and optical phonon temperature distribution across

the study FD-SOI MOSFET structure are presented in Figure 6.21. The acoustic phonon

temperature was extracted via PEB model and Joule heating model, presented respectively

in Figure 6.21a and Figure 6.21b. In both cases, the temperature hot spot was found to

be located at the drain side of the transistor, as expected. The temperature rise at the

hot spot, however, differs from model to model. As the temperature extracted via PEB

model remains close to 327 K at the hot spot for VD = VG = −1.0 V, the one computed

via Joule heating model is roughly 10 K lower. Such discrepancy occurs because the heat

generation evaluated via Joule heating model is mostly concentrated at the junctions, i.e.,

in the vicinity of the gate (as presented in the following section). Since in SOI devices

simulation the gate terminal is considered to be a heat sink, lower temperature rises are

expected for this case. The optical phonon temperature, in turn, is depicted in Figure

6.21c. Even though it follows the acoustic phonon temperature profile, optical phonon

temperature is around 5 K to 8 K higher at the transistor active area, characterizing the

non-equilibrium condition between the phonon modes.
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Figure 6.21: Average acoustic phonon (lattice) temperature profile evaluated via PEB
model (a) and Joule heating model (b), and optical phonon temperature profile (c) for 100
case study FD-SOI MOSFETs at VD =VG =−1.0 V and Tgate = 300 K.

(a)

(b)

(c)

Source: author.
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Figure 6.22: Average acoustic phonon (lattice) (a) and optical phonon (b) temperature
profiles for 100 case study FD-SOI MOSFETs with silicon thermal conductivity depend-
ing only on the temperature at VD =VG =−1.0 V and Tgate = 300 K.

(a)

(b)

Source: author.

Another important characteristic of the FD-SOI profiles depicted in Figure 6.21

is the significant difference between the temperature at the drain and the temperature at

the source region, taking into account the dimensions of the transistor. For bulk devices,

as seen in Figure 6.7, such difference does not exceed 2 K, whereas, for SOI devices,
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Figure 6.23: Average optical phonon (TOP), acoustic phonon (TA), and lattice (TL) peak
temperature for 100 case study FD-SOI MOSFETs as a function of the applied bias and
gate temperature. Error bars stand for the 95% confidence bounds. The bias points were
set as follows: BP0: VD = VG = −0.0 V; BP1: VD = −0.5 V and VG = −0.0 V; BP2:
VD =VG =−0.5 V; BP3: VD =−1.0 V and VG =−0.5 V; BP4: VD =VG =−1.0 V; BP5:
VD =−1.5 V and VG =−1.0 V; BP6: VD =VG =−1.5 V.

Bias point
BP0 BP1 BP2 BP3 BP4 BP5 BP6

A
ve

ra
ge

 p
ea

k 
te

m
pe

ra
tu

re
 [

K
]

300

320

340

360

380

400

420

440

460

480
T

OP

T
A

T
L

T
gate

 = 300 K

T
gate

 = 350 K

T
gate

 = 400 K

Source: author.

it can surpass 10 K for the acoustic phonon temperature, for instance. This behavior

is related to the modulation of the silicon thermal conductivity by the temperature and

silicon layer thickness. As presented in Section 4.4, the thin silicon layer of SOI devices

possesses much lower thermal conductivity than the thick silicon layer of bulk structures4.

In this way, the temperature spread and the heat dissipation across the SOI silicon film

are severely reduced. As a consequence, the temperature rise is more localized at the heat

generation points and the hot spots are intensified.

Aiming to capture the impact of the silicon thermal conductivity reduction due to

the thickness of the silicon film on the temperature rise, a set of 100 case study FD-SOI

devices was simulated utilizing a thermal conductivity model that depends only on the

temperature, i.e., using Equation 4.14. The results are depicted in Figure 6.22. Note that

the acoustic phonon temperature at the hot spot is roughly reduced by 40% in comparison

with the value for the temperature and thickness-dependent thermal conductivity model

(at the same bias and power dissipation). Hence, the temperature spread across the silicon

4For an SOI device with silicon layer thickness around 10 nm, and whose temperature varies between
300 K and 400 K — which is the case here —, a good approximation for the thermal conductivity is 13
Wm−1K−1(RALEVA et al., 2008; VASILESKA; RALEVA; GOODNICK, 2010a).
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layer for the former case is significantly more uniform. The optical phonon temperature,

in turn, does not depend directly on the thermal conductivity, but it also varies since it

depends on the acoustic phonon temperature.

As the temperature rise is expected to vary with respect to the applied bias and the

gate temperature, a set of 100 case study FD-SOI devices was simulated for several bias

points and for three different gate temperatures. The average optical phonon, acoustic

phonon, and lattice peak temperatures5 are depicted in Figure 6.23. Note that the peak

temperatures depend directly on the applied bias and on the gate temperature. Basically,

by increasing the bias, the power dissipation also increases and, consequently, more pro-

nounced temperature rises are expected (TENBROEK et al., 1996). In the same way, by

raising the gate temperature, less heat is removed from the structure and, thus, larger hot

spots are expected.

6.2.3 Heat Generation Profile

Figure 6.24 depicts the average volumetric heat generation profiles for 100 case

study FD-SOI MOSFETs. Aiming to present these profiles in great detail, they were

plotted in 2D (averaged along the transistor width) rather than in 3D. The heat generation

evaluated via Joule heating model, shown in Figure 6.24a, is concentrated at the junctions,

as expected. It peaks at the source end of the channel–due to the peak of the carrier

concentration–, and at the drain end, where both the electric field and the carrier drift

velocity are the most. At the latter region, however, the heat generation is more spread

out over the junction. Entering in the drain region, the heat generation abruptly drops due

to the strong reduction on the carrier drift velocity and electric field, as seen in Figure

6.17 and Figure 6.18.

The heat generation computed via PEB model, shown in Figure 6.24b, depicts

a more reasonable profile. One may observe that the heat is mostly generated near the

interface, extending itself from the source end to drain end of the channel. The peak

generation takes place within the drain region since that is the area where the carriers

dissipate the energy gained from the electric field upon crossing the channel. Hence, the

5As presented in Chapter 3, the acoustic phonon temperatures and the lattice temperatures are assumed
to be equal. In this plot, however, the nomenclature acoustic phonon temperature refers to the lattice tem-
perature computed via PEB model, which differentiates between phonon modes. Since the Joule heating
model does not differentiate phonon modes, the nomenclature lattice temperature refers to the lattice tem-
perature extracted via Joule heating model.
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Figure 6.24: Volumetric heat generation profile (averaged along the transistor width) eval-
uated via Joule heating model (a) and PEB model (b) for 100 case study FD-SOI MOS-
FETs at VD =VG =−1.0 V and Tgate = 300 K.

(a)

(b)

Source: author.

energy dissipation occurs all over the drain region, unlike the profile calculated via Joule

heating model. The difference between the heat generation along the transistor length

computed via each thermal model is clearly seen in Figure 6.25. Nevertheless, note that

for both models the volumetric heat generation remains on the order of 1018 Wm−3, which

is similar to the values found for bulk devices, and in agreement with literature predictions
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Figure 6.25: Average heat generation along the transistor length for 100 case study FD-
SOI MOSFETs at VD =VG =−1.0 V and Tgate = 300 K.
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(POP; SINHA; GOODSON, 2006; NI et al., 2012).

As presented in Subsection 6.1.3, by integrating the volumetric heat generation

over the total device volume, one may estimate the total power dissipation as heat, which

has to be close to the electric power supplied to the device for the sake of energy con-

servation. In this way, Figure 6.26 depicts the electric power supplied to the device and

the power dissipated as heat for each thermal model as a function of the applied bias.

Note that the power dissipation estimated via Joule heating model is in good agreement

with the electric power consumed by the device for all biases. This behavior is expected

since the Joule heating model only depends on electrical quantities to compute the power

dissipation–i.e., the current density and the electric field–, which are gathered directly

from the simulation.

The estimation provided by the PEB model, in turn, is in good agreement with the

electric power for biases up to VD = VG = −1.0 V. For higher biases, the model slightly

underestimate the power dissipation as heat. This behavior is due to the fact the power

dissipation computed via PEB model relies on the carrier-optical phonon relaxation time

τc−OP, which in this thesis, it is an input parameter and considered to be constant for the

entire range of biases6. A better fitting might be achieved by using energy-dependent

carrier-phonon relaxation times, but there is a lack of data in the literature addressing

6This is an approximation intrinsic to the model.
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Figure 6.26: Electric power supplied to the device (line) and power dissipated as heat
(markers) for each thermal model according to the applied bias for 100 case study FD-SOI
MOSFETs considering Tgate = 300 K. Error bars stand for the 95% confidence bounds.
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such dependence. The discussion presented in this subsection is also applicable to the

bulk case study device simulation (see Figure 6.12).

6.2.4 Impact of Self-heating on the FD-SOI MOSFET On-Current

The impact of self-heating effects on the device current capability was also ex-

tracted for FD-SOI MOSFETs. In this regard, a set of 1000 case study transistors was sim-

ulated for the isothermal condition at three different applied voltages, i.e., VD =VG =−1.0

V, VD = −1.5 V and VG = −1.0 V, and VD = VG = −1.5 V, with Tgate = Tsink = 300 K,

providing a reference current distribution ID0 for each bias. Then, non-isothermal simu-

lations were performed for the same ensemble of devices considering Tsink = 300 K but

varying the gate temperature Tgate, aiming to extract the current degradation dependence

on the gate performance as a heat sink. These simulations were carried out considering

Tgate = 300 K, Tgate = 350 K, and Tgate = 400 K. A respective current distribution ID and

its average value ID were extracted for each case, allowing one to compute the average

current degradation ∆ID, i.e., ∆ID = ID− ID0. The normalized current degradation for iso-

thermal and non-isothermal simulations is depicted in Figure 6.27 for each bias point and
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Figure 6.27: Average drain current deviation for isothermal and non-isothermal simula-
tions according to the applied biases BP0, BP1, and BP2, which correspond to VD =−1.0
V and VG =−1.0 V, VD =−1.5 V and VG =−1.0 V, and VD =−1.5 V and VG =−1.5 V,
respectively. The values are normalized by the average current extracted from isothermal
simulations with Tsink = Tgate = 300 K. Non-isothermal simulations were carried out with
Tsink = 300 K. Error bars stand for the 95% confidence bounds.
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multiple heat sink and gate temperatures. Figure 6.28, in turn, presents the device current

as a function of the temperature Gummel cycle for the same conditions mentioned above.

Isothermal currents for Tgate = Tsink = 350 K and Tgate = Tsink = 400 K are also presented

for comparison. These results are summarized in Table 6.2.

Table 6.2: Average drain current for isothermal and non-isothermal simulations as a func-
tion of the gate temperature and applied bias. The current variation for each case is cal-
culated over the current extracted from the isothermal simulation with Tgate = Tsink = 300
K. Non-isothermal simulations were performed with Tsink = 300 K.

Simulation Type
Average drain current [µA/µm] vs Bias

VG =−1.0 V VG =−1.5 V

VD =−1.0 V VD =−1.5 V

Iso Tgate = Tsink = 300 K 379.21 — 476.34 — 826.26 —

Iso Tgate = Tsink = 350 K 368.76 −2.76% 462.36 −2.93% 796.16 −3.64%

Iso Tgate = Tsink = 400 K 359.93 −5.08% 450.30 −5.47% 769.93 −6.72%

Non-iso Tgate = 300 K 375.70 −0.93% 469.71 −1.39% 803.01 −2.81%

Non-iso Tgate = 350 K 365.01 −3.74% 455.76 −4.32% 776.65 −6.00%

Non-iso Tgate = 400 K 355.58 −6.23% 443.43 −6.91% 753.38 −8.82%
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Figure 6.28: Drain current as a function of the temperature Gummel cycle (i.e., time) for
isothermal and non-isothermal simulations for multiple heat sink and gate temperatures
at VD =−1.0 V and VG =−1.0 V (a), VD =−1.5 V and VG =−1.0 V (b), and VD =−1.5
V and VG =−1.5 V (c). Dashed lines represent the average value for each case.
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Figure 6.29: Left: average total carrier drift velocity υDt for isothermal (lines) and non-
isothermal (dashed lines). Bottom right: total carrier drift velocity variation over its iso-
thermal value (Tgate = Tsink = 300 K) along the transistor length as a function of the gate
temperature for non-isothermal simulations. These plots were extracted for 100 case study
FD-SOI MOSFETs at VD =VG =−1.0 V and Tgate = 300 K.
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It is clear from the results that isothermal simulations carried out at a given gate

temperature notoriously overestimate the device current when compared to the non-isother-

mal analysis performed for the same circumstances. In addition, considering both the gate

and the back contact at room temperature with an applied voltage of VD =VG =−1.0 V,

the current degradation due to self-heating is less than 1%, but it can be as high as 6.23%

by assuming Tgate = 400 K. If the applied bias is increased up to VD = VG = −1.5 V, the

current degradation is even larger: 8.82% considering Tgate = 400 K.

In the literature, however, 2D electro-thermal simulations of n-type FD-SOI de-

vices via PEB model predict a current degradation due to self-heating in the order of

10% for a transistor under similar geometry, gate temperature, and bias conditions (i.e.,

VD = VG = −1.2 V) (RALEVA et al., 2008; RALEVA et al., 2012). Moreover, the hot

spot is reported to exceed 500 K. On the other hand, note that the current capability of

Raleva’s case study device is roughly 4 times higher than the current capability of the

structure under analysis here and, thus, so is the power dissipation. In this way, a larger

current degradation is obviously expected for that case.

As presented in Chapter 3, the increase on the transistor temperature intensifies

the carrier-phonon scattering rate. The enhancement of the scattering rate degrades the
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carrier mobility, which, in turn, is directly dependent on the carrier drift velocity. In

this context, Figure 6.29 depicts the total carrier drift velocity υDt for isothermal and

non-isothermal simulations carried out at VD = VG = −1.0 V. As expected, the carrier

drift velocity reduces as the temperature increases for both isothermal and non-isothermal

cases. Figure 6.29 also presents the variation on the total carrier drift velocity along the

transistor length as a function of the gate temperature for the non-isothermal cases. Note

that the total carrier drift velocity variation is, on average, in the order of the current

degradation presented in Table 6.2 for each respective case. Hence, a peak in the drift

velocity degradation can be seen at the drain region of the transistor, at the point where

the heat generation is the highest.

6.3 Particle-based Simulations of Charge Traps in MOSFETs

The particle-based characteristic of the tool proposed in this thesis is also suitable

for the simulation of the impact of charge traps on the performance of p-type MOS de-

vices. The real-space treatment of the charge transport and Coulomb interactions allows

one to account for the particle-like (discrete) nature of carriers and impurities. Moreover,

the placement of the dopant atoms in 3D properly reproduces the RDF effect and also

facilitates the generation of unique random dopant profiles. The aforementioned features

are key for the analysis of the impact of charge traps in MOSFETs via computational

simulations. The RDF effect, for instance, directly affects the trap impact, since, for

inhomogeneous doping configurations, charge traps may induce random telegraph noise

(RTN) with larger magnitude (MUELLER; SCHULZ, 1998; VANDAMME; SODINI;

GINGL, 1998).

In this context, the present section covers the study of the impact of charge traps

in MOSFETs via particle-based device simulations. In Section 6.3.1, results pertaining

statistical simulations of traps in bulk MOSFETs are presented and discussed. By employ-

ing the electro-thermal feature of the tool, Section 6.3.2, in turn, addresses the interplay

between self-heating and trap activity for both bulk and FD-SOI MOSFET devices.
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6.3.1 Statistical Simulations of Charge Traps in Bulk MOSFETs

In order to extract the current degradation caused by a single charge trap, isother-

mal simulations were carried out for a bulk case study MOSFET device. The physical

dimensions of such a device slightly differ from the structure introduced in Section 5.3.

Basically, the transistor has a channel length of 25 nm, a width of 30 nm, and gate oxide

thickness of 1.2 nm (a full description of the case study device characteristics is presented

in Rossetto et al. (2018)). At first, a set of N = 100 devices were simulated in absence of a

fixed oxide charge, in order to estimate a reference current distribution ID0. Subsequently,

a single charge trap was incorporated into the case study structures. Given the three di-

mensional character of the simulation, the trap was placed in a position pt(xt,dt,zt), where

xt, dt, and zt stand for the trap position along the transistor length, its depth within the gate

oxide, and its position along the transistor width, respectively. Here, xt ranges from 0 to

LG, and dt ranges from 0 nm (i.e., Si/SiO2 interface) to tOX. Along the width, the trap was

placed at zt = 0.5W , since in that position the current degradation due to a trap is expected

to be the most7. The aforementioned simulations were carried at VD =VG =−0.5 V.

The device current will then depend on the trap position. In this way, for each

device i simulated with a trap in a given position p(xt,dt,zt), the impact of the trap

δ ID,i(xt,dt,zt) was extracted as

δ ID,i(xt,dt,zt) = ID,i(xt,dt,zt)− ID0,i , (6.10)

where ID,i(xt,dt,zt) and ID0,i are the time averaged drain currents of device i with and

without a trap, respectively. By taking all possible xt, dt and zt, δ ID provides a statistical

distribution of trap impacts for the analyzed geometry.

A typical current deviation distribution δ ID(xt,dt,zt) extracted for bulk MOSFETs

is depicted in Figure 6.30. In this particular case, the trap was placed at xt = 0.5LG,

dt = 0.0 nm, and zt = 0.5W . In addition, the distribution was extracted for N = 400 in-

stead of N = 100 case study devices, in order to capture better distribution tail statistics.

Note that the effect of the random dopant distribution on the trap impact is evidenced

by the spread of the current deviations. Even though the charge trap was placed at the

same location for all transistors, its impact on the transistor current varies, as the impurity

(and carrier) concentration profile slightly differs from device to device. For those tran-

7Statistically, the trap impact along the width is expected to play a minor role on the current deviation
distribution.
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Figure 6.30: Current deviation distribution from N = 400 transistors at VD = VG = −0.5
V with a single charge trap located at the position xt = 0.5LG, dt = 0.0 nm, and zt = 0.5W .
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sistors in which the impurity concentration right beneath the charge trap is large, the trap

impact is minimized and, thus, smaller current deviations are expected. Conversely, for

devices in which the impurity concentration at the same position is reduced, trap impact

is maximized and, thus, more pronounced deviations are observed.

Since a charge trap always impacts negatively the transistor current, only negative

values of current deviations are expected. In practice, however, positive current deviations

were observed for a few simulations due to the uncertainty of the time-averaged drain

currents. These anomalous observations are few and close to zero; thus, they do not

significantly affect the overall distribution. The fitting of the extracted deviation was

performed using a Weibull distribution, even though other single-sided distributions (such

as the log-normal) might be possible.

The impact of a trap on the device current was also extracted as a function of

the trap position along the channel length. To do that, a single charge trap was placed

at dt = 0.0 nm and zt = 0.5W , and its position along the transistor channel was swept

from 0 to LG, in steps of 0.1LG. The normalized trap impact along the channel length

is depicted in Figure 6.31. Here, it is clear that the influence of the charge trap on the

device current varies depending on the trap position, which is expected from number

fluctuation theory. Figure 6.31 also depicts the expected current degradation according to

the uniform channel theory. It postulates that the deviation of the transistor current due
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Figure 6.31: Normalized average drain current deviation δ ID caused by a single trap as
a function of its position along the channel length xt with dt = 0.0 nm and zt = 0.5W at
VD = VG = −0.5 V. Each point represents the average value for N = 100 transistors, and
the error bars stand for the 95% confidence bounds. Theoretical prediction is calculated
by Equation 6.11 with Ltr = 10 nm. Inset: Carrier concentration variation ∆n/n along the
transistor length.
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to a trap δ ID,calc, assuming that the carrier concentration n directly impacts the transistor

channel conductance σ , is given by (SIMOEN et al., 1992)

δ ID,calc =
ID0

WL
·L2

tr ·
∆n
n
, (6.11)

where L2
tr stands for the trap impact area8, and ∆n/n is the change on the carrier concen-

tration due to a trap (in cm−2). In Figure 6.31, the uniform channel theory prediction was

plotted considering Ltr = 10 nm for whole extension of the transistor channel.

Similarly, the impact of a trap on the transistor current was extracted as a function

of the trap distance from the Si/SiO2 interface. For these simulations, the trap depth into

the oxide was swept from 0 nm to tOX, in steps of 0.1 nm. Along the width, the trap

was placed at zt = 0.5W , and four different position along the channel were considered,

namely xt = 0.2LG, xt = 0.4LG, xt = 0.6LG, and xt = 0.8LG. The results are presented in

Figure 6.32. For each curve, the plot is normalized by the respective impact of a trap at

8The trap impact area regards solely to the uniform channel theory prediction, i.e., it is not used in the
simulation.
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Figure 6.32: Normalized average current deviation δ ID caused by a single trap as a
function of the its depth into the oxide dt for four distinct positions along the channel
length, namely xt = 0.2LG, xt = 0.4LG, xt = 0.6LG, and xt = 0.8LG, and with zt = 0.5W at
VD =VG =−0.5 V. Each point represents the average value for N = 100 transistors. Error
bars are not presented for the sake of graph clarity.
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the interface. Note that, as the absolute value of dt increases, trap impact decreases in a

quasi-linear fashion. This behavior can be related to the trap impact on the device carrier

concentration. Simulations have demonstrated that as the trap position is swept deeper

into the gate oxide, the carrier concentration beneath the trap recovers linearly from its

reference (without a trap) value, following the theoretical prediction by Jindal and Ziel

(1978). From Figure 6.32, the trap impact dependence on the trap depth into de oxide can

be fitted to the expression

f (dt/tOX) = 0.35(−dt/tOX)
2 +1.27(−dt/tOX)+0.95. (6.12)

Owing to the charge trap impact dependence on the trap position along the channel

length and on its depth into the oxide for a few discrete points, one can extrapolate a

distribution for δ ID for any point pt(xt,dt,zt = 0.5W ) within the structure as9

δ ID,i = δ ID(Xi) f (Yi), (6.13)

9Under the assumption that δ ID(X) and f (Y) are statistically independent, which is the case.
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where

Xi =
xt

LG
, (6.14)

and

Yi =−
dt

tOX
. (6.15)

Here, xt and dt are uniformly distributed random variables representing the trap position.

The distribution δ ID(X) stands for the trap impact variation along the channel length, and

it also accounts for the impact of the RDF on the current deviation, providing Weibull

distributed values. The shape and scale parameters of the Weibull distribution vary ac-

cording to the position xt. Thus, the trap impact dependence on its position along the

channel length is taken into account by modulating the Weibull distribution with the pa-

rameters according to the correspondent trap position. Since such distribution is only

extracted for a few discrete positions along the channel length (xt = 0, xt = 0.1LG, ... ,

xt = LG), an interpolation scheme is adopted. The function f (Y), in turn, accounts for

the attenuation of the trap influence as it goes deeper into the gate oxide. Note that the

function arises from the curve fitting presented in Figure 6.32. This statistical analysis is

presented in details in Rossetto et al. (2018).

From Equation 6.13, one may estimate the distribution δ ID for any number of

traps. For instance, Figure 6.33 presents the distribution of current deviations δ ID for

106 traps randomly positioned within the gate oxide. Note that the distribution of current

deviation follows an exponential behavior, as theoretically predicted and observed by

experimental studies (KACZER et al., 2010; FRANCO et al., 2011; WECKX et al., 2017).

This result strongly supports the idea that particle-based simulations are suitable for the

study of current degradation due to charge trap activity in MOSFETs.

6.3.2 Electro-thermal Simulations of Charge Traps in Bulk and FD-SOI MOSFETs

The electro-thermal feature of the simulator allows one to study the interplay be-

tween self-heating effects and trap activity. In this regard, non-isothermal simulations

were carried out for bulk and FD-SOI MOSFETs considering the influence of a single

charge trap. These simulations, however, were performed for the case study structures

presented in Section 5.3, and the charge trap was placed at xt = 0.5LG, dt = 0.0 nm, and

zt = 0.5W . The results are depicted in Figure 6.34.

For bulk devices, the current degradation due to self-heating increases with the
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Figure 6.33: Distribution of drain current deviations estimated using Equation 6.13 con-
sidering 106 charge traps randomly positioned within the transistor gate oxide.

Source: author.

applied bias (TENBROEK et al., 1996). The degradation due to charge traps, on the other

hand, does not follow the same behavior. For the same gate voltage, the trap’s impact

slightly depends on the drain voltage; for the same drain bias, its impact significantly

reduces with the gate voltage (BUISSON; GHIBAUDO; BRINI, 1992). The total degra-

dation is apparently composed by the individual degradations due to self-heating and due

to charge traps, and it marginally increases with the bias. One should observe that, in

a real device, the temperature directly affects the trap’s time constants (GRASSER et

al., 2010; WIRTH; SILVA; KACZER, 2011). Since the tool proposed here performs only

static steady-state simulations, i.e., the trap remains occupied during the entire simulation,

such an effect cannot be captured.

For FD-SOI MOSFETs, the current degradation due to self-heating also increases

with the applied bias, but in a more aggressive manner, since these structures suffer from

more pronounced hot spots than the bulk ones. Considering the error bars, the degrada-

tion due to charge traps follows the same behavior already discussed for bulk devices.

Hence, the same cumulative current degradation behavior was observed, being the total

degradation composed by the self-heating and charge trap individuals contributions.

One important aspect is that, for the same bias point, the current degradation ex-

clusively due to a trap differs from FD-SOI to bulk transistors, even though the structures

share the same substrate doping. Basically, bulk devices exhibit less degradation due to
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Figure 6.34: Normalized current degradation due to self-heating and trap activity for bulk
(a) and FD-SOI (b) MOSFETs as a function of the applied bias. Error bars stand for the
95% confidence bounds.
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the smaller oxide thickness (1.2 nm, in comparison with 2.0 nm for FD-SOI); the gate

electrode has more control of the conduction channel, due to the larger oxide capacitance.

Since FD-SOI devices have lower gate capacitance — due to the larger gate oxide thick-

ness —, more degradation due to traps is expected (SIMOEN et al., 1992).

Analyzing the trap’s impact on the device current separately, one can note that it is,
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Figure 6.35: Normalized current deviation due to a single trap at the Si/SiO2 interface as
a function of the transistor channel area and applied bias. These plots were extracted from
isothermal simulations of 100 case study FD-SOI MOSFETs with Tgate = Tsink = 300 K.
Error bars stand for 95% confidence bounds.
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at most, in the order of −0.7% and −1.2% for bulk and FD-SOI transistors, respectively.

This modest degradation might be related to the relatively-large device width, which is

as much as 100 nm for both cases. For comparison, the impact of a single trap on the

drain current of FD-SOI MOSFETs was extracted as a function of the transistor channel

area, and it is depicted in Figure 6.35. Note that the trap impact becomes more significant

as the device width is reduced, which is in agreement with literature data (see Asenov

et al. (2003, Figure 6), for instance). A 16 nm-wide FD-SOI transistor, for example,

may present over 20% of current degradation due to a single charge trap when biased at

VD =VG =−0.5 V, while a 100 nm-wide one presents less than 4%. The current deviation

amplitude due to a trap also varies with the applied voltage, as expected (SIMOEN et al.,

1992; BUISSON; GHIBAUDO; BRINI, 1992), and it becomes more significant for lower

biases (SHI; MIEVILLE; DUTOIT, 1994).
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7 CONCLUSION

The CMOS scaling process of the recent decades has turned self-heating into a

major reliability issue for deeply-scaled devices. The effect itself arises from the heat

generation and heat confinement within the semiconductor structure. In regions with

elevated temperature, some physical and electrical characteristics are degraded, affecting

the overall device performance. As self-heating changes the charge transport dynamic,

the operation of a modern transistor cannot be treated as an isothermal problem. In this

way, the temperature is no longer an input variable, but an output parameter that must be

computed from the simulation. Therefore, a rigorous simulation tool must be capable to

compute the non-isothermal temperature profile, as well as properly account its effect on

the device performance.

In this context, this work presented a novel electro-thermal particle-based device

simulator that was developed and utilized for the simulation of self-heating effects in

bulk and FD-SOI p-type MOS transistors. It self-consistently couples the solution of the

carrier BTE via the Ensemble Monte Carlo method with the resolution of the phonon en-

ergy balance equations. By adopting temperature-dependent scattering tables, the phonon

temperatures are accounted during the charge transport phase, allowing the impact of self-

heating on the transistor current capability to be captured. The tool also provides detailed

profiles of the acoustic and optical phonon temperatures along the transistor structure, as

well as the heat generation picture within the device. Extracted data for general device

parameters, phonon temperature, heat generation, and power dissipation profiles of case

study structures were found to be qualitatively in agreement with the expected behavior

and with literature data, ensuring the proper operation of the simulator.

Electro-thermal simulations performed for bulk devices demonstrated that self-

heating plays a minor role in these structures. Due to the relatively high thermal conduc-

tivity of the substrate, most part of the heat generated by the transistor can be removed

by the heat sink in the bottom of the device. In this way, bulk MOSFETs exhibited very

low lattice temperature rises over the heat sink temperature; at most 4 K and 10 K for

VD =VG =−1.0 V and VD =VG =−1.5 V, respectively, considering Tsink = 300 K. Such

a modest temperature rise translates itself into a modest current degradation, which is,

respectively, −0.34% and −0.75% for the biases presented earlier. The optical phonon

temperature was found to be higher than the acoustic phonon one, which characterizes the

temperature non-equilibrium between the phonon modes.
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For FD-SOI devices, in turn, electro-thermal simulations revealed much higher

temperatures at the hot spots, as well as all over the device active area. Assuming

Tgate = Tsink = 300 K, the extracted lattice temperature rise over the heat sink temper-

ature was on the order of 27 K and 69 K for VD =VG =−1.0 V and VD =VG =−1.5 V,

respectively; but it can be as high as 113 K and 150 K for the respective biases presented

earlier when Tgate = 400 K. These more pronounced temperatures are the result of the heat

confinement within the silicon layer due to the poor thermal dissipation via buried oxide.

Moreover, the silicon thermal conductivity lowering due to the layer’s reduced thickness

also hampers the heat flow to the boundaries, further increasing the hot spot temperatures.

Consequently, the current degradation due to self-heating was found to be much more

significant for FD-SOI than for bulk devices. Assuming Tgate = Tsink = 300 K, it may

reach −0.93% and −2.81% for VD =VG =−1.0 V and VD =VG =−1.5 V, respectively;

whereas for Tgate = 400 K, the current degradation is respectively −6.23% and −8.82%

for the same bias points. The non-equilibrium between the acoustic and optical phonon

modes was also observed for FD-SOI MOSFETs.

The particle-based characteristic of the simulator was also used to study the im-

pact of charge traps in MOSFETs. From statistical simulations performed for a bulk case

study device, the impact of a single charge trap was extracted as a function of the trap

position along the channel length and its depth within the gate oxide for a few discrete

points. These results were used to compose a statistical model, allowing one to esti-

mate the impact of a charge trap randomly-positioned at any point within the gate oxide

structure. From such statistical model, estimated current deviations due to random traps

were observed to be exponentially distributed, which is in agreement with experimental

observations from the literature.

Electro-thermal simulations of charge traps were also performed for the case study

structures at multiple biases. For both bulk and FD-SOI devices, the largest current degra-

dation for each bias was observed when the effects of self-heating and trap activity take

place simultaneously. In addition, the impact of charge traps on the device current is

more pronounced for lower biases, whereas the degradation due to self-heating domi-

nates at larger biases, in agreement with literature predictions. For a case study transistor

with LG = 25 nm and W = 100 nm, Tgate = Tsink = 300 K, and biased at VD =VG =−1.5

V, the total current degradation (i.e., self-heating plus trap activity) reached −1.11% and

−3.33% for bulk and FD-SOI MOSFETs, respectively. The trap-induced current degrada-

tion also showed to depend on the gate oxide thickness and the channel area, as expected.
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FD-SOI devices, which possess larger oxide thickness, presented more pronounced cur-

rent deviations due to a single trap than bulk ones for the entire range of biases. Similarly,

the trap impact was found to be more severe as the device channel area is reduced. Sim-

ulations of 16 nm-wide 25 nm-long FD-SOI transistors carried out at VD =VG =−0.5 V

presented over 20% of current degradation due to a single charge trap, while 100 nm-wide

ones presented less than 4% at the same conditions.

Future work will focus on (I) performing relevant case study simulations of self-

heating and trap activity — and the interplay between them — with the software that is

already established; and (II) expanding the capabilities of the simulation tool, allowing

one to study even more relevant transistor operation scenarios and more complex device

geometries. Regarding to I, additional simulations will be carried out for both short- and

long-channel transistors to characterize the trap impact as a function of the bias, doping,

channel area and width, gate oxide material, etc..., evaluating for each case the trap-

induced variation on the surface potential, surface concentration, and trap cross-sectional

area. In II, the simulator will be modified to deal with non-planar technologies, allow-

ing one to simulate self-heating and trap activity effects in state-of-the-art Tri-gate and

FinFET devices. From the process point of view, the transistor structure under considera-

tion will also be improved by adding non-uniform doping profiles, gate oxide stacks, and

pocket implants.
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APPENDIX A — VALIDATION OF THE THERMAL SOLVER

The test structure utilized for the temperature diffusion simulations was a six-

sided solid of an arbitrary material with length, width, and depth equal to 100 nm. In

the coordinate system, the length refers to the direction following the i-axis, whereas the

depth and width follow the j- and k-axis, respectively, as depicted in Figure A.1. A total

of 50 grid points were used for each direction, resulting in a uniform mesh spacing ∆ of

2 nm. The thermal conductivity κ of the material was chosen to be 100 Wm−1K−1. In

order to cover a variety of situations, the case studies simulations were divided as follows.

Case I: the temperature diffusion was simulated considering uniform thermal con-

ductivity and no heat source within the structure. The temperatures at the borders were

set to Timin = 200 K, Timax = 400 K, Tjmin = 300 K, and Tjmax = 100 K. For the surfaces

at kmin and kmax, adiabatic boundary conditions (floating temperature) were applied. The

temperature profile is depicted in Figure A.2a, where it is possible to observe a diagonal in

the i j−plane whose temperature approximates to 250 K, which corresponds to the mean

temperature between adjacent the surfaces Timin and Tjmin , and Timax and Tjmax , as expected.

Case II: the temperature diffusion was simulated also considering uniform thermal

conductivity and without heat source within the structure, but applying boundary temper-

atures only for the surfaces at imin and imax, i.e., Timin = 200 K and Timax = 400 K. Adiabatic

boundaries were used for the other surfaces. The temperature distribution across the sys-

tem is shown in Figure A.2b. In this case, the temperature at the center of the structure,

i.e., (imax + imin)/2, is found to be virtually 300 K, i.e., (Timax +Timin)/2, as expected.

Case III: in this case, the role of the thermal conductivity was tested through a sim-

Figure A.1: Graphical representation of the test structure.
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Figure A.2: Simulated temperature profile for Case I (a) and Case II (b).

(a) (b)

Source: author.

ulation utilizing a non-uniform thermal conductivity profile, which is depicted in Figure

A.3a. The temperature boundaries were set as in Case II, and the obtained temperature

profile is shown in Figure A.3b. For the top portion of the test structure, where the thermal

conductivity is constant along the i-axis (κ = 100 Wm−1K−1), the gradient of tempera-

ture between imin and imax is uniform. On the other hand, for the bottom portion of the

cube, where the thermal conductivity changes abruptly at the center (from κ = 1 to 100

Wm−1K−1), a non-uniform temperature distribution occurs. In addition, the largest "tem-

perature drop" occurs over the region with the lowest κ , i.e., the most thermal resistive

region, as expected. This behavior is analog to the voltage distribution across a resistive

network.

Case IV: the simulation performed in this case explores the temperature distribu-

Figure A.3: Thermal conductivity profile (a) and temperature profile (b) for Case III.

(a) (b)

Source: author.
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Figure A.4: Temperature profile for Case IV.

Source: author.

Figure A.5: Thermal conductivity profile (a) and temperature profile (b) for Case V.

(a) (b)

Source: author.

tion for a uniform material but considering the presence of a heat source in the center the

structure. A fixed temperature of 300 K was applied for the surfaces at imin, imax, jmin, and

jmax, whereas adiabatic boundaries were applied for the surfaces at kmin and kmax. The

obtained temperature profile is depicted in Figure A.4, where one can notice the uniform

temperature distribution from the center to the edges of the structure.

Case V: the same conditions of Case IV were utilized in this case, except for a

non-uniform thermal conductivity profile, which is depicted in Figure A.5a. The resulting

thermal profile, in turn, is depicted in Figure A.5b. Now, the temperature distribution is

no longer uniform within the structure, since the heat flow is partially confined in one

direction. As a consequence, it is possible to observe a slight temperature rise in the hot

spot of Figure A.5b when compared with the hot spot of Figure A.4.

From the qualitative results obtained at this step, the numeric solver was consid-

ered to be properly implemented.
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