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ABSTRACT

The CO2 molecule is the main responsible for the negative consequences of the
greenhouse effect. The increasing numbers associated to the amount of CO2 emission in the
atmosphere have attracted the attention of scientists aiming the discovery of new catalysts
to CO2 dissociation reactions. At the same time, several atomic events may influence the
catalytic properties of such systems, like the Strong Metal-Support Interaction (SMSI)
effect and atomic rearrangement when the bimetallic nanoparticles (NPs) are exposed to
a gaseous atmosphere.

This work presents the results of a study about the behavior of Cu𝑥Ni1-𝑥/CeO2

(0<𝑥<1) NPs during the H2 reduction treatment (step used in the activation of the
catalysts) followed by the reverse water-gas shift (RWGS) reaction. The samples were
initially characterized in terms of their compositions, chemical components, atomic
arrangement and sizes, using the Energy Dispersive X-ray Spectroscopy (EDS), X-Ray
Photoelectron Spectroscopy (XPS) and Transmission Electron Microscopy (TEM)
techniques. Afterwards, these samples were heated to
500 ∘C in a H2 atmosphere. At 500 ∘C the samples were exposed to H2 and H2+CO2

atmospheres. During all these treatments, the samples were characterized in situ by
Near Ambient Pressure XPS (NAP-XPS) with incident photon energies of 1250 eV and
2000 eV, X-ray Absorption Spectroscopy (XAS) and time-resolved XAS techniques in
transmission mode at the Cu K (8979 eV), Ni K (8333 eV) and Ce L3 (5723 eV) edges.

The in situ measurements performed showed a copper (nickel) migration to the
nanoparticles surface during H2 (H2+CO2) gaseous treatment. Moreover, the Cu surface
atomic population is dependent on the Cu amount used in the synthesis process. The
higher concentration of Cu during the synthesis implies in a smaller Cu surface atomic
population during H2 reduction and RWGS reaction. The occurrence of the geometrical
factor of the SMSI effect, characterized by a cerium oxide capping layer surrounding the
nanoparticles during reduction treatment, was observed for some of the NPs, revealing
the existence of a threshold in the Cu concentration to occur the SMSI effect. Only
nanoparticles with high amounts of Cu present the SMSI effect during the H2 reduction
treatment. The surface of the nanoparticles presenting the SMSI effect is recovered to the
initial state (free of the capping layer) after inserting the CO2 atmosphere. Moreover, the
nature of the SMSI effect was elucidated for the first time: the capping layer interacts
with the Cu and Ni atoms via Ce3d10O2p6Ce4f0 and Ce3d10O2p6Ce4f1 initial states,
depending on the case studied. As a consequence of the SMSI effect, the Cu atoms of the
nanoparticles reduce earlier (lower temperature) than similar nanoparticles that do not
present the SMSI effect.



The reactivity results towards the CO formation in the RWGS reaction, associated
to the catalytic events at atomic level observed (SMSI effect, surface atomic population,
change on the oxidation state of the catalysts) led to the design of an optimized catalyst
applied to this reaction. The capping layer of the SMSI effect has a negative influence
on the reactivity results. The migration of Ni atoms to the surface led to a decrease of
the catalyst reactivity in the RWGS reaction. Based on these results, it is proposed a
synthesis of nanoparticles with a high amount of Ni in order to avoid the SMSI effect and
to allow a high Cu surface atomic population during the RWGS reaction, both playing a
key role in the reactivity results towards the RWGS reaction.



RESUMO

A molécula de CO2 é a principal responsável pelas consequências negativas do
efeito estufa. Os números cada vez maiores associados à emissão de CO2 na atmosfera têm
atraído a atenção de cientistas na busca de novos catalisadores para reações de dissociação
de CO2. Simultaneamente, vários eventos atômicos podem influenciar as propriedades
catalíticas de tal sistema, como o efeito de forte interação metal-suporte (SMSI - Strong
Metal-Support Interaction) e o rearranjo atômico nas nanopartículas bimetálicas expostas
a atmosferas gasosas.

Este trabalho apresenta os resultados de um estudo sobre o comportamento de
nanopartículas (NPs) de Cu𝑥Ni1-𝑥/CeO2 (0<𝑥<1) durante o tratamento de redução em
H2 (etapa usada na ativação de catalisadores) seguido da reação inversa de deslocamento
gás-água (RWGS - Reverse Water-Gas Shift). As amostras foram inicialmente
caracterizadas em termos de suas composições, componentes químicas, arranjo atômico
e tamanhos usando as técnicas de espectroscopia de raios X por dispersão em energia
(EDS - Energy Dispersive X-ray Spectroscopy), espectroscopia de fotoelétrons excitados
por raios X (XPS - X-ray Photoelectron Spectroscopy) e microscopia eletrônica de
transmissão (TEM - Transmission Electron Microscopy). Após, as amostras foram
aquecidas até 500 ∘C em uma atmosfera de H2. Em 500 ∘C as amostras foram expostas
às atmosferas de H2 e H2+CO2. Durante todos esses tratamentos, as amostras foram
caracterizadas in situ pelas técnicas de XPS em pressões próximas à ambiente
(NAP-XPS - Near Ambient Pressure X-ray Photoelectron Spectroscopy) com energias de
fótons incidentes de 1250 eV e 2000 eV, espectroscopia de absorção de raios X (XAS -
X-ray Absorption Spectroscopy) e XAS resolvido no tempo medido no modo transmissão
nas bordas K do Cu (8979 eV), K do Ni (8333 eV) e L3 do Ce (5723 eV).

As medidas in situ realizadas mostraram uma migração de átomos de Cu (Ni)
para a superfície das nanopartículas durante o tratamento em atmosfera de H2

(H2+CO2). Além disso, a população atômica de Cu na superfície é dependente da
quantidade de Cu usada no processo de síntese. Uma maior concentração de Cu durante
a síntese implica em uma menor população de Cu na superfície durante as reações de
redução em H2 e de RWGS. A ocorrência do fator geométrico do efeito SMSI,
caracterizado por uma camada de óxido de cério em torno das nanopartículas durante o
tratamento de redução, foi observado para algumas nanopartículas, revelando a
existência de um limite na concentração de Cu para a ocorrência do efeito. Somente as
nanopartículas com grande quantidade de Cu apresentaram o efeito SMSI durante o
tratamento de redução em H2. A superfície das nanopartículas apresentando o efeito
SMSI retorna ao estado inicial (sem a camada de óxido de cério) após a inserção da



atmosfera de CO2. Além disso, a natureza do efeito SMSI foi elucidada pela primeira
vez: a camada de óxido de cério interage com os átomos de Cu e Ni através dos estados
iniciais Ce3d10O2p6Ce4f0 e Ce3d10O2p6Ce4f1, dependendo do caso estudado. Como
consequência do efeito SMSI, os átomos de Cu das nanopartículas reduzem antes
(temperaturas mais baixas) do que nanopartículas semelhantes que não apresentam o
efeito SMSI.

Os resultados de reatividade para a formação de CO através da reação RWGS,
associados aos eventos catalíticos a nível atômico observados (efeito SMSI, população
atômica de superfície, mudança no estado de oxidação dos catalisadores) levaram à
projeção de um catalisador otimizado aplicado à reação RWGS. A camada de óxido de
cério do efeito SMSI tem consequência negativa nos resultados de reatividade. A
migração de átomos de Ni para a superfície levou a uma diminuição da reatividade
catalítica na reação RWGS. Baseado nesses resultados, é proposta a síntese de
nanopartículas com uma grande quantidade de Ni visando evitar a ocorrência do efeito
SMSI e permitir uma grande população atômica de Cu na superfície durante a reação
RWGS, ambos desempenhando um papel fundamental nos resultados de reatividade
para a reação RWGS.



CONTENTS

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 THE CONTEMPORANEOUS GLOBAL WARMING ISSUE AND
THE CARBON DIOXIDE DILEMMA . . . . . . . . . . . . . . . . . 3

2.1 Carbon dioxide issue . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Unraveling the CO2 obstacle . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 The promising technology . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Atomic level phenomena . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Limitations of common characterization processes . . . . . . . . . . 16

3 PHYSICAL BACKGROUND ON THE ANALYSIS TECHNIQUES . 18
3.1 Transmission Electron Microscopy (TEM) . . . . . . . . . . . . . . . 18
3.2 Mass Spectrometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Synchrotron Radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4 X-ray Photoelectron Spectroscopy (XPS) . . . . . . . . . . . . . . . 23
3.5 X-ray Absorption Spectroscopy (XAS) . . . . . . . . . . . . . . . . . 29
3.5.1 Extended X-ray Absorption Fine Structure (EXAFS) . . . . . . . . . . . . . 31
3.5.2 X-ray Absorption Near Edge Structure (XANES) . . . . . . . . . . . . . . 36

4 ELUCIDATING CATALYTIC EVENTS BY ASSOCIATION TO
CATALYST’S STRUCT. AND ELECT. PROPERTIES . . . . . . . . 38

4.1 Samples synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Ex situ characterization of the as prepared samples . . . . . . . . . . 39
4.2.1 EDS measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2.2 TEM measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.3 Conventional XPS measurements . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.3.1 Survey region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.3.2 Cu and Ni 2p regions analysis . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.3.3 Cu and Ni 3p regions analysis . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 In situ characterization of the samples . . . . . . . . . . . . . . . . . 50
4.3.1 Time-resolved Mass Spectrometry measurements . . . . . . . . . . . . . . 50
4.3.2 NAP-XPS measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.2.1 Cu 2p region analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.2.2 Ni 2p region analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.2.3 Ce 3d region analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.2.4 O 1s region analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73



4.3.3 In situ XAS measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.3.1 In situ XANES measurements . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.3.2 In situ time-resolved XANES measurements . . . . . . . . . . . . . . . . . . 82
4.3.3.3 In situ EXAFS measurements . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 The empirical-based design of a viable RWGS catalyst . . . . . . . . 98

5 CONCLUSIONS AND PERSPECTIVES . . . . . . . . . . . . . . . . 101

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103



LIST OF ABBREVIATIONS AND
ACRONYMS

a.u. Arbitrary Units

AC Analysis Chamber

CAE Constant Analyzer Energy

CCD Charge-Coupled Device

CCU Carbon Capture and Utilization

CFCs Chlorofluorocarbons

CMM Centro de Microscopia e Microanálise

CNPEM Centro Nacional de Pesquisa em Energia e Materiais

CRR Constant Retard Ratio

DRIFTS Diffuse Reflectance Infrared Fourier Transform Spectroscopy

DXAS Dispersive X-ray Absorption Spectroscopy

EDS Energy Dispersive X-ray Spectroscopy

ESM Earth System Model

EXAFS Extended X-ray Absorption Fine Structure

FOLU Forestry and Other Land Uses

FT Fourier Transform

FWHM Full Width at Half Maximum

GHG Greenhouse gases

HRTEM High-Resolution Transmission Electron Microscopy

HSA Hemispherical Sector Analyzer

LAMOCA Laboratory of Molecular Catalysis

LCA Linear Combination Analysis



LEIS Low-Energy Ion Scattering

LNLS Laboratório Nacional de Luz Síncrotron

LS Long Scan

LWR Longwave radiation

MS Mass Spectrometer

NAP-XPS Near Ambient Pressure X-ray Photoelectron Spectroscopy

NPs Nanoparticles

PCA Principal Component Analysis

RWGS Reverse Water-Gas Shift

SMSI Strong Metal-Support Interaction

SWR Shortwave radiation

TEM Transmission Electron Microscopy

WGS Water-Gas Shift

XAS X-ray Absorption Spectroscopy

XANES X-ray Absorption Near Edge Structure

XPS X-ray Photoelectron Spectroscopy



LIST OF SYMBOLS

Å Angstrom

𝐴 Vector potential operator

𝐴𝑠 Scattering amplitude

𝛼 Angle between the electron’s polarization vector and detection direction

𝛽 Angular asymmetry factor

𝑐 Light speed

𝜒(𝑘) EXAFS oscillations

𝜒2 Chi squared factor, indicating the quality of a XPS fit

𝐷 Particles mean diameter

𝐷(𝑇 ) Detector efficiency for electrons of kinetic energy 𝑇

Δ𝐻298𝐾 Enthalpy of formation at the temperature 298 K

𝑒 Electron charge

𝐸 Energy

𝐸𝑏 Binding energy

𝜖 Polarization vector

𝜑 Quantum state

𝐺 Green’s function

Γ Electron lifetime

�̂� Hamiltonian operator

ℎ𝜈 Photon energy

𝐼 Intensity

𝐼𝑚(𝑓) Imaginary part of the 𝑓 function

𝑗 Total angular momentum number



𝐽 Photon flux

𝑘 Wave number

𝑙 Orbital angular momentum number

𝜆𝐼𝑀𝐹 𝑃 Inelastic mean free path

𝑚𝑒 Electron mass

𝑀𝑖𝑗 ij-th element of the 𝑀 matrix

𝜇 Absorption coefficient

𝑁𝑒 Number of electrons

𝑁𝑠 Number of scattering atoms

𝑝 Momentum operator

𝑅𝑎𝑠 Absorber-scatterer distance

ℛ R-factor, indicating the quality of a XAS fit

𝜌(𝑧) Atomic concentration at the 𝑧 depth

𝑠 Spin angular momentum number

𝑆2
0 Amplitude correction factor

𝜎𝑛𝑙 Photoionization cross section of a electron from the atomic level defined
by the 𝑛 and 𝑙 quantum numbers

𝜎2
𝑎𝑠 Debye-Waller factor

Σ(𝐸) Energy dependent operator

𝑇 Kinetic energy

𝜏 Complete scattering operator

Θ Angular direction

𝜑𝑠𝑝𝑒𝑐 Spectrometer work function

𝜑𝑠𝑎𝑚𝑝 Sample work function

𝜑𝑎𝑠 Phase-shift caused by scattering processes

𝑉 Electrostatic potential



1

1 INTRODUCTION

Catalysts are chemical compounds capable to conduct and accelerate
thermodynamic viable reactions. The application of heterogeneous catalysts, which exist
in a distinct phase from the reacting medium, to industrial processes were specially
important to the evolution of the modern industrial society. For example, by 1962,
about 20% of the manufactured products in the United States of America had already
being produced using heterogeneous catalysts. Ever since the chemical industry have
been using catalysts in almost every process involved in the ammonia manufacture,
methanol synthesis, and crude oil refinement.

The governments and the scientific community are paying attention to the
society future on Earth thanks to the evidences of anthropogenic-induced global
warming occurring due to the magnification of the greenhouse effect. Recent
measurements relates these evidences to the increasing CO2 emission rate, indicating
that the unprecedented carbon dioxide atmospheric concentration is the primary
responsible to the warming effect. In response to this problem, a new industrial niche
has emerged intending to design mechanisms to recycle this discarded material.

Pursuing the development of an industrial reasonable process to reduce the CO2

emissions into the atmosphere, the Reverse Water-Gas Shift (RWGS) reaction has been
broadly studied and currently considered one of the best alternative technologies to
dissociate the carbon dioxide molecules. CO, the main product of the CO2 dissociation
reaction via RWGS, is a very flexible chemical intermediate used in many industrial
processes, such as hydrocarbons production.

Studies involving copper-based catalysts supported over several oxides such as
ZnO, ZnO/Al2O3, Al2O3, SiO2, ZrO2, and CeO2, demonstrated its prominent efficiency
and high activity towards CO2 dissociation via RWGS reaction. Apart from noble metals
catalysts (Pt, Pd, Au), nickel-based catalysts are the second most promising catalyst
(copper is the first) being able to perform the RWGS reaction at temperatures as low as
150 ∘C [1]. Supported over cerium and zirconium oxides, nickel catalysts proved to have
high selectivity favouring the formation of CO and presenting high CO2-CO conversion
ratios.

Intending to combine the activity and selectivity properties in one single system,
Cu-Ni nanoparticles (NPs) supported on ceria were synthesized with different Cu and Ni
concentrations. The utilization of ceria as the support is due to its unique properties such
as lattice oxygen ion mobility, readily switching between Ce(III) and Ce(IV) states.
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The main goal of this work is to examine the RWGS reaction, investigating the
kinetic processes and atomic phenomena presented by the Cu-Ni/CeO2 catalysts. In
order to achieve this goal, the electronic and structural properties of the synthesized
systems were probed using the X-ray Photoelectron Spectroscopy (XPS), Energy
Dispersive X-ray Spectroscopy (EDS) and Transmission Electron Microscopy (TEM)
techniques. Concerning the investigations of the reactivity towards the RWGS, CO2

dissociation into carbon monoxide and water was probed via Mass Spectrometry, while
the catalysts surface and bulk properties were investigated using synchrotron
radiation-based techniques. The in situ techniques used in this work were the
Near-Ambient Pressure X-ray Photoelectron Spectroscopy (NAP-XPS), X-ray
Absorption Spectroscopy (XAS) and time-resolved XAS.

The second chapter of this thesis is dedicated to cover the motivation phenomena
that led to this work, where the scientific impulse joins the industrial economic interest on
catalysis research. Preceding studies related to relevant atomic phenomena, established
models and probed properties are also presented. Third chapter contemplates the physical
principles and processes regarding the analysis techniques used to characterize and to
explore the catalyst systems. At the fourth chapter, all the measurements before and
during the RWGS reaction and the corresponding discussion of results is presented. The
fifth chapter shows the conclusions of the work, describing the complete atomic phenomena
concerning the kinetics of the RWGS reaction.
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2 THE CONTEMPORANEOUS GLOBAL
WARMING ISSUE AND THE CARBON
DIOXIDE DILEMMA

2.1 Carbon dioxide issue
Earth’s climate system is powered by solar radiation. About 70% of the solar

shortwave radiation (SWR) is absorbed by the Earth’s surface and atmosphere, while
the other 30% is reflected by gases and aerosols, clouds and Earth’s albedo (superficial
reflectivity, primarily due to ice covering) (see Figure 2.1.1). Due to the Earth’s surface
temperature, the majority of the emitted radiation is in the infrared part of the light
spectrum. This emitted infrared longwave radiation (LWR) is largely absorbed by certain
atmospheric constituents, as the water vapour, carbon dioxide (CO2), methane (CH4),
nitrous oxide (N2O), and clouds, which re-emit these LWR into all directions. A fraction
of this radiation is emitted downwards and gets trapped below the outer atmosphere,
creating a greenhouse effect responsible to heat the lower layers of the atmosphere and
the Earth’s surface.

Figure 2.1.1 – Main drivers of climate change. The radiative balance between incoming
solar shortwave radiation (SWR) and outgoing longwave radiation (LWR)
is influenced by global climate ‘drivers’ [2].
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Natural fluctuations in solar cycles can cause changes in the energy balance
(through fluctuations in the amount of incoming SWR due to the 11-year sunspot
cycles). Human activity also affects the Earth’s energy budget by emitting aerosols which
may change the atmospheric reflectivity (clouds albedo), and greenhouse gases (GHGs)
such as CO2, CH4, N2O, O3 and chlorofluorocarbons (CFCs). In addition to the changes
in the atmospheric concentrations of gases and aerosols, anthropogenic activities affect
the energy and water budgets by changing the planet’s land surface. Land uses, such as
forestry and farming, adds carbon dioxide to the atmosphere and changes the reflectivity
of the land (surface albedo), rates of evapotranspiration and longwave emission.

All this natural and anthropogenic changes in the planet’s surface can cause a
perturbation at the Earth’s energy budget, producing a radiative forcing that affects the
climate system. Internal feedback mechanisms may amplify or diminish the effects of a
change in the climate system caused by the radiative forcing. Some of these feedback
mechanisms operates within hour responses (e.g. the variation on the amount of water
vapour on the atmosphere), though some others may develop over decades to centuries
(e.g. the melting of ice sheets). In order to understand the full impact of a feedback
mechanism, the timescales needs to be considered.

Since the components of climate systems respond on a large range of timescales,
even if anthropogenic emissions were immediately ceased or if radiative forcing was fixed
at the current value, the climate system would continue to change until it came into
equilibrium with those forcings. Trying to foresee the radiative feedbacks, Earth System
Models (ESMs) capable to explicitly simulate the biosphere, carbon cycle and atmospheric
chemistry are used to project quantitatively the climate response to forcings. In order to
achieve more realistic models, changes in the radiative forcing are applied over time, e.g.
using historical reconstructions of CO2. These transient simulations are typically based
on increasing rates of 1% 𝑦𝑟−1 on the CO2 concentrations of a coupled ocean-atmosphere
model.

The processes affecting the climate system can exhibit natural variability on a vast
range of spatial and temporal scales even in the absence of external forcing. In some cases,
the relation between this variability, forcings and responses is complex and characterized
by the dependence of past states (hysteresis). For these situations, the changes in the
climate may be irreversible over some timescale and forcing range. Currently, the most
comprehensive models shows no evidence of global-scale impasse during the 21th century,
though, thresholds on the multi-centennial-to-millennial timescales are being reached in
climate aspects such as ocean circulation and ice sheets.

Records of atmosphere, land, ocean and cryosphere systems supplies the database
for the ESMs. Multiple climate indicators evidences a warming world from the atmosphere
to the depths of oceans, as shown in Figure 2.1.2. The warming trend observed for the
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temperatures over land follows closely the trend presented for the oceans. Furthermore,
recent measurements shows that the temperature of the lowest layers of the troposphere
is increasing. The oceans keep storing the energy excess absorbed by the climate system,
observed by the records of the oceanic heat content. The rise in sea levels, melting of
glaciers and ice sheets are observed as an indirect result of the oceanic warming.

Figure 2.1.2 – Multiple independent indicators of a changing global climate. Each colored
line represents an independently derived estimate of change in the climate
element. In each panel all data sets have been normalized to a common
period of record [3].

The trend presented in Figure 2.1.2 by the different indicators from independent
data sets, leads independent research groups around the world to reach one same
conclusion: the world has warmed since the late 19th century.

The economic and population growth has increased the anthropogenic GHGs
emissions since the beginning of the industrial era. Despite the growing number of
climate change mitigation policies promulgated worldwide, the increasing rate of GHGs
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emissions in the last decades (see Figure 2.1.3) is considered the major factor of the
observed increase on the global average surface temperature. The oceans alone has
absorbed about 30% of the emitted anthropogenic CO2 in the 1750-2011 period,
presenting an acidification process that decreased it’s pH by 0.1 (corresponding to a
26% increase in acidity). This acidification process is altering the nutrients
concentration on the seas, therefore leading to a shrinking process on the biological
variety of the oceans [4]. About 40% of the GHGs emissions in this same period have
remained in the atmosphere resulting on unprecedented atmospheric carbon dioxide
concentrations over the last 800,000 years.

Figure 2.1.3 – Total annual anthropogenic GHGs emissions (gigatonne of CO2-equivalent
per year, GtCO2-eq/yr) between 1970 and 2010 for: fluorinated gases
covered under the Kyoto Protocol (F-gases); nitrous oxide (N2O); methane
(CH4); carbon dioxide from Forestry and Other Land Use (CO2 FOLU);
and carbon dioxide from fossil fuel combustion and industrial processes [5].

2.2 Unraveling the CO2 obstacle
Whereas high atmospheric carbon dioxide concentration is seen by part of the

scientific community as a contemporaneous "villain", some researchers realize it as an
alternative energy source since it is abundant, low-cost and a raw material [6]. In the last
few years, new technologies have been developed focusing the conversion of wasted CO2
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into useful chemicals and fuels. This practice, known as Carbon Capture and Utilization
(CCU), is still very expensive since it requires high energy substances such as H2 to convert
carbon dioxide into the most desired and useful chemicals, due to the high thermodynamic
stability of the carbon dioxide molecule. Despite the high cost, more than 250 CCU
projects are currently under development creating a niche industry capable to compete
against petrochemical processes.

The CO2 dissociation processes have been exhaustively explored due to its
fundamental and practical significance in surface science, nanoscience and environmental
science. Among the developing technologies, the leading processes in CO2 dissociation
are the RWGS reaction and the direct hydrogenation of CO2. The direct hydrogenation
of CO2 was considered one of the most promising alternatives for industrialized
methanol production [7], however, it yields smaller amounts of CH3OH than that found
in the RWGS process (which is thermodynamically less favored). Few CO2 dissociation
processes for low temperatures (< 500 ∘C) were reported, typically using noble
metal-based catalysts [8]. The RWGS reaction is an endothermic process that occurs in
many industrial reactions containing H2 and CO2, and has been exhaustively studied
since it produces an important chemical feedstock (CO) under mild conditions.

In a recent study, Mallapragada et al. showed that the RWGS reaction already
present the higher efficiency to convert atmospheric CO2 into liquid fuels using sunlight,
if compared to direct photosynthesis, biomass and algae self-contained or conversion
processes [9]. The interest in the RWGS reaction is also related to space exploration
research, by the association of high CO2 concentrations found on Mars atmosphere to
the H2 formation as a byproduct on oxygen production processes.

2.3 The promising technology
The RWGS reaction (Eq. 2.1), first observed by Bosch et al. [10], is currently a

key step in the methanation processes of CO2. In addition to that, the RWGS reaction
has the advantage of forming CO, which can be used as feedstock to produce a variety of
chemicals, such as those used in Fischer–Tropsch processes. Additionally to the RWGS
reaction, methanation (Eq. 2.2) and Sabatier (Eq. 2.3) reactions may occur in the H2+CO2

atmosphere.

𝐶𝑂2 +𝐻2 ⇀↽ 𝐶𝑂 +𝐻2𝑂, ΔH298𝐾 = 41.2 𝑘𝐽𝑚𝑜𝑙−1 (2.1)

𝐶𝑂 + 3𝐻2 ⇀↽ 𝐶𝐻4 +𝐻2𝑂, ΔH298𝐾 = −206.5 𝑘𝐽𝑚𝑜𝑙−1 (2.2)

𝐶𝑂2 + 4𝐻2 ⇀↽ 𝐶𝐻4 + 2𝐻2𝑂, ΔH298𝐾 = −165.0 𝑘𝐽𝑚𝑜𝑙−1 (2.3)
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Due to the kinetic stability of the CO2 molecule, CO2 dissociation processes require
efficient catalysts. As a result of its reversibility, the RWGS reaction often utilizes catalysts
active in the Water-Gas Shift (WGS) reaction [11]. Historically, CO2 dissociation processes
utilizes noble metal-based catalysts (such as Ru, Rh, Pd, and Pt). However, Oshima et
al. [1] studied the RWGS reaction on transition metal-based catalysts (Cu, Ni) supported
on La-ZrO2 and found good results towards CO selectivity at low temperature (150 ∘C).
This study presented a smaller selectivity to CO for the nickel surface when compared to
the copper one. Liu et al. [12], using DFT, showed that the Cu interaction with CO2 is
thermodynamically unfavorable.

Copper-based catalysts has the advantage of producing essentially no methane as
a side product in the RWGS reaction. Due to its weak interactions with CO2 molecules,
CO2 dissociation is highly unfavorable in the absence of hydrogen making needed the
association of supports and/or promoters into the catalytic system. Chen et al. studied
the association of Cu NPs to several metal oxide supports such as SiO2 [13] and Al2O3

[14]. In the study involving a silica support, the high Cu dispersion enhances the CO2

conversion to CO. Moreover, the Temperature Programmed Reduction and Desorption
techniques (TPR and TPD, respectively) showed that the potassium association to the
system’s support creates new active sites which promotes CO2 adsorption and CO
production [15] enhancing the catalytic activity in the RWGS reaction. On the alumina
supported case, the study proposed that the formation of CO is entirely related to the
adsorption of formates species. Using the TPR technique, they observed a partial
surface oxidation during the reaction and attributed this effect to the CO2 dissociation,
leaving O atoms bonded to the Cu surface. They also related the presence of hydrogen
atoms at the Cu surface to an enhancement on the CO production. The enhanced
activity promoted by hydrogen interactions with Cu surfaces was corroborated by an in
situ XPS study by Fox et al. [16]. The analysis explored the promoter and support
interactions in CuPd/CeO2 catalysts, showing that Pd promoted the reduction of CuO
clusters and CeO2 by facilitating the hydrogen spillover.

Luhui et al. studied the effects of different Ni contents on Ni-CeO2 catalysts for the
RWGS reaction [17]. Using X-Ray Diffraction (XRD) and TPR techniques, they observed
that low NiO loadings and high Ni dispersion are key components for a high catalytic
activity in the RWGS reaction. Nickel-based catalysts have the advantage of being more
stable at higher temperatures (such as 600 ∘C [17]) if compared to copper. A time-resolved
XRD study made by Barrio et al. indicates that a strong interaction between Ce-O-Ni
delays the reduction of nickel cations by hydrogen up to temperatures above 400 ∘C [18].



Chapter 2. The contemporaneous global warming issue and the carbon dioxide dilemma 9

The usage of bimetallic catalytic systems attempts to achieve better performance,
associating features of activity and selectivity coming from different materials. A natural
association is copper and nickel, intending to combine the thermal stability from nickel
to the high selectivity and activity of copper in a very reasonable system.

Liu et al. investigated the effect of variable (3:1, 1:1, 1:3, and 1:5) Cu/Ni ratio
contents on Cu-Ni/𝛾-Al2O3 catalysts in the RWGS reaction [19]. The XRD analysis
presented in this study relates the decrease in the Cu/Ni ratio to a stronger Cu-Ni
interaction through oxygen transfer from the Cu oxides to the Ni oxide compounds.
Moreover, the study relates the content of Cu to the CO production, while the content
of Ni is related to the CH4 production due to higher amounts of H2 adsorbed at the
Ni-rich surfaces. Derosa et al. performed a DFT study [20] which indicated that Cu-Ni
bimetallic clusters yields stronger H bindings than Cu or Ni monometallic systems.
However, among the bimetallic cases, copper clusters containing small concentrations of
nickel are best adsorbers of hydrogen. This enhancement on the H2 adsorption can
improve the CO2 conversion to CO, as shown by [15].

Several metal oxide supports were associated to metallic catalysts for the RWGS
reaction. The support role on the RWGS mechanism is to stabilize the catalyst, avoiding
phenomena such as agglomeration. Reducible oxide materials such as ceria (CeO2) and
titania (TiO2) may interact with the NPs through oxygen exchange, which creates
vacancies able to dissociate CO2, enhancing the systems activity. Kim et al. compared
the RWGS catalytic activity of Pt NPs supported on a reducible (TiO2) and a
non-reducible (Al2O3) support [21]. The system supported on a reducible oxide
presented better results for the CO2 conversion and CO selectivity due to the increase of
the number of catalytic active sites with the appearing of oxygen vacancies. Pettigrew et
al. showed that the oxygen vacancies play a key role towards the RWGS reaction when
ceria is associated to Pd/Al2O3 systems, since it can re-oxidize with CO2 exposition [22].

Kinetics studies involving cheap catalyst applied to the industry, such as copper
[14, 15, 23, 24, 25, 26, 27] and nickel [27, 28], are among the trending topics on catalysis
research nowadays. However, due to the high number of complex atomic events occurring
during a catalytic reaction, the elucidation of catalytic events at the atomic level is still
subject of intense research aiming the projection of new catalysts, more selective and
sustainable.
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2.4 Atomic level phenomena
The interaction between NPs surface, support, and reaction constituents during

the catalyst exposition to the reactants are directly related to the catalytic activity.
Phenomena such as diffusion of reactants through the catalyst surface, adsorption of
reacting substances over catalysts surface, interactions between catalyst surface and
reacting substances or support may influence the catalysts performance, improving or
decreasing it [29]. A clean metallic surface is commonly desired for the NPs, since it
presents catalytic sites typically more active. The adsorption of some reactants induce
effects such as poisoning, sintering, and coke formation, causing catalysts deactivation.
In the literature is showed that carbon deposition over catalysts plays a major role in
the deactivation of Cu/CeO2 and Ni/CeO2 catalysts in the RWGS reaction conditions
[30, 31]. This deactivation process occurs through a C covering of the supports active
sites. This effect was also reported for Au [32, 33], and Pt NPs [34].

Form, size, texture (pore volume and density), surface area, and dispersion are
some of the important intrinsic features of catalysts that are determined by the
synthesis process. After synthesis, catalysts require activation before playing its role in
the catalytic reactions. Most of the metal-based catalysts are activated by reduction
processes, which leaves the particles clean and metallic, exposing the majority of the
catalytic active sites. The reaction is favored in this active sites due to different chemical
properties that enhances locally the chemisorption, such as a local lower activation
energy promoted by the different electronic state in the catalytic site. Furthermore,
these sites are typically related to the geometry of the surface and degree of crystallinity
of the NPs since defects on the crystal structure, such as vacancies or dislocations, may
alter the chemisorption properties of the NPs surface.

During the activation process and catalytic reaction, the exposition to some
thermal or electrochemical condition may change some structural or electronic
properties of the catalysts. In bimetallic systems, thermal annealing, electrochemical
reactions, adsorption and desorption of reactants, or metal-support interactions may
induce atomic migration to the catalyst’s surface [35, 36, 37, 38, 39], giving rise to
several possible atomic arrangements. The alloying extent in bimetallic NPs may
generate totally separated phases, giving rise to monometallic clusters, or mixed phases
in which several arrangements can occur. Mixed configurations include cases where the
atoms of both species are present at random positions, at homogeneous distributions, or
forming organized inner complexes such as core-shell, or layered (onion-like) atomic
structures [40]. These arrangements are displayed schematically in Figure 2.4.1.
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Figure 2.4.1 – Schematic representation of atomic arrangements in bimetallic NPs at
various degrees of alloying. Different metallic species are presented as light
and dark gray balls in (a) separated clusters, (b) random distribution
(alloy), (c) small inner clusters, (d) core-shell, and (e) onion-like atomic
structure (image adapted from [40]).

The surface segregation ability of a given specie is related to the particle’s size,
which influences on the surface-to-bulk ratio changing its alloying mechanism and
differentiates the properties related to the particles surface and bulk [39]. The most
common method to change the surface atomic population in bimetallic NPs is exposing
the sample to a gaseous atmosphere under high temperatures
[41, 42, 43, 44, 45, 46, 47, 48, 49, 50]. Ahmadi et al. studied atomic segregation in
Pt0.5Ni0.5 NPs supported on highly oriented pyrolytic graphite (HOPG) under different
gaseous environments (1 bar H2, 1 bar O2, and vacuum) using in situ XPS technique
[51]. The results of this study can be summarized in the schematic representation
presented in Figure 2.4.2. Initial ex situ Atomic Force Microscopy (AFM) measurements
showed Ni-rich NPs surface due to the higher Ni affinity to the oxygen from the
preparation environment. Following the shape change, the thermal treatment (≈ 500
∘C) in oxygen led to a drastic Ni surface segregation which probably induced the
formation of a thick and stable NiO shell and a small PtNi alloy core. The Pt
segregation to NPs surface was observed under vacuum and hydrogen treatment above
270 ∘C and is related to the reduction of surface oxide species, creating a smaller surface
free energy for Pt atoms if compared to Ni atoms.
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Figure 2.4.2 – Schematic representation of models describing the segregation phenomena
of Pt and Ni atoms in octahedral Pt0.5Ni0.5 NPs (a) as-prepared and after
annealing from 25 to 500 ∘C in the following environments: (b, c) vacuum
(10−10 mbar), (d, e) H2 (1 bar), and (f, g) O2 (1 bar) [51].

For catalysis purposes, the bimetallic core-shell arrangement is the most desired
one since it improves the physical and chemical properties of a material by combining
multiple functionalities and providing new active interfaces, as well as synergic effects
among components. Material engineering has made extensive efforts in order to design
and to prepare controlled core-shell atomic structures. The techniques applied to obtain
these atomic structures are most commonly based on precipitation, decomposition, surface
enrichment, leaching or deposition. However, the segregation into separated core and shell
phases relies on differences of physical and chemical properties such as reduction potential,
affinity to adsorbates, etc. In particular, Cu-Ni bimetallic NPs have been synthesized by
several different techniques [52, 53, 54, 55]. Cu has a lower surface free energy than Ni
and is generally observed occupying the surface sites [56]. However, Wu et al. was able to
prepare an alloy atomic structure with a Ni-rich surface by using a solvated metal atom
impregnation technique [57].

Furthermore, the surface state of catalysts may also be influenced by interactions
between NPs surface and the support. Different groups of supports (such as reducible
oxides or refractory) revealed quite different catalytic activity and selectivity towards
chemical reactions. In the reducible oxides case, the supported metals may interact
strongly with the reducible support (Strong Metal-Support Interaction effect, SMSI),
giving an almost complete inhibition of the capacity of CO and H2 adsorption by the
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NPs.

The SMSI effect is classically divided in the electronic and geometric factor, each
one occurring in a given range of temperature [58]. The electronic factor occurs via charge
transfer from the support to the metallic NPs supported. The geometric factor occurs with
the migration of oxide moieties coming from the support to the surface of the NPs, then
making a capping layer surrounding the NPs. Both effects occur during the activation of
the catalyst under the reducing treatment.

Since its first observation by Tauster et al. [59], the mechanisms of metal
encapsulation by the support are not yet fully understood for some supports, like CeO2.
Recently, several works have been developed aiming the elucidation of the nature of the
SMSI effect [42, 46, 60, 61, 62]. One of them, proposed by Fu et al. in a study of the
Pd/TiO2 system using the XPS and Rutherford Backscattering Spectrometry (RBS)
techniques [63], describes the encapsulation effect as a multi-step process: (i) electrons
transferring from the oxide support surface to the metal NPs; (ii) mass transport of
support’s cations out of the crystal, into the near-surface region, driven by
electrochemical potential difference between the support’s bulk and the oxygen
vacancies across the metal-support interface; (iii) mass transport of non-stoichiometric
support portions (such as oxide moieties) onto the surface of the metal clusters by a
thermodynamic process to minimize the surface energy. According to this model, the
metal clusters deposited over the support must have larger work function than the oxide
support, so that a charge transfer occurs at the materials contact, forming negatively
charged metal particles. Labich et al., studying Rh/TiO2 model catalysts, correlated the
occurrence of the SMSI effect to a surface energy minimization process [64]. Using
Low-Energy Ion Scattering (LEIS) and XPS techniques, the authors described the
minimization process to metal clustering and diffusion into the supports bulk.

The geometric factor of the SMSI effect (formation of the capping layer) is observed
only for NPs exposed to a reduction treatment, when supported in reducible supports. Oi
et al. described diagrammatically the reaction mechanism towards the covering process
observed for the titania support [65]. As represented in Figure 2.4.3, a hydrogen-rich
atmosphere can reduce the TiO2 support’s surface by removing some oxygen atoms to
formate water. In response to that, the electron transferring phenomena charges negatively
the metal clusters inducing the functional groups migration to particles surface. This
capping layer drastically changes the chemisorption properties of metals and may form (or
destruct) active sites, enhancing (worsen) the catalyst efficiency for the catalytic reaction.
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Figure 2.4.3 – Diagrammatic representation of the covering process due to the SMSI
effect in a TiO2 supported metallic NPs. During the H2 treatment, water
molecules are formed leaving oxygen vacancies as result of the support
reduction. The reduced support transfers charge to the metallic clusters,
which are covered by functional groups of support in order to diminish its
surface energy [65].

Whereas the SMSI effect is widely explored and well understood for the TiO2

case, little is known about the nature and reaction mechanisms for the CeO2 supported
systems. Zhuang et al. observed via TGA and TPR techniques, a decrease in the
hydrogen chemisorption ability on the Ni/CeO2 system after a high-temperature
reduction treatment [66]. After oxidation and a low-temperature reduction treatment,
the hydrogen chemisorption ability was restored. This behavior is typical of a SMSI [67].
In a previous work of our group, Matte et al. verified, using ex situ XPS measurements,
the existence of the SMSI effect for the Ni/CeO2 system after exposition to a 500 ∘C H2

reduction treatment [60]. Figure 2.4.4 shows a High Resolution Transmission Electron
Microscopy (HRTEM) image of the Ni/CeO2 NPs after H2 reduction treatment at 500
∘C. It is possible to observe the caracteristic capping layer composed of cerium oxide
surrounding the Ni NPs. Using the in situ time-resolved XAS measurements at the Ni K
edge to compare the Ni oxidation state of supported and non-supported NPs, the
authors observed a decrease of the Ni reduction temperature for the supported case and
suggested an association of this effect to the electronic factor of the SMSI effect, with
the charge transfer from the CeO2 support to the Ni NPs. The electronic factor of the
SMSI effect in this case helps the Ni NPs reduction with the charge transfer process. It
was corroborated by in situ time-resolved XAS measurements at the Ce L3 edge. Matte
et al. also studied the influence of the CeO2 support on the reduction properties of Cu
NPs [60]. Differently from the Ni/CeO2 system, Cu/CeO2 NPs did not showed evidences
of the existence of the SMSI effect. Consequently, no differences in the reduction
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temperature of supported and non-supported Cu NPs is found for this case. However,
Liu et al. [68] and Dow et al. [69] reported strong interactions between Cu and CeO2

supports using TPR measurements.

Figure 2.4.4 – HRTEM image showing the capping layer of cerium oxide surrounding the
Ni(0) NP [60].

Moreover, the SMSI effect on ceria presented the ability to stabilize core-shell NPs
by changing its segregation properties, as presented by Liu et al. in a study of Au-Pt
bimetallic system using TPR and XPS techniques [70]. When exposed to a N2 thermal
treatment, the Au0.5Pt0.5/C system presented Au segregation to NPs surface. The addition
of CeO2 modified the NPs surface energy and the Au segregation was inhibited even at
high temperatures. It occurred because ceria anchored the Pt atoms (specimen presenting
higher oxygen affinity) at NPs surface via Ce-O-Pt bonds (Pt for metal).

In another previous work of our group, Bernardi et al. studied Rh0.5Pd0.5 NPs
supported on CeO2 using Ambient Pressure X-ray Photoelectron Spectroscopy technique
(AP-XPS) [42]. The authors presented high control of surface atomic population by the
utilization of reducing and oxidizing atmospheric treatments in different temperatures.
Using the AP-XPS technique, they showed that during reduction treatment (H2) at 300
∘C, Pd atoms migrate towards the NPs surface, but the exposition to an O2 atmosphere
causes a migration of Rh atoms towards the NPs surface. It occurs because Pd atoms
have smaller surface energy than Rh atoms and Rh oxide is more stable than the Pd
oxide compound. However, after a high temperature H2 treatment at 480 ∘C, the change
on the Pd or Rh surface enrichment is not observed anymore and the Pd atoms were
freeze at the NPs surface. That is, even for exposition to an oxidizing treatment at 300 ∘C
the Pd atoms remains at the surface of the bimetallic NPs. The reason for this behavior
was attributed to the occurrence of the geometrical factor of the SMSI effect that changes
the energy configuration at the surface of the NPs, keeping the Pd atoms at the surface
during the oxidation treatment.
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Despite all the complex phenomena related to atomic interactions in catalysts,
studies aiming to model the kinetic processes of chemical reactions have been developed.
Goguet et al. modelled the reaction paths in which CO2 molecule may be dissociated via
RWGS in the Pt/CeO2 system [34]. Figure 2.4.5 presents the possible paths towards CO
formation. Measurements of Mass Spectrometry and Diffuse Reflectance Infrared Fourier
Transform Spectroscopy (DRIFTS) revealed that RWGS reaction occurs in the main
route (indicated in Figure 2.4.5 as the "Carbonates" tab), in which carbonates interact
with oxygen vacancies in the CeO2 support, possibly leaving Pt-bounded carbonyls. While
the process of CO2 dissociation (through carbonates formation) is evidenced through the
measurements, the oxidation of H2 is not yet clear. A possible pathway involves the H2

adsorption on Pt sites (CO free) followed by the migration of oxygen from the supported
to the Pt-CeO2 interface, allowing the reaction.

Figure 2.4.5 – Model for the reaction mechanism of the RWGS reaction over the Pt/CeO2
catalyst [34].

Fujita et al. presented a model for the redox mechanism on Cu-based catalysts [24]
under RWGS reaction. Based on XPS results, this model associates an oxidation process
of metallic copper atoms promoted by CO2 molecules, formating a Cu(I) oxidation state
at the NPs surface, and a reduction process of the oxidized copper atoms promoted by H2

molecules. Studies describing the reaction kinetics on Ni or bimetallic supported systems
are still rare due to the number of simultaneous phenomena and the technical difficulties
to probe the systems properties during the catalytic reactions.

2.5 Limitations of common characterization processes
Theoretical [71] and experimental [14, 15, 24, 72] models were proposed to

represent the reaction kinetics, however in situ measurements were rarely used to
explain these phenomena. Therefore, scientists struggle to confirm the reaction
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mechanisms forecasted in models and to understand the observed phenomena due to
limitations of conventional methods, though, the arising of new technologies in research
centers is enabling deeper and faster analysis of catalysts properties. For example, the
development of devices that use synchrotron radiation allowed accurate analysis of some
complex catalytic reactions. Due to its peculiar properties, this tool allows
time-evolution studies for some analysis techniques.

Recently developed methods allows measurements for catalysts exposed to
conditions close to the real ones, that is, high temperatures and high pressures of the
reactant gases. A catalytic reaction is a sequence of several complex steps starting with
the molecule adsorbing at a specific site on the surface of the catalyst and ending with
the formation and the desorption of the final product. The detailed understanding of the
events at the atomic level occurring during a catalytic reaction plays a fundamental role
on the optimization and generation of advanced catalysts that can be applied in
industry. However, the atomic structure and surface chemistry of catalysts under
reaction conditions are usually very different from those studied under high vacuum or
at low temperatures [73]. Thus, in order to understand the catalytic reaction
mechanisms at the molecular or atomic level, in situ techniques have been applied
successfully over the last few years [60, 73]. One of the best techniques employed to
study the surface of catalysts is XPS. However, for a conventional XPS instrument, the
samples must be maintained in an environment with a pressure lower than 10-7 mbar
(high vacuum). In contrast, the NAP-XPS technique allows surface characterization of
NPs when exposed to conditions closer to the actual reaction environment (high
temperature (≤1000 ∘C) and pressure (≤ 25 mbar)) [74]. In this way, important
scientific issues such as the surface atomic population and electronic properties of the
surface have been addressed in situ [42, 61, 75]. Moreover, the in situ XAS technique is
widely employed to probe the oxidation state and the short-range order around a
specific atom of the NP when submitted to a catalytic reaction [60, 76]. Combining both
techniques is a powerful approach that scientists can use to elucidate the catalytic
properties of NPs. These level of analysis are take as the state-of-the-art in catalysis
research.
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3 PHYSICAL BACKGROUND ON THE
ANALYSIS TECHNIQUES

This chapter is reserved to discuss the physical processes associated to the
experimental procedures executed in this work. The properties of the as prepared NPs
were investigated by EDS, XPS and TEM. When submitted to the catalytic reaction,
Mass Spectrometry was applied to study the products formation while advanced in situ
X-ray based techniques were used to understand the particle’s properties.

3.1 Transmission Electron Microscopy (TEM)
The TEM technique [77, 78] is a broadly used technique in materials science

providing informations as size and morphology [79] of nanosystems. The microscope
operates by the same basic principles as light microscopes, but using electrons (𝜆 < 1
nm) instead of light (400 nm < 𝜆 < 700 nm) to achieve better resolution (light
microscopes as a typical resolution of 150 nm, while in electron microscopes the
resolution can be as smaller as 0.01 nm). An illumination source (or electron gun) at the
top of the microscope emits electrons that travel through vacuum and are collimated by
electromagnetic converging lenses into a small and coherent beam. This beam strikes the
target sample and a portion is transmitted, refocused by objective lenses and projected
onto a phosphorescent screen (or a CCD camera) at the bottom of the microscope,
giving rise to a "shadow image" of the sample. The dark regions of the image displays
high electronic density regions on the sample, where the electron is backscattered and
do not pass through, while the white regions shows lower electronic density regions. All
the other regions, displayed in shades of gray, are intermediate electronic density regions
existing in the sample. Figure 3.1.1 presents a typical image of supported nanoparticles,
specifically Cu-Ni bimetallic NPs supported on CeO2.

Figure 3.1.1 – TEM image of Cu-Ni NPs.
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The EDS is an auxiliary technique, used in electron spectroscopy, which allows the
determination of the sample’s elemental composition.

When a high energy electron beam reaches a sample, some electrons undergoes
inelastic scattering processes transferring energy to the sample by interacting with
phonons, plasmons, or exciting other electrons. The electron excitation may cause
interband transitions (migration from a occupied valence band state to an unoccupied
conduction band state) or ionize the atom by ejecting an electron. Once an electron is
emitted, its parent atom quickly decays from the excited state. The atomic relaxation
occurs by "non-radiative" (Auger transitions) or "radiative" (fluorescence emission)
processes, emitting an Auger electron or an X-ray, respectively.

In the radiative process, the energy conservation is fulfilled by the emission of
X-rays. These X-rays, characteristic for each element, may pass through the sample and
be absorbed by the detector (typically made of semiconductors as Si or Ge) where
electron-hole pairs are created and generate a small current, proportional to the X-ray
energy. Electronic processing of the pulses translates the current into a signal, in a
specific channel, in a computer-controlled storage system. The final count in these
energy channels constitutes the EDS spectrum, inferring a quantitative compositional
profile of the sample.

3.2 Mass Spectrometry
Mass Spectrometry [80] is an analytical method used to identify compounds as

well as to study ionization processes and dissociation of molecules.

The mass spectrometer (MS) can be divided in three fundamental parts, namely
the ionization chamber, the analyzer, and the detector. Figure 3.2.1 displays a layout of
the spectrometer.

In the ionization chamber, sample is kept in a high vacuum container ( 10−7 torr)
where it can be ionized by diverse methods. A common procedure, called electron impact
(EI), consists in the application of a high energy electron beam, which knocks electrons
off the molecules creating positive ions. Repelled by the very positive voltage on the
ionization chamber, ions enter into the analyzer passing through slits, a voltage gradient,
being accelerated and collimated into a finely focused beam. This beam is driven through
a magnetic field, and as result, the ions deflects in different angles depending on their
masses and charges (lighter and more charged ions are more deflected). After deflection,
ions reach a multichannel detector where metal plates neutralize them through electron
transfers. The metal plates are connected by wire to amplifiers, and the electronic flows are
detected as electric current signals, then amplified and recorded. The spectrum relates
mass and its relative current intensity. Figure 3.2.2 shows the mass spectra from CO2
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and H2O, where is also present the signals due to these compounds dissociation in the
measurements (in the CO2 spectrum: carbon, oxygen, carbon monoxide molecule, and
carbon dioxide molecule; in the H2O spectrum: oxygen, hydroxyl molecule, and water
isotopes)

Figure 3.2.1 – Simplified schematic description of a MS [81].

Figure 3.2.2 – Mass spectrum of CO2 and H2O showing relative intensities for the signals
in the detection [82, 83].

In order to identify precisely a compound, is necessary to detect and analyze
its isotopes signals, whereas different composites may present the same mass-to-charge
ratio. The isotopes relative ratios can be found in databases, as that from the National
Institute of Standards and Technology [84]. Features of a specific reaction kinetics can be
investigated in a time-dependent measurement, since the time-resolved spectra indicate
the evolution of each constituent during the reaction.
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3.3 Synchrotron Radiation
The usage of synchrotron radiation [85, 86] has grown since its first observation,

in 1947, and become a primary spectroscopy tool for the study of matter. This form of
radiation occurs when a charged particle, moving at relativistic speeds, follows a curved
trajectory due to the effect of a magnetic field which is perpendicular to its direction of
motion. To produce synchrotron radiation, charged particles are initially accelerated up
to millions of electron-volts (MeV) by a linear accelerator (Linac), then boosted up to
billions of electron-volts (GeV) by a booster ring, and kept in ultra-high vacuum (10−9

torr) in storage rings. This ring consists of an array of insertion devices (wiggler and
undulator), focusing devices (quadrupoles/sextupole magnets), and bending devices
(dipole magnets), connected by straight linear sections (Figure 3.3.1). The curved path
that the charges are forced in by the magnetic fields generates the electromagnetic
radiative process causing energy loss in each turn at the ring. In order to restore the
particles energy, radio frequencies cavities are installed, where the beam is splitted into
small particle bunches by electric fields from the insertion devices. These bunches are
transversely accelerated and radiate a pulsated light tangentially, in a concentrated
narrow cone (due to relativistic effects).

Inside the ring, a charge may interact with other charges from the beam and some
remaining gas molecules being scattered off. This gradual charge loss makes necessary
a new charge insertion after typically 24 hours. To provide a more stable current, some
synchrotron facilities utilize an injection mode, called top-up, where electrons are injected
in the ring continuously.

Figure 3.3.1 – Oversimplified scheme of a synchrotron storage ring, containing focusing
magnets, insertion devices, and a radio frequency cavity [86].

The light emitted at the ring presents a wide range frequency spectrum (i.e. a large
bandwidth) which is reduced to a smaller region when captured by the beamlines, located
tangentially to the storage ring. In a typical hard X-ray beamline, the raw X-ray beam
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pass by mirrors to be focused, and by a monochromator to select the experimental energy
according to Bragg’s law. The experimental station is a custom-designed sample holder,
where experimental conditions (e.g. atmosphere, pressure, reactants, temperature, etc.)
are controlled, and data are recorded by detectors. Figure 3.3.2 shows a layout sketch of the
DXAS beamline [87], dedicated to dispersive X-ray absorption spectroscopy techniques,
in the hard X-rays energy range, at the Brazilian Synchrotron Light Laboratory (LNLS).

Figure 3.3.2 – Layout of the DXAS beamline at LNLS, installed in a bending-magnet
port. The sequence indicates: (1) front-end, (2) wall shield, (3) cooled Be
window, (4) cooled slits, (5) Rh-coated mirror, (6) two Be windows, (7)
cooled slits, (8) monochromator, (9) beam shutter and large Be window,
(10) sample holder, (11) optical bench, (12) modified CCD detector, (13)
short linear stage and (14) long linear stage. Distances are in millimeters
[87].

Overall, synchrotron radiation presents intrinsic advantages, such as

∙ High brightness: the photon flux per unit solid angle is hundreds of thousands times
bigger than that produced by conventional X-ray tubes, for a given wavelength band.

∙ Wide spectral range: very broad and continuous, from infrared to hard X-ray region.

∙ Polarization: light is polarized by construction, being tunable in linear or circular
polarization.

∙ Short pulsed time structure: pulses may be shorter than 10-12 s, providing possibility
for time resolved studies.
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These advantages make synchrotron-based techniques frequently in the state-of-art
for several fields of the knowledge.

3.4 X-ray Photoelectron Spectroscopy (XPS)
The XPS [88, 89] is a widely used technique that provides chemical composition

and electronic states of the elements at the sample’s surface. This technique, based on the
photoelectric effect, consists in irradiating a material with an X-ray beam while measuring
the kinetic energy of the photoelectrons emitted from the core levels of the atoms in
sample’s surface.

In the photoemission process, schematically shown in Figure 3.4.1, the kinetic
energy 𝑇 of a detected photoelectron is

𝑇 = ℎ𝜈 − 𝐸𝑏 − 𝜑𝑠𝑎𝑚𝑝 (3.1)

where ℎ𝜈 is the incident X-ray photons energy, 𝜑𝑠𝑎𝑚𝑝 is the sample work function, and
𝐸𝑏 is the electron’s binding energy to the atom with respect to the Fermi level. In order
to measure the kinetic energy of the ejected photoelectrons, it is used an energy
analyzer which has itself a work function 𝜑𝑠𝑝𝑒𝑐. Once the sample is prepared for the
measurements, both sample and electron analyzer are grounded an their Fermi levels are
aligned. This connection set a potential difference equals to 𝜑𝑠𝑎𝑚𝑝 − 𝜑𝑠𝑝𝑒𝑐, that
accelerates the photoelectrons yielding an effective kinetic energy of

𝑇 = ℎ𝜈 − 𝐸𝑏 − 𝜑𝑠𝑎𝑚𝑝 + (𝜑𝑠𝑎𝑚𝑝 − 𝜑𝑠𝑝𝑒𝑐) = ℎ𝜈 − 𝐸𝑏 − 𝜑𝑠𝑝𝑒𝑐 (3.2)

Figure 3.4.1 – Energetic level representation of the photoemission process, where 𝜑𝑠𝑎𝑚𝑝 is
the sample work function and 𝜑𝑠𝑝𝑒𝑐 is the spectrometer’s electron analyzer
work function.
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XPS spectra are commonly presented in electrons count (or intensity) as a
function of binding energy [90, 91] (see Figure 3.4.2). Those excited electrons which
escape without energy loss contribute to its characteristic atomic level peak, and those
which suffer inelastic scattering contribute to the spectrum background. Peaks derived
from orbitals whose angular momentum quantum number 𝑙 is greater than 0, i.e.
orbitals 𝑝,𝑑 and 𝑓 , are usually split in two due to the interaction between electron’s spin
and orbital angular momentum. According to the total angular momentum number
(𝑗 = 𝑙 ± 𝑠), orbital doublets (peak pairs) are denominated.

Figure 3.4.2 – XPS long scan spectrum of a Cu/CeO2 NPs. Auger and photoemission
peaks are identified.

The depth probed in XPS measurements varies with the kinetic energy of the
electrons under consideration. It is determined by a quantity known as the electron’s
inelastic mean free path (𝜆𝐼𝑀𝐹 𝑃 ), that is defined as the mean distance traveled by the
photoelectron before suffering an inelastic scattering in the sample. This behavior is well
known for most of the solids and is shown in the universal curve (see Figure 3.4.3), which
describes a model based on scattering theory [92, 93]. In the curve, is possible to observe
that the depth typically probed in photoemission experiments is around tens of angstroms
(𝜆 = 10 Åat 500 eV kinetic energy).



Chapter 3. Physical background on the analysis techniques 25

Figure 3.4.3 – A compilation of inelastic mean-free path values as a function of the
electrons kinetic energy. The points, representing measurements of distinct
elements, follows the "trend" set by the theoretical model (image adapted
from [94]).

After the photoemission process, the core holes are refilled by outer shell electrons,
and a secondary electron may be ejected to fulfill the energy balance in this relaxation
process. This secondary electron, called Auger electron, is typically indexed over the
atomic shells involved in the emission process, i.e., an 𝐾𝐿𝐿 Auger electron was bound
to a L shell before being ejected after another L shell electron fill the K shell hole left
by the photoelectron emitted. The Auger emission process is favoured for atoms with low
atomic number. Moreover, since the Auger transitions are result of the atomic relaxation
process, the Auger electron kinetic energy doesn’t depends on the incident photon energy.
Therefore, when a sample is measured in two different photon energies is possible to
observe an energy shift in the Auger electron peaks that is not observable for the peaks
associated to the photoemission process at the counts versus binding energy spectra (see
3.4.4). It occurs due to the transformation from kinetic energy to binding energy by using
Eq. 3.2.

Conventional XPS systems uses radiation from Mg K𝛼 (1253.7 eV), Al K𝛼 (1486.7
eV), Ag L𝛼 (2984.3 eV) or Cr K𝛼 (5414.7 eV) X-ray sources. In some systems there are
more than one X-ray source, providing a modest depth profiling capability (which can be
improved by using a synchrotron radiation source by scanning more distinct depths) and
ability to differentiate between Auger and photoelectric transition.

The emitted photoelectrons are usually collected by a hemispherical analyzer
(HSA, see Figure 3.4.4). It consists of a pair of concentric hemispherical electrodes
between which there is a gap for the electrons to pass. A voltage is applied across the
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two hemispheres, with the outer hemisphere being more negative than the inner one,
forcing the electrons to travel in a circular path. The user-selected acceleration to the
electrons defines the particles energy as they pass through the electron analyzer (called
pass energy). The selected pass energy affects both transmission and resolution of the
electron analyzer. A smaller pass energy results in a higher resolution while a bigger
pass energy provides a higher electron transmission.

Figure 3.4.4 – Comparison of a copper foil XPS spectra recorded using both Al K𝛼 and
Mg K𝛼 X-ray sources. Note that photoemission peaks remain at constant
values and Auger peaks shifts about 230 eV by switching the radiation
source [89].

Conventional XPS systems require measurements being carried out in ultra-high
vacuum to avoid the electron scattering by gas molecules in sample-detector path, to
avoid surface contamination during the measurements, and to keep the electron
spectrometer running. However, the study of catalysts in ultra high vacuum may
provide erroneous informations of the electronic and structural properties of systems
that operates under high pressures and temperatures. Recently, electron spectrometers
operating in high pressures and temperatures were produced. Measurements in such
systems are named NAP-XPS and represent the state-of-art in the characterization of
catalysts.

The use of NAP-XPS measurements for catalysts has a huge grown in the past last
years around the world. This technique is not available currently in Brazilian laboratories.
Considering synchrotron facilities, the X-ray beam may enters to the analysis chamber
(AC) through a thin membrane (typically of Si3N4) or through a differentially pumped
system, used to protect the vacuum in the beamline, causing a pressure difference of about
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9 orders of magnitude between the analysis chamber and the storage ring. Inside the AC,
the sample is placed and it’s surface is brought close to a differentially-pumped aperture
that connects the electron analyzer to the chamber. Across this aperture, pressure drops
by several orders of magnitude by differential pumping, allowing the sample to remain in
an ambient at a few tens of millibar pressure [95, 96].

The HSA operates in the constant analyzer energy (CAE) mode or constant retard
ratio (CRR). In the CAE mode, every electron is accelerated (or retarded) to the same pass
energy, presenting constant transmission and resolution throughout the entire spectrum
width. For measurements in CRR mode, electrons are retarded to a ratio of its original
kinetic energy, so the pass energy is proportional to its kinetic energy thus resolution
decreases for higher binding energies. This resolution decrease is compensated by the
increase in electron transmission.

Figure 3.4.5 – A hemispherical sector analyzer layout [89].

In the detector, a multichannel collector coupled to a photomultiplier emits several
secondary electrons in a cascade effect increasing the signals in about 108 times, thus
creating a current recorded as the electrons counting. The spectrometer associates the
electrons count and the correspondent binding energy of the detected particles.

The intensity 𝐼 of a peak, related to the electron emitted from an atomic level 𝑛𝑙
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is given by

𝐼𝑛𝑙 = 𝐽 · 𝑑𝜎𝑛𝑙

𝑑Ω (ℎ𝜈) ·𝐷(𝑇𝑛𝑙) ·
∫︁ ∞

0
𝜌(𝑧) · exp

{︃
−𝑧

𝜆𝐼𝑀𝐹 𝑃 (𝑇𝑛𝑙) · 𝑐𝑜𝑠𝜃

}︃
𝑑𝑧 (3.3)

where 𝐽 is the photon flux, 𝑑𝜎𝑛𝑙

𝑑Ω (ℎ𝜈) is the photoionization differential cross section, 𝐷(𝑇𝑛𝑙)
is the efficiency of the detector at 𝑇𝑛𝑙 energy, 𝑧 is the depth below surface, 𝜌(𝑧) is the
concentration (atoms per volume unity) of the atom at z depth in the sample, 𝜆𝐼𝑀𝐹 𝑃 (𝑇𝑛𝑙)
is the inelastic mean free path of the electron at 𝑇𝑛𝑙 energy, and 𝜃 is the electron emission
angle in relation to sample’s surface normal.

The photoionization cross section defines the probability of an electron to be
ejected from the atom due to its excitation. This probability depends on the element,
the orbital from which the electron is ejected, and the energy of the exciting radiation.
Electrons in an initial state 𝜓𝑖 have a probability to absorb an X-ray photon and transit
to a final state 𝜓𝑓 given by the Fermi’s Golden Rule. This rule dictates the dipole
selection rules (Δ l=± 1; Δ m=0, ± 1; Δ s= 0, where 𝑙, 𝑚, and 𝑠 are the quantum
numbers associated respectively to the azimuthal, total, and spin angular momenta),
and the transition probability is calculated as the matrix element 𝑀𝑖𝑓 = ⟨𝜓𝑖|�̂� ′|𝜓𝑓⟩. The
electromagnetic radiation interaction with electrons can be described in the dipole
approximation by the semi-classical Hamiltonian

�̂� ′ = −𝑒
2 ·𝑚𝑒 · 𝑐

(𝑝 · 𝐴+ 𝐴 · 𝑝) (3.4)

where 𝑒 is the electron charge, 𝑚𝑒 is the electron mass, 𝑐 is the light speed, 𝑝 is the
momentum operator, and 𝐴 is the vector potential operator. The matrix element is then
calculated by

|𝑀𝑖𝑓 |2 ∝ |⟨𝜓𝑖|
𝑁𝑒∑︁
𝑗=1

𝐴 · 𝑝𝑗|𝜓𝑓⟩|2 (3.5)

where the sum is made over the number of transitioning electrons, 𝑁𝑒. The differential
cross section 𝑑𝜎𝑛𝑙

𝑑Ω (ℎ𝜈) is the probability to detect the photoelectron in a specific angle on
the detector. The detection for all possible angles (Ω = 4𝜋) gives the total cross section
𝜎𝑛𝑙(ℎ𝜈) calculated as

𝜎𝑛𝑙(ℎ𝜈) =
∫︁ 4𝜋

0

𝑑𝜎𝑛𝑙

𝑑Ω (ℎ𝜈)𝑑Ω (3.6)

The differential cross section for linearly polarized light is

𝑑𝜎𝑛𝑙

𝑑Ω (ℎ𝜈) = 𝜎𝑛𝑙

4𝜋 ·
[︃
1 + 𝛽𝑛𝑙

2 (ℎ𝜈) · (3𝑐𝑜𝑠2𝛼− 1)
]︃

(3.7)

where 𝛼 is the angle between the polarization vector and the electron detection direction,
and 𝛽 is the angular asymmetry factor related to the anisotropy in the photoemission due
to interaction with neighbour atoms.
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3.5 X-ray Absorption Spectroscopy (XAS)
The XAS technique [97] is an analytical technique used to investigate the local

atomic structure and electronic states in crystalline or amorphous materials, through
measurements in solid or liquid samples.

The XAS technique consists in the measurement of the X-ray absorption coefficient
as a function of the incident photon energy. Focusing an X-ray beam of intensity 𝐼0 on a
sample, the intensity of the transmitted radiation will depend on thickness and absorbance
of the sample. This relation, known as Beer’s Law, is

𝐼𝑇 (𝑧) = 𝐼0𝑒
−𝜇(𝐸)·𝑧 (3.8)

where 𝐼𝑇 is the transmitted intensity, 𝜇(𝐸) is the energy-dependent absorption coefficient,
and 𝑧 is the thickness of the sample.

Figure 3.5.1 shows a typical XAS spectrum measured for a Cu sample at the Cu
K edge, which corresponds to a electron transition from the 1s level to the 4p level. When
the incident photon energy is lower than a given electronic binding energy, the absorption
process for this electronic level does not occurs. When increasing the incident photon
energy to a value higher than the electronic binding energy, there is an abrupt increase on
the absorption coefficient. The region of this abrupt increase on the absorption coefficient
is named absorption edge. Absorption edges are named in accordance to the principal
quantum number of the electron associated to promoting shell: K for n=1, L for n=2, M
for n=3, etc.

Figure 3.5.1 – XAS spectrum at the Cu K edge, evidencing XANES and EXAFS regions.

The oscillatory behavior observed after the absorption edge are result of
interactions between the photoelectron with the neighborhood of the absorbing atom.
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For a single isolated atom, the absorption coefficient would be a monotonic decreasing
function of energy. However, the emitted photoelectron is understood as a spherical
wave and backscatters in the atoms at its neighborhood (see Figure 3.5.2). The
interference caused between the incident and the backscattered photoelectron waves
changes the behavior of the absorption coefficient, creating an oscillatory pattern
depending on the atomic number, position, disorder, and number of neighbors, as well
as the wavelength associated to this photoelectron.

Figure 3.5.2 – Schematic representation of the backscattering phenomenon: (i) the X-ray
photon arrives in the atom a (the black circle represents the orbital of the
core electron), (ii) the photoelectron is seen as a spherical wave by the
neighbour atom b(the open circle represents the core hole of the atom a),
(iii) the atom b scatters the photoelectron’s wave (dashed lines) [86].

The kinetic energy of the photoelectron is

𝑝2

2𝑚𝑒

= 𝑇 = ℎ𝜈 − 𝐸𝑏 (3.9)

where ℎ𝜈 is the energy of the incident X-ray, and 𝐸𝑏 is the binding energy of the electron
in the atom. The wave associated to the photoelectron has a wave vector 𝑘 of

𝑘 = 2𝜋𝑝
ℎ

=

√︁
2𝑚𝑒(ℎ𝜈 − 𝐸𝑏)

ℎ̄
(3.10)

The XAS spectrum is divided in two regions: the XANES (X-Ray Absorption
Near Edge Structure) and the EXAFS (Extended X-Ray Absorption Fine Structure)
region. The XANES region comprises the region from the absorption edge up to around
50 eV after the absorption edge. The EXAFS region is defined between the end of the
XANES region up to the end of the XAS spectrum, typically 1000 eV after the absorption
edge. XAS experiments can also be performed in time-resolved mode and for in situ
conditions, i.e., recording data with the sample exposed to real conditions (high pressure
and temperature). The combined use of NAP-XPS and in situ XAS measurements is the
state-of-the-art for catalysis research. In order to make an in situ time-resolved study,
the X-ray absorption spectroscopy technique is performed in dispersive mode, known as
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DXAS. Typically, a curved crystal focuses a synchrotron X-ray beam onto the sample.
In this geometry, the continuous variation of the incident angle in the crystal selects
an energy band, creating a polychromatic beam, capable to perform simultaneously the
measurement of the complete XAS spectrum. The transmitted X-rays are dispersed onto
a position-sensitive detector, typically a CCD, allowing a fast measurement of the spectra.

3.5.1 Extended X-ray Absorption Fine Structure (EXAFS)

In the EXAFS region, photoelectrons have their de Broglie wavelength comparable
to interatomic distances. The EXAFS oscillations, 𝜒(𝑘), contains information about the
coordination number, interatomic distances, and thermal and structural disorder in the
neighbourhood of a particular atomic specie. 𝜒(𝑘) is usually defined as the fractional
modulation in the X-ray absorption coefficient

𝜒(𝑘) = 𝜇− 𝜇0

𝜇0
(3.11)

where 𝜇 is the observed absorption coefficient, and 𝜇0 is the absorption coefficient expected
for a single isolated atom. This single atom contribution cannot be measured, so it is
approximated by the fit of a smooth spline function through the data.

Extracting the single atom contribution, 𝜒(𝑘) can be described as

𝜒(𝑘) =
∑︁

𝑠

𝑁𝑠 · 𝐴𝑠(𝑘,Θ) · 𝑆2
0 · 𝑒𝑥𝑝(−2𝑘2𝜎2

𝑎𝑠) · 𝑒𝑥𝑝
(︁

−2𝑅𝑎𝑠

𝜆(𝑘)

)︁
𝑘 ·𝑅2

𝑎𝑠

· 𝑠𝑖𝑛
(︂

2𝑘𝑅𝑎𝑠 + 𝜑𝑎𝑠(𝑘)
)︂

(3.12)

where the summation is taken over all the atomic shells 𝑠 around the absorber 𝑎. The
parameters used in the equation 3.12 are the absorber-scatterer distance for a 𝑠 shell, 𝑅𝑎𝑠,
the coordination number for a shell s, 𝑁𝑠, the photoelectron scattering amplitude in the
angle Θ, 𝐴𝑠(𝑘,Θ), an amplitude correction term to consider the inelastic loss processes,
𝑆2

0 , and the phase-shift caused by the scattering processes, 𝜑𝑎𝑠(𝑘).

The EXAFS sinusoidal amplitude decreases as 𝑅−2, as a result of the spherical
wave propagation. It’s signal oscillates in a frequency 2𝑘𝑅𝑎𝑠 proportional to the inter-
atomic distances with phase shift 𝜑𝑎𝑠(𝑘). The first exponential term reflects the fact
that different absorber-scatterer distances contributes in different frequencies, causing a
partial destructive interference that damps the amplitude of the oscillations. The second
exponential term is a damping component related to the mean distance covered by the
photoelectron in the solid, 𝜆(𝑘), depending on the inelastic mean free path and the finite
life time of a hole state, limiting the distance around the absorbing atom that can be
probed by EXAFS measurements. The root-mean-square deviation in absorber-scatterer
distance is called Debye-Waller factor, 𝜎2

𝑎𝑠.

During the analysis of the EXAFS oscillations, a Fourier analysis method [98, 99]
is applied describing quantitatively the absorbing atom’s local structure. The Fourier
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Transforms (FT) deconvolutes the 𝜒(𝑘) signal in the collaborative different frequencies,
defining a pseudo-radial distribution function. The peaks presented in 𝜒(𝑘)’s FT
represents the atomic shells around the absorbing atom (positioned in R=0 Å).

The approach used to describe the multiple-scattering effects presented in EXAFS
data is based on ab initio calculations that are used to determine the phase shift and the
scattering amplitudes. The effective potential used in these calculations consists in the
addition of an energy functional (analogous to the exchange-correlation potential used
for ground state calculations [100]) to the Coulombian potential, presenting the muffin-
tin geometry (see Figure 3.5.3) in which the atoms are the center of spherical scattering
potentials connected to the neighbours by a constant potential interstitial region.

The actual potential of a solid (or cluster of atoms) is more complex but the
atomic-like spherical approximation in the muffin-tin potential is appropriated close to
the nucleus. In the outer regions of the atom, the bonding (ionic, covalent or metallic)
generates anisotropies in the actual potential but the high kinetic energy of the
photoelectrons decreases their sensitivity to features of the atomics potential edges. As
the electrons are mainly scattered in the inner regions of the atomic potential moving
approximately free in the interstitial regions, the muffin-tin geometry provides a good
approximation for the EXAFS region.

The potential near the atomic nucleus depends on the local charge density. In
the muffin-tin geometry, most of the charge density is due to the atom in the center of
the potential, with small contributions in the outer parts due to neighbouring atomic
charge distributions. In order to describe the effective potential, the most often used
idea approximates this potential to the ground-state by placing a neutral-atom in each
atomic center and overlapping their charges densities to obtain the total charge density
around a given atom, though an average spherical symmetry is kept by the muffin-tin
approximation in the inner region.
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Figure 3.5.3 – (a) One-dimensional representation of the muffin-tin potential profile,
where the solid lines between the atoms (black balls) shows how the
flat interstitial potential truncates the true shape of the potential
(dashed lines). (b) Two-dimensional drawing representing the motive
of this potential is named muffin-tin. (c) Two-dimensional schematic
representation of the spherical approximation inside a Wigner-Seitz cell
centered around each atom. It illustrates how the effect of spherical muffin-
tin-like approximations of real crystals (the figures were redrawn, based on
[101]).

Inelastic losses in the multiple-scattering effects may involve intrinsic or extrinsic
processes. Extrinsic losses are referred to the photoelectron propagation and are
described in terms of a complex valued and energy dependent operator (Σ(𝐸)) that
arise from exchange interactions between the photoelectron and the system. The real
part of Σ(𝐸) accounts for the shifts of the EXAFS oscillations compared to the
ground-state positions, while the imaginary part gives rise to the inelastic mean free
path. Intrinsic losses refer to excitations arising due to the creation of a core hole in the
photoabsorption process. Intrinsic processes generally involves more than one excited
electron (e.g. shakeup and shakeoff excitations) and to relax the 𝑁 − 1 excited electrons,
secondary emissions occurs. Since these two processes share the same final state, their
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amplitude may interfere damping the EXAFS oscillations.

In the Green’s-function formulation of multiple-scattering theory, inelastic losses
are naturally accounted in the quasiparticle behavior of the photoelectron as it moves
though the potential. This formalism also has the advantage of avoiding the necessity to
calculate the wave-functions. The description of the X-ray absorption coefficient is made
in terms of a one-particle Green’s-function

𝐺(𝐸) = 1
𝐸 −𝐻 + 𝑖Γ (3.13)

where Γ describes the net life time of the photoelectron, including both extrinsic and
intrinsic losses, and the one-particle Hamiltonian 𝐻 includes the core hole screening effect.
Using a spectral representation of the Green’s-function in the positional space

𝐺(r, r𝑓 ;𝐸) =
∑︁

𝑓

|𝜓(r𝑓 )⟩ 1
𝐸 −𝐻𝑓 + 𝑖Γ⟨𝜓(r𝑓 )| (3.14)

the absorption coefficient from a given core level |𝜓(𝑟𝑐)⟩ can be described as

𝜇𝑐(𝐸) = − 1
𝜋
𝐼𝑚⟨𝜓𝑐|�̂� · r𝐺(r, r𝑓 ;𝐸)�̂� · r𝑓 |𝜓𝑐⟩𝜃Γ(𝐸 − 𝐸𝐹 ) (3.15)

where 𝜃Γ is a broadened step function at the Fermi energy 𝐸𝐹 . The resemblance of the
equation 3.15 with the Fermi’s Golden Rule is due to the proportion relation between the
absorption coefficient and the absorption cross section: 𝜇𝑐 = 𝑛𝑐𝜎𝑐, where 𝑛𝑐 is the density
of atoms within the concerning core level 𝑐.

In the muffin-tin approximation, the photoelectron Hamiltonian 𝐻𝑓 is given by

𝐻𝑓 = 𝑇 + 𝑉𝑎 +
∑︁
�̸�=𝑎

𝑉𝑛 (3.16)

where 𝑉𝑎 is the ionized atom potential in its relaxed state, and the 𝑉𝑛 are the
neighbouring atoms potentials. This description allows a reinterpretation of the
Green’s-function propagator 𝐺 describing separately the collaborations from the single
atom emission from the single and multiple scatterings of the photoelectron in the
neighbourhood of atom 𝐴. Thus, the absorption coefficient is given by

𝜇𝑐(𝐸) = − 1
𝜋
𝐼𝑚⟨𝜓𝑐|�̂� · r[𝐺𝑎 +𝐺𝑎𝜏𝐺𝑎]�̂� · r𝑓 |𝜓𝑐⟩𝜃Γ(𝐸 − 𝐸𝐹 ) (3.17)

where 𝐺𝑎 is the Green’s-function propagator related to the photoemission

𝐺𝑎 = 1
𝐸 − 𝑇 − 𝑉𝑎 + 𝑖Γ (3.18)

and 𝜏 is the complete scattering operator.

𝜏 =
∑︁
𝑛 ̸=𝑎
�̸�=𝑏

𝑉𝑛 +
(︃∑︁

�̸�=𝑎

𝑉𝑛

)︃
𝐺

(︃ ∑︁
𝑚 ̸=𝑏

𝑉𝑚

)︃
(3.19)



Chapter 3. Physical background on the analysis techniques 35

Separating the contribution from each given atom 𝑛 in the scattering operator

𝑡𝑛 = 𝑉𝑛 + 𝑉𝑛𝐺𝑛𝑉𝑛 (3.20)

is possible to rewrite 3.19 in terms of the free-space Green’s-function 𝐺0 = 1/(𝐸−𝑇 + 𝑖Γ)
through perturbation theory by applying the identity 𝑉𝑛𝐺𝑛 = 𝑡𝑛𝐺0, so

𝜏 =
∑︁
�̸�=𝑎

𝑡𝑛 +
∑︁
�̸�=𝑎

𝑡𝑛𝐺0
∑︁

𝑚 ̸=𝑛
𝑚 ̸=𝑎

𝑡𝑚 +
∑︁
�̸�=𝑎

𝑡𝑛𝐺0
∑︁

�̸�=𝑛

𝑡𝑚𝐺0
∑︁
𝑘 ̸=𝑚
𝑘 ̸=𝑎

𝑡𝑘

+
∑︁
𝑛 ̸=𝑎

𝑡𝑛𝐺0
∑︁

𝑚 ̸=𝑛

𝑡𝑚𝐺0
∑︁
𝑘 ̸=𝑚

𝑡𝑘𝐺0
∑︁
𝑗 ̸=𝑘
𝑗 ̸=𝑎

𝑡𝑗 + ...
(3.21)

Eq. 3.21 can be replaced in eq. 3.17, describing the propagation from the
photoelectron from the atom 𝑎 to the atom 𝑗, then scattering there (𝑡𝑗) and propagating
in free-space to the atom 𝑘, 𝑚, 𝑛, and back to atom 𝑎. The figure 3.5.4 shows a
representation of different paths that the photoelectron may propagates through the
material.

Figure 3.5.4 – Different possible paths followed by a photoelectron wave: collinear, non-
collinear, single and multiple paths [101].

Using Dyson’s equation 𝐺𝑛 = 𝐺0 +𝐺0𝑉𝑛𝐺𝑛, is possible to rewrite the propagator
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𝐺 in terms of 𝐺0 as

𝐺 = 𝐺0 +𝐺0
∑︁
�̸�=𝑎

𝑡𝑛𝐺0 +𝐺0
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�̸�=𝑛
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𝑡𝑚𝐺0 +𝐺0
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�̸�=𝑎

𝑡𝑛𝐺0
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𝑚 ̸=𝑛

𝑡𝑚𝐺0
∑︁
𝑘 ̸=𝑚
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𝑡𝑘𝐺0...

=
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1 −𝐺0
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𝑡𝑏

)︂−1
𝐺0

(3.22)

since in 3.22 is identified a geometrical series. Applying 3.22 in 3.17 leads to

𝜇 = 𝜇0(1 + 𝜒𝑙) (3.23)

where 𝜇0 is the background absorption correspondent to the isolated atom, 𝑙 is the final
state angular momentum, and 𝜒 is the trace of Γ matrix.

Through scattering paths determined by the ab initio calculations, the FTs of
EXAFS oscillations are fitted in terms of variable parameters to be determined, as 𝑁𝑠,
𝑅𝑎𝑠, 𝑆2

0 and 𝜎2
𝑎𝑠. The quality of these fits can be determined by the R-factor, ℛ, which is

a statistical measurement of the misfit relative to the data. ℛ is calculated as

ℛ =
∑︀𝑚𝑎𝑥

𝑖=𝑚𝑖𝑛[𝑅𝑒(𝜒𝑚𝑒𝑎(𝑟𝑖) − (𝜒𝑓𝑖𝑡(𝑟𝑖))2 + 𝐼𝑚(𝜒𝑚𝑒𝑎(𝑟𝑖) − (𝜒𝑓𝑖𝑡(𝑟𝑖))2]∑︀𝑚𝑎𝑥
𝑖=𝑚𝑖𝑛[𝑅𝑒(𝜒𝑚𝑒𝑎(𝑟𝑖))2 + 𝐼𝑚(𝜒𝑚𝑒𝑎(𝑟𝑖))2] (3.24)

where the summation is made over 𝑖 measured points in the interval selected in the fit
(𝑚𝑖𝑛,𝑚𝑎𝑥). The indexes mea and fit are for, respectively, measured and fitted data.

3.5.2 X-ray Absorption Near Edge Structure (XANES)

The energy position of an absorption edge is defined as the inflection point at
that region. This position provides information about the oxidation state of the absorber
(atoms with higher oxidation state have their nucleus less-shielded, therefore carry a
higher effective charge, so core electrons have higher binding energies). Also the shape of
the edge characterizes the chemical environment and ligand geometry, then it can be used
as a fingerprint of a particular chemical species.

Several structures are found near the absorption edge describing electron
transitions. The transition in the absorption edge is explained by the electric dipole
transition rules, Δl = +-1, Δm = 0,±1, Δs = 0, and differ by the nature of their initial
and final states. In some cases, it is possible to find a pre-edge region which cannot be
explained by the dipole selection rules and are described by the quadrupole selection
rules. In the edge region, electrons in initial bound states may transit into unfilled
bound states, while in the post-edge region the transitions are to continuum states of
large kinetic energy. A quadrupole transition probability is much smaller than a dipole
one, but these transitions are observed for example in the pre-edge region of some
transition metal complexes.
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The pre-edge structures are useful for the determination of the absorber local
geometry since the crystalline field features (as molecular bond lengths) affects strongly
the orbital symmetry, creating hybrid states. Group theory offers a systematic study of
geometric symmetries, and can be used to identify the hybrid final states. The
crystalline structure is represented by a point group, describing the system’s symmetries
and properties. The basis sets described by a given irredutible representation of a point
group are related to the orbital symmetries according to the Hamiltonian’s symmetries.
So, a irredutible representation of a point group that presents basis set functions of two
different orbitals indicates the hybridization of these orbitals.

The most common methods to analyze the XANES region are the Linear
Combination Analysis (LCA) and the Principal Component Analysis (PCA). The LCA
method exploits the fact that the XANES shape is characteristic for a given absorber
environment, and uses a theoretical linear combination of normalized reference spectra
𝜇𝑡ℎ to fit the experimental spectrum 𝜇𝑒𝑥𝑝

𝜇𝑒𝑥𝑝 =
∑︁

𝑗

𝛼𝑗𝜇𝑡ℎ (3.25)

with the correspondent 𝛼𝑗 fractions of absorbers in the 𝑗th chemical state. A
least-squares algorithm is also used to refine the sum of the reference spectra to the
experimental spectrum. Given the simplicity of the method, the quality of the fit is
dependent on the measurement quality of the spectra used in the fit. The PCA method
is a more sophisticated technique, in which a set of contributions (principal components)
are estimated and automatically selected from a series of reference spectra to reproduce
the experimental data. Each selected contribution is associated to a vector and the
measured spectrum is decomposed in a linear combination of these vectors using purely
statistical considerations. Since these methods, a priori, uses none assumptions (as
number or type of components) the choice of a plausible set ensemble of reference
components is crucial to a meaningful analysis.

The spectral features around the absorption edge can be interpreted in terms of
transitions to localized states or to the continuum. In this interpretation, the transitions
to localized states can also be described by lorentzian peaks, while the summation of the
transitions to the continuum describes a background in the absorption coefficient that
can be modelled by an arctangent function. The lorentzian profile corresponds to a FT
of a state that is exponentially decaying over its lifetime. The arctangent is a smooth
representation of the step-function-like behavior from the density of states, related to the
transitions as the lorentzian’s integral.
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4 ELUCIDATING CATALYTIC EVENTS
BY ASSOCIATION TO CATALYST’S
STRUCTURAL AND ELECTRONIC
PROPERTIES

This chapter is dedicated to describe in details the experimental setups,
procedures related to the samples preparation and analysis performed for the
characterization of Cu𝑥Ni1-𝑥/CeO2 (0<𝑥<1) NPs. In order to determine the synthesized
NPs atomic arrangement, the samples were characterized as prepared by EDS, TEM
and conventional XPS techniques. Afterwards, the samples were exposed to a reduction
treatment followed by the RWGS reaction, while characterized in situ by NAP-XPS,
XAS and time-resolved XAS techniques.

4.1 Samples synthesis
Cu𝑥Ni1-𝑥 NPs were synthesized in collaboration with Prof. Jairton Dupont, at the

Laboratory of Molecular Catalysis (LAMOCA) of Institute of Chemistry at UFRGS. In
accordance to the procedure described in [60], solutions of CuCl2·2H2O and NiCl2·6H2O
were dissolved in the ionic liquid BMI·BF4 to synthesize four different samples containing
selected concentrations (𝑥) of Cu𝑥Ni1-𝑥 bimetallic NPs. In order to obtain supported
samples, the synthesized NPs were supported on commercial CeO2.

EDS measurements were performed intending to identify possible species
remaining from the synthesis process, to determine the metal/support weight
concentration for the supported NPs, and to determine the Cu and Ni concentrations in
the bimetallic samples.
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4.2 Ex situ characterization of the as prepared samples

4.2.1 EDS measurements

The EDS measurements were carried out on the scanning electron microscope Zeiss
EVO MA10 at the UFRGS’s Microscopy and Microanalysis Center (CMM). To perform
the measurements, a layer of the sample’s powder was spread out over a carbon tape
supported on a metallic stub. Thereafter, the samples were exposed to a carbon deposition
through an evaporating method to eliminate charging effects during the measurements.
The microscope, operating at 15 kV, scanned several different regions of each sample to
obtain mean values of Cu and Ni concentrations in non-supported bimetallic NPs. The
Cu/CeO2 sample was also measured to determine the atomic fraction of metal in the
CeO2 of the samples. Typical results are presented in table 4.1.

Table 4.1 – EDS spectra of non-supported Cu𝑥Ni1-𝑥 and Cu/CeO2 NPs with the
associated atomic concentrations obtained by the spectra analysis.

EDS Spectrum Atomic concentration[%]

a)

Cu = 45 ± 1

Ce = 55 ± 1
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b)

Cu = 60 ± 3

Ni = 40 ± 3

c)

Cu = 35 ± 3

Ni = 65 ± 3

d)

Cu = 25 ± 4

Ni = 75 ± 2

In table 4.1, the carbon detection observed by the peak next to 0.25 keV in the
spectra is due to the carbon tape and carbon deposition used in the samples preparation.
In the Cu0.25Ni0.75 NPs spectrum, a Na contamination is accused by the peak around 1
keV, showing the presence of remaining from the solutions used in the synthesis process
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of the samples. Cl peaks were observed, being also expected due to unreacted starting
material remaining during the synthesis procedure (CuCl2·2H2O and NiCl2·6H2O). The O
atoms may come from several sources like synthesis procedure, air exposition and sample
holder. Analyzing the Cu/CeO2 NPs spectrum, the Cu/Ce atomic ratio converted to mass
concentration shows that approximately 20% of the sample’s mass corresponds to Cu, as
expected from previous procedures [60].

Since each sample presents a different concentration of Cu, samples were labeled as
Cu𝑥Ni1-𝑥 NPs, for non-supported cases, and Cu𝑥Ni1-𝑥/CeO2 NPs, for the supported ones,
where the subscribed x index may assume the values 0.25, 0.35, 0.60, or 1, indicating the
respective Cu concentration of a given sample.

The next step in the characterization of these NPs is the size and shape
determination. TEM measurements were performed for this purpose.

4.2.2 TEM measurements

The TEM images were obtained using the JEOL JEM 1200 EXll microscope, also
at the CMM (UFRGS). To perform the measurements, Cu𝑥Ni1-𝑥/CeO2 (𝑥 = 0.25, 0.35,
0.60, 1) NPs were dispersed in deionized water using ultrasound, and a drop of each
solution was placed over a copper grid coated by a carbon film. Using a 80 kV operational
voltage, the microscope imaged several regions of the Cu grid in order to provide a good
statistics on the determination of the NPs mean diameter.

The ImageJ software was used to obtain the histogram of size distribution in the
images collected by the microscope. The first step in this process was the enhancement
of images contrast in order to achieve a better definition in the NPs borders. A threshold
filter was then applied, eliminating the background structures and highlighting the NPs.
Each evidenced mark, representing a NP, had its area calculated (in the unit set in the
image’s scale) and the diameter is obtained considering a circle approximation for this
area.

The mean diameter value was obtained averaging the values obtained in the
ImageJ ’s analysis over about 2500 NPs for each sample. Typical TEM images of the
samples are shown in Figure 4.2.1 aside of the respective size distributions obtained. It
was possible to observe shape differences comparing monometallic and bimetallic
samples: pure Cu NPs presents irregular shapes, while bimetallic NPs tend to appear in
more spherical shapes.
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a) Cu/CeO2 NPs

b) Cu0.60Ni0.40/CeO2 NPs

c) Cu0.35Ni0.65/CeO2 NPs
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d) Cu0.25Ni0.75/CeO2 NPs

Figure 4.2.1 – TEM images of a) Cu/CeO2, b) Cu0.60Ni0.40/CeO2, c) Cu0.35Ni0.65/CeO2,
and d) Cu0.25Ni0.75/CeO2 NPs, with the respective histogram of size
distribution. The mean diameter value of major populations are indicated
by the dashed lines.

During the TEM measurements it was possible to identify regions in the grid
where Cu-Ni NPs were non-supported and regions where they were well supported on
CeO2. This desorption phenomenon may be related to the dispersion procedure promoted
by the ultrasound treatment in the sample preparation. Desorption enhanced processes
involving ultrasound treatments are described in the literature [102, 103].

The histogram of size distribution presents a lognormal-type distribution. In the
Cu0.35Ni0.65/CeO2 NPs case, the samples presented 2 distinct NPs population with
different mean diameters. The NPs diameters of the population related to smaller sizes
proved to be independent of the Cu/Ni ratio since a common mean value around 4 nm
was observed to all the cases.

In order to study the electronic properties, and to finish the structural
characterization of the as prepared NPs, the samples were studied using the XPS
technique.

4.2.3 Conventional XPS measurements

The conventional XPS measurements were carried out on the Thermo Scientific
K-Alpha X-ray photoelectron spectrometer at the LNNano-CNPEM. Using an Al K𝛼
(ℎ𝜈=1486.7 eV) X-ray source operating at 12 kV, the non-supported Cu𝑥Ni1-𝑥 (𝑥=0.25,
0.35, 0.60, 1.00) NPs were analyzed during the measurements. The NPs were measured
non-supported in order to avoid charging effects during the XPS measurements, which
would make the analysis of the spectra more complicated. The measurements were
performed in the survey, Cu 2p, Cu 3p, Ni 2p, Ni 3p, O 1s and C 1s regions. For these
measurements, a thin layer of each sample’s powder was dispersed on a carbon tape,
placed in the sample holder, and exposed to ultra high vacuum. The ejected
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photoelectrons were collected in the exit angle of 45∘ by a double focusing hemispherical
analyzer operating in the CAE mode. To perform low and high resolution
measurements, the pass energies used were 200 eV and 50 eV, while the energy steps
were 1 eV and 0.1 eV, respectively, and the dwell time was 0.1 s.

To analyze the measured spectra, the software XPSPEAK41 was used. The
analysis process began with the background contribution removal by fitting a
Shirley-type function [104]. The Au 4f region was measured (from a Au standard
sample) and analyzed in order to determine the Voigt profile used to fit the XPS peaks.
This profile combines a Lorentzian function, which accounts for the intrinsic life time
broadening of the core-level hole state and the X-ray line shape from the X-ray source,
with a Gaussian function, which describes the response function of the analyzer.
Therefore, a symmetric Gaussian-Lorentzian combination was used to fit the Au 4f
peaks, resulting in a 55% Lorentzian - 45% Gaussian profile. Then, the energy
calibration of the samples was accomplished considering the adventitious carbon in the
C 1s region at 285.0 eV, according to [91]. In order to perform a consistent fit that
allows the results comparison between the samples, a ΔEb range value was fixed for each
measured region. To interpret the data in this selected range, binding energy position
constrains were set between the different chemical components. The FWHM (full width
at half maximum) of a given component was constrained to the same value for all the
samples.

A quantitative analysis was performed to characterize the atomic structure of the
as prepared samples. In order to probe different depths of the NPs, photoelectrons coming
from the Cu and Ni atoms with different kinetic energies were studied. The kinetic energy
associated to the photoelectrons ejected from the Cu (and Ni) 2p and 3p electronic levels
were calculated using the photoelectric effect relation (Eq. 3.2). Then, these kinetic energy
values were used in the IMFP-TPP2M code [105] to calculate the electron inelastic mean
free path. The values determined for the photoelectrons coming from the Cu and Ni
electronic levels were averaged, resulting in a mean depth probed by the photoelectrons
from the 2p (3p) electronic levels of 𝜆 ≈ 11 Å (𝜆 ≈ 20 Å). In order to compare the
Cu/Ni atomic ratio in these depths, the intensity of the Cu and Ni 2p3/2 and 3p regions
were normalized by the photoionization differential cross section values, obtained by an
interpolation of data from theoretical [106] and experimental [107] databases. The photon
flux and analyzer efficiency of detection were considered the same for all the cases and,
then, are not considered in the calculus. Using the Cu/Ni normalized atomic fraction
determined for different probed depths, the NPs atomic structures were determined.
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4.2.3.1 Survey region

In order to identify possible contaminations, a survey scan was performed in each
sample. The spectra are very similar among samples, presenting Cl peaks coming from
the synthesis process. Furthermore, Na peaks were detected in Cu0.25Ni0.75 NPs spectra,
also due to remnants from the synthesis process. Both results are in accordance to the
EDS results found. Figure 4.2.2 presents the survey spectrum in the Cu0.60Ni0.40/CeO2

NPs, where the components are identified.

Figure 4.2.2 – XPS survey spectrum of the as prepared Cu0.60Ni0.40 NPs measured
using an Al K𝛼 X-ray source. Copper, nickel, oxygen and carbon Auger
transitions are observed.

4.2.3.2 Cu and Ni 2p regions analysis

Figure 4.2.3 shows the XPS spectra at the Cu 2p3/2 and Ni 2p3/2 regions for the
Cu𝑥Ni1-𝑥 (𝑥 = 0.25, 0.35, 0.60, 1.00) NPs. It is possible to observe an increase on the Cu
2p3/2 intensity with the increase of the Cu concentration in the NPs. Analogous trend
is observed for the Ni 2p3/2 region. Moreover, it is clear the presence of more than one
chemical component, which can be determined by the analysis of the region.
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a) b)

Figure 4.2.3 – a) Cu 2p3/2 and b) Ni 2p3/2 XPS spectra of the as prepared Cu𝑥Ni1-𝑥
(𝑥=0.25, 0.35, 0.60, 1.00) NPs measured using an Al K𝛼 X-ray source. The
black points represent the experimental data, the dash blue line the Shirley
background used, and the gray line the best fit result. The components
used to fit the Cu region are presented as red, green, and purple dashed
lines indicating Cu(0), Cu(II)-O, and Cu(II)-Cl components, respectively.
The orange peak in the Cu 2p3/2 region corresponds to a superposition of
satellites from Cu(II)-O and Cu(II)-Cl. To fit the Ni region, red, green, and
violet dashed lines are used to indicate the Ni(0), Ni(II)-O, and Ni(II)-Cl
components, respectively.

The XPS peaks at the Cu 2p3/2 region were fitted using a combination of main
peaks and the respective shake-up satellites. In order to fit this region, the FWHM and
the binding energy position of main peaks and the respective satellites were constrained
to the values presented on tables 4.2 and 4.3. The binding energy position values present
good accordance to the reported values in the literature [108, 109, 110, 111, 112, 113].
The analysis shows the presence of three components for the Cu 2p3/2 region: a metallic
component (Cu(0)) and two components related to oxidation states with NOX +2. These
oxidation states were identified as due to Cu bonds to O (Cu(II)-O) and Cl (Cu(II)-Cl)
atoms.

At the Ni2p3/2 XPS region, a similar fitting process was performed. The values
of FWHM and the binding energy positions constrained in the fitting procedure are also
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presented on table 4.3. Three components were identified on the Ni 2p3/2 region analysis:
a metallic component (Ni(0)), a component related to Ni bonds to O (Ni(II)-O), and a
component related to Ni bonds to Cl (Ni(II)-Cl) atoms.

Table 4.2 – Energy position and FWHM parameters used to fit the main peaks and
correspondent satellites (sat.) associated to the chemical components observed
at the Cu 2p3/2 region.

Chem. Component Position [eV] FWHM [eV]

Cu(0) 932.72 1.4
Cu(II)-O Cu(0)+1.00 1.72

Cu(II)-O 1st sat. Cu(0)+9.18 2.25
Cu(II)-O 2nd sat. Cu(0)+10.90 2.01

Cu(II)-Cl Cu(0)+2.30 2.48
Cu(II)-Cl 1st sat. Cu(0)+12.20 2.01
Cu(II)-Cl 2nd sat. Cu(0)+13.70 1.61

Table 4.3 – Energy position and FWHM parameters used to fit the main peaks and
correspondent satellites (sat.) associated to the chemical components observed
at the Ni 2p3/2 region.

Chem. Component Position [eV] FWHM [eV]

Ni(0) 852.85 1.20
Ni(II)-O Ni(0)+2.90 2.02

Ni(II)-O sat. Ni(0)+8.40 3.99
Ni(II)-Cl Ni(0)+4.50 2.18

Ni(II)-Cl sat. Ni(0)+9.90 4.57

The chemical components fractions found at the Cu 2p3/2 and Ni 2p3/2 regions
on the as prepared NPs are presented in table 4.4. The analysis of the Ni 2p3/2 region
shows that the Ni chemical states found in the NPs surface are essentially related to
oxidized states. Only the Cu0.35Ni0.65 NPs presented a metallic component with a very
small intensity. High intensity chemical components associated to a bond with Cl atoms
are detected for the Cu 2p region in all the samples. On the other hand, the most important
chemical component for the Ni 2p3/2 region was that associated to Ni-O bonds.
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Table 4.4 – Components percentage used to fit the Cu 2p3/2 and Ni 2p3/2 XPS regions of
the as prepared Cu𝑥Ni1-𝑥 (𝑥=0.25, 0.35, 0.60, 1.00) NPs.

Sample %Cu(0) %Cu(II)-O %Cu(II)-Cl %Ni(0) %Ni(II)-O %Ni(II)-Cl

Cu NPs 16.0 37.2 46.8 - - -
Cu0.60Ni0.40 NPs 26.8 20.8 52.4 0.0 68.8 31.2
Cu0.35Ni0.65 NPs 20.1 24.2 55.7 1.1 71.1 27.8
Cu0.25Ni0.75 NPs 20.0 36.0 44.0 0.0 72.2 27.8

4.2.3.3 Cu and Ni 3p regions analysis

Figure 4.2.4 shows the Cu 3p and Ni 3p XPS spectra for the as prepared
Cu𝑥Ni1-𝑥 (𝑥=0.25, 0.35, 0.60) NPs. Aiming to study the atomic structure of the as
prepared bimetallic NPs, the Cu and Ni 3p regions were fitted to determine the
respective intensities. Due to the small photoionization cross section, the spectra of
these regions present low intensity. Since the chemical components analysis using these
regions is scarcely reported in the literature, the regions were fitted without constraints.

a) b)

Figure 4.2.4 – a) Cu 3p and b) Ni 3p XPS spectra of the as prepared Cu𝑥Ni1-𝑥 (𝑥=0.25,
0.35, 0.60) NPs measured using an Al K𝛼 X-ray source. The black points
represent the experimental data, the dash blue line the Shirley background
used, and the gray line the best fit result.
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The peak observed around 64 eV in the Ni 3p XPS region of the Cu0.25Ni0.75

NPs was identified as coming from the Na 2s region. This peak is present due to the Na
contamination previously related.

Using the areas correspondent to the fitted Cu 2p3/2, Ni 2p3/2, Cu 3p and Ni 3p
regions, it was possible to determine the atomic structures of the as prepared samples.
Table 4.5 relates the Cu/Ni normalized ratio found in samples analysis with the depths
probed by the photoelectrons ejected from the 2p and 3p electronic levels.

Table 4.5 – Cu/Ni ratio normalized by the differential cross section at different depths in
the as prepared bimetallic Cu𝑥Ni1-𝑥 (𝑥 = 0.25, 0.35, 0.60) NPs. The depths
of 11 Å and 20 Å corresponds, respectively, to the inelastic mean free path of
photoelectrons ejected from the 2p and 3p electronic levels of Cu and Ni.

Sample
Cu/Ni normalized ratio

(𝜆 = 11 Å) (𝜆 = 20 Å)

Cu0.60Ni0.40 NPs 0.99 2.73
Cu0.35Ni0.65 NPs 0.54 1.12
Cu0.25Ni0.75 NPs 0.41 1.31

Table 4.5 shows, for all the samples, a decrease on the Cu/Ni normalized ratio
for regions closer to the surface of the NPs in comparison to more in depths regions.
Since the ratio was normalized by the differential cross section, it is directly related to a
higher Ni atomic population at the surface of the NPs than the inner region. On the other
hand, the analysis associated to the large probed depth (inner region) shows a higher Cu
atomic population in comparison to the Ni atomic population. It shows a Ni enrichment
at the surface region for all the bimetallic samples synthesized. Moreover, it is possible to
observe that the surface atomic population matches the Cu (Ni) concentration of the NPs
obtained in the EDS analysis, i.e. the Cu-richer NPs also present the Cu-richer surfaces.

Ruban et al. [114] performed theoretical calculation aiming to determine the
surface segregation energies of several different host-solute metal combination. The
authors showed that the Cu-Ni system presents moderate segregation of Cu atoms to
the surface. This result is in contradiction to those found in Table 4.5. The same
tendency is observed theoretically in [115]. However, it is important to stress out that
the theoretical calculations were performed for surface clean systems that does not
correspond to the system used in the present work. As well known from the literature
[116], NPs synthesized by using ionic liquids present important interaction at the surface
region with the anion of the ionic liquid, then certainly changing the energy
configuration for this system. A more detailed theoretical calculation is needed for
comparison purposes. Concerning experimental studies, in the literature is possible to
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found Cu-Ni NPs synthesized with a Cu-rich surface [55], Ni rich surface [117] or both
cases [118]. It shows the strong dependence of the surface atomic population on the
synthesis method employed. For the method used in this work, by using ionic liquids, it
observed a Ni enrichment at the surface of the bimetallic NPs.

Examining the NPs atomic structures, the observed Cu (Ni) concentration
gradient is different from sample to sample: comparing the Cu/Ni normalized ratio on
the NPs surface and inner region, it is observed an increase of this ratio in the inner
region of 220% for Cu0.25Ni0.75/CeO2 NPs, 107% for Cu0.35Ni0.65/CeO2 NPs, and 176%
for Cu0.60Ni0.40/CeO2 NPs, in comparison to the surface region.

4.3 In situ characterization of the samples
After the characterization of the as prepared NPs, in situ X-ray based techniques

were applied to probe the electronic and structural properties of the catalysts during the
H2 reduction treatment and the Reverse Water-Gas Shift (RWGS) reaction at 500 ∘C.
The H2 reduction is typically employed in catalysis aiming to bring the catalyst to the
active form before the catalytic reaction (RWGS). During the reaction, the H2O and CO
formation was monitored by Mass Spectrometry measurements.

4.3.1 Time-resolved Mass Spectrometry measurements

In order to study the NPs reactivity towards CO2 → CO conversion,
time-resolved Mass Spectrometry measurements were conducted during in situ
time-resolved XAS measurements performed on the supported Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25,
0.35, 0.60, 1.00) NPs at the DXAS beamline [87] of the Brazilian Synchrotron Light
Laboratory (LNLS). Due to the well known importance of the support in the catalytic
reaction [119], only the supported NPs were studied.

Inside a tubular furnace, a sample’s pellet produced by compacting a mix of 7 mg
of NPs powder and 45 mg of BN was exposed to a 100ml/min 5% H2 + 95% He flux
and heated from room temperature to 500 ∘C with a 10 ∘C/min heating rate. At 500 ∘C,
the samples were left in the reduction atmosphere during 30 min. After this reduction
treatment, it was inserted a flux of 25ml/min 20% CO2 + 80% He for 30 minutes, then
starting the RWGS reaction. Using a BROOKS mass controller to control the gas fluxes,
a Pfeiffer Vacuum OminiStar MS coupled to the tubular furnace (where the sample
holder was placed) analyzed the gases after reacting with the sample. An initial Mass
Spectrometry measurement of the H2+CO2 flux was performed without samples at the
tubular furnace, aiming to determine the intrinsic CO2 → CO + O conversion due to CO2

dissociation by electron impact ionization at the MS detection.

The time-resolved Mass Spectrometry signal for the H2O (18 g/mol) and CO (28
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g/mol) productions during the RWGS reaction for the supported NPs can be observed in
Figure 4.3.1. The sudden increase in the CO signal, at 0 s, indicates the beginning of the
samples exposure to the H2+CO2 atmosphere. In order to discount the signal fluctuations
coming from the flux variations on the inserted gas, the measured H2O and CO data was
normalized by the He detected signal. The earlier H2O signal existing before the beginning
of the reaction is related to residual molecules arriving at the spectrometer.

Figure 4.3.1 – CO (28 g/mol) and H2O (18 g/mol) formation measured by the Mass
Spectrometry during the exposition of the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35,
0.60, 1.00) NPs to the H2+CO2 flux at 500 ∘C. The star index (*) indicates
that the current intensities are presented normalized by the He signal
detected during the measurements. Data is presented from the insertion
of H2+CO2 flux (Time = 0 s) to the end of the reaction (Time = 1800 s).

It is noticed, in Figure 4.3.1, that H2O and CO signals of a given sample does not
follow the same trend over the RWGS reaction. Furthermore, is observed that the H2O
signal starts to increase after the reaction beginning and at different times for each sample.
Moreover, it is observed that after the first 100 seconds of reaction there is a decrease on
the CO normalized intensity and the catalysts presented a partial deactivation process
that leaded to a stable reactivity on the gaseous atmosphere.

In a "reactivity ranking", the Cu/CeO2 NPs present the lowest CO signal and a
low H2O signal throughout the reaction, evidencing the Ni collaboration on the
enhancement of the samples reactivity in the RWGS reaction. By comparing the
bimetallic samples behavior, the Cu0.60Ni0.40/CeO2 NPs presents the highest reactivity
in the beginning of the reaction, followed by the Cu0.35Ni0.65/CeO2 NPs and
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Cu0.25Ni0.75/CeO2 NPs presenting about the same CO production. However, the
Cu0.60Ni0.40/CeO2 NPs presents the highest deactivation among the samples, becoming
the worst bimetallic sample to the CO production at the end of the H2+CO2 treatment.

In order to perform a quantitative comparison among the samples reactivity, the
detected signals associated to H2O and CO were integrated during the H2+CO2

atmosphere exposition and normalized by the integration value associated to the total
signal coming from H2+CO2 gases. The integrated values of the H2O and CO signals in
the measurements is presented in Figure 4.3.2.

Figure 4.3.2 – CO and H2O formation for the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60, 1.00)
NPs, measured during 30 minutes in the H2+CO2 atmosphere. The star
index (*) indicates that the intensity values associated to H2O formation
are presented normalized by the total H2+CO2 signal detected, integrated
throughout the measurements. The double star index (**) indicates that
the intensity values associated to CO formation are presented normalized
only by the detected CO2 signal, integrated during the measurements. The
dashed black line correspond to the value measured from the intrinsic CO
formation in the CO2 detection without the samples, namely 18%.

Figure 4.3.2 shows that the H2O and CO total production, then the CO2

dissociation, follows a single trend, in which the reactivity towards the RWGS reaction
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is partially enhanced by the increase of the Ni amount in the NPs. The catalytic
property of the samples is ensured by the improvement in CO2 dissociation, since the
intensities associated to the CO signal are higher than 18%, value detected for the CO
formation without samples in the reaction chamber.

Aiming to elucidate the phenomena observed in the CO2 dissociation reaction
(water delayed detection and differences between samples in the reactivity toward CO2

dissociation to CO), in situ X-ray based techniques were applied to probe the atomic
phenomena occurring during the catalytic reaction.

4.3.2 NAP-XPS measurements

The NAP-XPS measurements were carried out at the CIRCE beamline at ALBA
[95] in Barcelona, Spain. Using a plane grating monochromator, measurements in two
different incident photon energies were realized: ℎ𝜈=1250 eV and ℎ𝜈=2000 eV. An
electron hemispherical analyzer (SPECS GmbH PHOIBOS 150 NAP) was used to probe
the Survey, Cu 2p, Ni 2p, Ce 3d, O 1s, and C 1s regions operating in the CAE mode.
For high resolution measurements, the pass energy was 10 eV, the energy step was 0.1
eV and dwell time of 0.1 s, while in the Survey region, the pass energy was 20 eV, the
energy step was 1 eV with dwell time of 0.1 s. The ejected photoelectrons were collected
with an exit angle equal to the magic angle (≈ 54.7∘).

Pellets made of 10 mg Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60, 1.00) NPs and non-
supported Cu NPs powder were heated to 500 ∘C under a 5.0 mbar H2 atmosphere. At
500 ∘C, the H2 pressure was decreased to 1.0 mbar and the sample was left exposed
to this atmosphere during 50 min. After that, 1.0 mbar CO2 was inserted in the main
chamber in order to accomplish the RWGS reaction. The sample was exposed to this
H2+CO2 atmosphere during 30 min. The NAP-XPS measurements, with ℎ𝜈=1250 eV
and ℎ𝜈=2000 eV were performed at the end of each gas treatment. After this, the gas was
pumped out and the sample was cooled to room temperature under vacuum.

The Cu 2p3/2, Ni 2p3/2, O 1s and C 1s NAP-XPS data analysis was similar to that
performed in conventional measurements data. A Shirley-type function [104] was used to
fit the background contribution in all the analyzed regions. A gold sheet was measured
and the analysis of its Au 4f region determined a 46% Lorentzian and 54% Gaussian
contributions to the Voigt profile. Then, the energy calibration was fulfilled by comparing
the adventitious carbon peak at C 1s to the reference value [91], 285.0 eV. The constrains
in the components binding energy positions, and area ratios between main peaks and
satellites used in the fits are presented on Tables tables 4.6, 4.8, 4.11 to 4.14 and 4.17.
For each incident photon energy, the FWHM value of a given component was constrained
to a given value for all the samples and atmospheric treatments. The exception to this
procedure was the analysis in the Ce 3d region. In this case is not possible to associate the



Chapter 4. Elucidating catalytic events by association to catalyst’s struct. and elect. properties 54

energy binding position of a given peak to a given chemical component. The complex Ce
3d region analysis allows the determination of the Ce(III) fraction existing at the surface
of the sample. Details about the fitting procedure in this region are given in Section
4.3.2.3.

In order to study the atomic structure of the NPs during the reaction with the
gaseous phase, an analogous data treatment to the conventional XPS data was applied.
In this case, however, the probed depth was changed using different incident photon
energies and probing always the same regions (Cu 2p3/2, Ni 2p3/2 and Ce 3d). It gives an
inelastic mean free path around 8 Å (h𝜈 = 1250 eV) and 17 Å (h𝜈 = 2000 eV) for the
photoelectrons coming from the Cu 2p, Ni 2p and Ce 3d regions (also determined using
the IMFP-TPP2M code [105]). The total area from fitted regions were normalized by the
correspondent photoionization differential cross sections, obtained by the same method
used to fit the XPS measurements of the as prepared non-supported NPs.

4.3.2.1 Cu 2p region analysis

Figure 4.3.3 shows a comparison between the Cu 2p3/2 NAP-XPS spectra in the
H2 and H2+CO2 atmospheres for each sample. All the samples presented a Cu(0)
metallic component at 933.1 eV. In the bimetallic samples appears also a small
component associated to Cu(II) oxidation state due to Cu-O bonds at 933.9 eV. It
occurs even during the reduction treatment employed. It is interesting to note that when
increasing the photon energy, then increasing the probed depth, there is an increase of
the Cu(II) component which is not expected since the oxidation procedure starts at the
surface of the NPs. The study about the atomic configuration of the catalysts can
explain this unexpected feature. The samples exposure to the H2+CO2 atmosphere did
not present a significant oxidation effect for the Cu atoms. The constrained parameters
used to fit the chemical components are presented in Table 4.6.
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Figure 4.3.3 – Cu 2p3/2 NAP-XPS spectra for a) Cu NPs and Cu𝑥Ni1-𝑥/CeO2 NPs with b)
𝑥=1.00, c) 𝑥=0.60, d) 𝑥=0.35, and e) 𝑥=0.25, during reduction treatment
(1 mbar H2 atmosphere) and RWGS reaction (1 mbar H2 + 1 mbar CO2
atmosphere) measured with I) h𝜈 = 1250 eV, and II) h𝜈 = 2000 eV. The
black points represent the experimental data, the dashed blue line the
Shirley background used, the gray line the best fit performed with red and
green solid lines representing the Cu(0) and Cu(II)-O components.

Table 4.6 – Binding energy positions and FWHM parameters used to fit the Cu 2p3/2
region in the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60, 1.00) and non-supported
Cu NPs. The binding energy values are in accordance to [108, 110, 120].

Peak Identification Position [eV]
FWHM [eV]

ℎ𝜈=1250 eV ℎ𝜈=2000 eV

Cu(0) 933.1 1.02 1.09
Cu(II)-O Cu(0)+0.8 3.00 3.21

Using the area associated to the different components determined in the fitting
procedure of Cu 2p3/2 region, it was possible to determine the Cu(0) and Cu(II) fraction
of each chemical compound in the Cu 2p3/2 region. Table 4.7 shows the fractions associated
to the different chemical compounds found for the samples at 𝜆 ≈ 8 Å (measurement at
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ℎ𝜈=1250 eV) and 𝜆 ≈ 17 Å(measurement at ℎ𝜈=2000 eV) depths, in the H2 and H2+CO2

atmospheres.

Table 4.7 – Chemical component fraction used to fit the Cu2p3/2 NAP-XPS region.

Atmosphere Sample
𝜆 = 8 Å 𝜆 = 17 Å

%Cu(0) %Cu(II)-O %Cu(0) %Cu(II)-O

1 mbar H2

Cu NPs 100.0 0.0 100.0 0.0
Cu/CeO2 NPs 100.0 0.0 100.0 0.0

Cu0.60Ni0.40/CeO2 NPs 88.7 11.3 74.2 25.8
Cu0.35Ni0.65/CeO2 NPs 94.4 5.6 88.0 12.0
Cu0.25Ni0.75/CeO2 NPs 98.2 1.8 98.2 1.8

1 mbar H2
+1 mbar CO2

Cu NPs 100.0 0.0 100.0 0.0
Cu/CeO2 NPs 100.0 0.0 100.0 0.0

Cu0.60Ni0.40/CeO2 NPs 86.0 14.0 69.8 30.2
Cu0.35Ni0.65/CeO2 NPs 91.2 8.8 88.8 11.2
Cu0.25Ni0.75/CeO2 NPs 99.7 0.3 86.7 13.3

From the quantitative chemical component analysis shown in table 4.7 is clear to
notice that, in the bimetallic cases, the Cu(II)-O fraction at the NPs is directly related
to the amount of Cu on the samples. It is probably associated to a synergistic effect due
to the presence of Ni atoms since no Cu oxidation is observed for supported and non-
supported monometallic NPs. In order to clarify this effect is needed the study about the
Cu surface population, as performed in Section 4.3.2.2.

4.3.2.2 Ni 2p region analysis

Figure 4.3.4 shows a comparison between the Ni 2p3/2 NAP-XPS spectra in the
H2 and H2+CO2 atmospheres for each sample. It is clear the presence of a strong metallic
component (Ni(0)), differently from the results observed on the as prepared NPs (see
Figure 4.2.3). Also, there is the presence of a small chemical component associated to
a hydroxide compound [112, 113]. The constrained parameters used to fit the Ni 2p3/2

region are presented at Table 4.8.
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Figure 4.3.4 – Ni 2p3/2 NAP-XPS spectra for a) Cu NPs and Cu𝑥Ni1-𝑥/CeO2 NPs with b)
𝑥=1.00, c) 𝑥=0.60, d) 𝑥=0.35, and e) 𝑥=0.25, during reduction treatment
(1 mbar H2 atmosphere) and RWGS reaction (1 mbar H2 + 1 mbar CO2
atmosphere) measured with I) h𝜈 = 1250 eV, and II) h𝜈 = 2000 eV. The
black points represent the experimental data, the dashed blue line the
Shirley background used, the gray solid line the total fit performed using
the red and green solid lines to represent the Ni(0) (with its respective
satellite) and Ni(II)-O (with its respective satellite) components.

Table 4.8 – Binding energy positions and FWHM parameters used to fit the Ni 2p3/2
region in the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60) NPs. The binding energy
values are in accordance to [112, 113, 121].

Peak Identification Position [eV]
FWHM [eV]

ℎ𝜈=1250 eV ℎ𝜈=2000 eV

Ni(0) 853.2 1.20 1.33
Ni(0) satellite Ni(0)+5.5 3.16 3.20

Ni(II)-O Ni(0)+2.35 4.00 4.20
Ni(II)-O satellite Ni(II)-O+5.9 4.50 5.00

The chemical component fractions of the Ni 2p3/2 region was determined using the
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area values. These calculated percentages are presented in table 4.9.

Table 4.9 – Chemical components fractions used to fit the Ni 2p3/2 NAP-XPS region.

Atmosphere Sample
ℎ𝜈=1250 eV ℎ𝜈=2000 eV

%Ni(0) %Ni(II)-O %Ni(0) %Ni(II)-O

1 mbar H2

Cu0.60Ni0.40/CeO2 NPs 66.1 33.9 65.7 34.3
Cu0.35Ni0.65/CeO2 NPs 72.6 27.4 72.0 28.0
Cu0.25Ni0.75/CeO2 NPs 77.0 23.0 81.6 18.4

1 mbar H2
+1 mbar CO2

Cu0.60Ni0.40/CeO2 NPs 67.4 32.6 63.2 36.8
Cu0.35Ni0.65/CeO2 NPs 72.3 27.7 78.8 21.2
Cu0.25Ni0.75/CeO2 NPs 79.8 20.2 77.9 22.1

It is interesting to note that the Ni(0) component percentage is proportional to the
Ni amount in the bimetallic NPs for both H2 and H2+CO2 atmospheres. In other words,
a lower Ni concentration gives a stronger Ni(II) component. Moreover, the same tendency
is observed for the Cu, where the NPs with a lower amount of Ni (higher amount of Cu
atoms) remains more oxidized during the reduction process. This effect is directly related
to the Cu and Ni atomic population at the surface of the NPs as well the atomic structure
of the catalyst. For the Ni 2p3/2 region is not observed a significant change in the Ni(II)
fraction when changing the probed depth.

Combining the results from the fits of Cu 2p3/2 and Ni 2p3/2 regions is possible
to analyze the atomic structure during thermal treatments in gaseous atmospheres by
comparing the resultant intensities at the different depths probed by the ℎ𝜈=1250 eV and
ℎ𝜈=2000 eV incident photons, i.e., 𝜆 ≈ 8 Å, and 𝜆 ≈ 17 Å, respectively. Normalizing the
areas from the Cu and Ni 2p3/2 fitted regions by the respective photoionization differential
cross sections, the Cu/Ni normalized ratios were determined for the reduction treatment
and RWGS reaction. Table 4.10 shows a sample comparison between the Cu/Ni normalized
ratios on the surface and bulk regions from the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60) NPs
for each characterization condition (as prepared; H2, 500 ∘C; H2+CO2, 500 ∘C).
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Table 4.10 – Cu/Ni normalized ratio at the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60) NPs for
different probed depths during different treatments. The values presented
in brackets indicates the probed depths by the XPS and NAP-XPS
measurements and are associated to the inelastic mean free path of the
photoelectrons analyzed.

Sample Condition
Cu/Ni Intensity

Surface (𝜆) Bulk (𝜆)

Cu0.60Ni0.40/CeO2 NPs
As prepared 0.99 (11 Å) 2.73 (20 Å)

1 mbar H2, 500 ∘C 1.30 (8 Å) 1.56 (17 Å)
1 mbar H2+1 mbar CO2, 500 ∘C 0.92 (8 Å) 1.42 (17 Å)

Cu0.35Ni0.65/CeO2 NPs
As prepared 0.54 (11 Å) 1.12 (20 Å)

1 mbar H2, 500 ∘C 1.90 (8 Å) 1.51 (17 Å)
1 mbar H2+1 mbar CO2, 500 ∘C 1.43 (8 Å) 1.53 (17 Å)

Cu0.25Ni0.75/CeO2 NPs
As prepared 0.41 (11 Å) 1.31 (20 Å)

1 mbar H2, 500 ∘C 2.04 (8 Å) 2.06 (17 Å)
1 mbar H2+1 mbar CO2, 500 ∘C 1.43 (8 Å) 1.94 (17 Å)

First of all, by comparing the Cu/Ni normalized ratio at the NPs surface for the
H2 atmosphere (8 Å) and the as prepared cases (11 Å), it is noticed an increase of this
ratio with the H2 reduction treatment. It is an indicative of Cu enrichment at the surface
induced by the H2 reduction treatment employed. It is in accordance to that predicted
theoretically since Cu atoms have a smaller surface free energy than Ni atoms for a H2

atmosphere (1.9 J/m2 vs. 2.4 J/m2) [122]. However, few studies exist in the literature
concerning this issue but it is typically found the opposite behavior [54, 122]. Beaumont
et al. [122] studied the surface segregation of atomic species in Cu0.5Ni0.5 and Co0.5Ni0.5

bimetallic NPs supported on SiO2 and exposed to a H2 (at 450 ∘C), CO (at 200 ∘C) or O2

(at 350 ∘C) atmosphere by NAP-XPS and Scanning Transmission Electron Microscopy-
Energy Dispersive Spectroscopy (STEM-EDS) techniques. The authors found that the
H2 atmosphere induces a Ni migration to the surface of Cu0.5Ni0.5 bimetallic NPs. The
authors explain the difference found in comparison to the theoretical prediction by the
fact that H2 can dissociate easily on Ni surfaces and then the efficient chemisorption of
H2 molecules may induce the Ni segregation to the surface. In spite of this the authors
affirm the need of a more detailed study about this system. One important difference
between the present work and those found in the literature is the support used. The cited
works study Cu-Ni/SiO2 and Cu-Ni/TiO2 NPs, not Cu-Ni/CeO2 NPs. It is known that
the support may have a strong influence on the atomic arrangement of bimetallic NPs as
demonstrated in [42]. It may account for the differences found in both works. Table 4.10
also shows a change on the Cu/Ni normalized ratio when changing the incident photon
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energy for the H2 reduction treatment case of a given sample. Depending on the case, this
ratio at h𝜈 = 2000 eV may increase, decrease or to be the same than that for h𝜈 = 1250
eV. It shows that the core region of the NPs may have different atomic configurations
with a Cu concentration higher, smaller or equal to that at the surface region. It occurs
probably because the Cu migration to the surface of the NPs is not complete after 50 min
of H2 reduction treatment and the kinetics of Cu migration to the surface depends on the
Cu and Ni concentrations.

The addition of CO2 to the gaseous atmosphere induced a Ni enrichment process
at the NPs surface for every sample, noticed by the decrease of the Cu/Ni ratio in about
28 % when compared to the H2 atmosphere. The Ni migration towards NPs surface is
probably due to the stronger interactions with CO2, if compared to those presented by
Cu [12].

The Cu/Ni ratios determined for the bimetallic samples in H2 or H2+CO2

atmosphere can be directly related to the RWGS reactivity, where the samples
presenting the higher Cu/Ni normalized ratios at NPs surface also yields higher CO and
H2O formation (presented in Figure 4.3.2). It is valid for the beginning of the RWGS
reaction, that corresponds to the Cu/Ni normalized ratios at the end of the H2

reduction treatment, or for the end of the RWGS reaction, associated to the
measurement in the Ni/CeO2 NPs (not shown here), that corresponds to the Cu/Ni
normalized ratios at the end of the H2+CO2 treatment. On the other hand, a surface
with 100 % of Cu atoms, as the case of monometallic Cu/CeO2 NPs, presents the lowest
reactivity towards CO formation in the RWGS reaction. It shows an indicative of a
synergistic effect between Cu and Ni atoms influencing the reactivity of these bimetallic
NPs in the RWGS reaction. Furthermore, analyzing the beginning of the RWGS
reaction, it is possible to notice a trend relating the Cu and Ni oxidation states at the
bimetallic samples surface to the water desorption delay observed in the Figure 4.3.1. It
is observed that higher Cu and Ni metallic fractions after H2 reduction are associated to
smaller delays in the H2O detection at the MS. Since the same trend observed in the Cu
and Ni metallic fraction is also observed for both H2 or H2+CO2 atmospheres, it shows
that the H2O produced in the RWGS reaction may be bonded to specific sites associated
to the oxidized species, being desorbed from the sample after a given period. It occurs
between the end of the reduction treatment and the end of the RWGS reaction, then
being not possible to see any change in the oxidation states in the NAP-XPS
measurements, performed at the end of each H2 and H2+CO2 treatment.

In this way, important features observed were clarified by the analysis at the Cu
2p and Ni 2p regions. However, some questions still remains open and the analysis at the
Ce 3d region helps to clarify these points.



Chapter 4. Elucidating catalytic events by association to catalyst’s struct. and elect. properties 64

4.3.2.3 Ce 3d region analysis

Figure 4.3.5 shows the measured Ce 3d NAP-XPS region for each sample
exposed to H2 and H2+CO2 atmospheres at 500 ∘C as well the best fit result found. The
fitting procedure of the Ce 3d NAP-XPS region was rather challenging. This region is
characterized by complex distinct features related to the final state occupation of the Ce
4f level, changes in hybridization due to oxidation processes, and rearrangement of the
electronic levels following the creation of a core hole [123]. This analysis was performed
based on the binding energy constrains described by Schierbaum et al. [124], and using
Burroughs’s notation [125]. A total of 10 Gaussian peaks were used to fit the Ce 3d
NAP-XPS region, in which 4 corresponds to the Ce(III) component (𝑉0, 𝑈0, 𝑉 ′, 𝑈 ′) and
6 to the Ce(IV) component (𝑉 , 𝑈 , 𝑉 ′′, 𝑈 ′′, 𝑉 ′′′, 𝑈 ′′′). The Ce 3d spectra of the Ce(III)
component consists of two pairs of 3d5/2-3d3/2 doublets, therefore the area intensity
ratio was set to 1.5 between the 𝑉 and 𝑈 doublets due to the degenerecency of these
levels. The assignment of these peaks is somewhat controversial, however, they are
usually associated to the initial state Ce3d10O2p6Ce4f0 and Ce3d10O2p6Ce4f1.

The peak labeled 𝑈 ′′′ at around 916 eV is a direct indicative of the oxidation
state of the cerium oxide. The intensity of this single peak is proportional to the Ce(IV)
fraction. Based on this, it is possible to observe a difference on the oxidation state of
Ce atoms between samples for a given atmosphere. For a given sample exposed to a
given atmosphere, the intensity of the 𝑈 ′′′ peak increases when increasing the incident
photon energy (increase on the probed depth), then showing a higher Ce(III) fraction at
the surface region of the cerium oxide. It shows that the cerium oxide reduction process
starts at the surface region, as expected from the literature [126]. Also, the insertion of
CO2 gas did not change at all the intensity of the 𝑈 ′′′ peak in comparison to the case in
the H2 atmosphere for all the samples studied. In order to quantify the Ce(III) fraction
present for each case, the fit of the Ce 3d region was performed.
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Figure 4.3.5 – Ce 3d NAP-XPS spectra for Cu𝑥Ni1-𝑥/CeO2 NPs with a) 𝑥=1.00, b)
𝑥=0.60, c) 𝑥=0.35, and d) 𝑥=0.25, during reduction treatment (1 mbar H2
atmosphere) and RWGS reaction (1 mbar H2 + 1 mbar CO2 atmosphere)
measured with I) h𝜈 = 1250 eV, and II) h𝜈 = 2000 eV. The black
points represent the experimental data, the dashed blue line the Shirley
background used, the gray solid line the total fit performed using the red,
magenta, green, blue, orange, purple, olive, violet, cyan and wine solid lines
to represent the 𝑉0, 𝑉 , 𝑉 ′, 𝑉 ′′, 𝑈0, 𝑈 , 𝑈 ′, 𝑈 ′′, 𝑉 ′′′, 𝑈 ′′′ components following
the notation of Burroughs et al. [125].
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Using a single parameters set for the Gaussian peaks used is not possible to
perform a consistent fit throughout the atmospheric treatments for all the samples.
Therefore, in order to achieve the best fit for all the samples at both incident photon
energies, a relaxation process of the binding energy values was performed resulting in a
set of parameters for each sample, though common to both atmospheres. However, some
peaks needed energy shifts to fit the Ce 3d NAP-XPS region in the Cu/CeO2 and
Cu0.60Ni0.40/CeO2 NPs exposed to the H2 atmosphere. The parameters used to fit the
Ce 3d peaks are presented in tables 4.11 to 4.14, in which the values colored in red
indicate the shift needed to fit the Cu/CeO2 and Cu0.60Ni0.40/CeO2 NPs Ce 3d
NAP-XPS region in the H2 atmosphere.

The binding energy values are presented always constrained to the 𝑉0 peak
position, which has the energy position value coherent to that described in the
Schierbaum discussion [127]. The energy shifts indicated in red corresponds to the case
where a lower ℛ-factor was found in the fitting procedure between several possible
parameters of the peaks used.

Table 4.11 – Parameters used to fit the Ce 3d region in the Cu/CeO2 NPs exposed to 1
mbar H2 and 1 mbar H2 + 1 mbar CO2 atmospheres. The values colored in
red are shifts needed to fit the 𝑉 ′ − 𝑈 ′ peaks in the H2 atmosphere.

Peak Identification Position [eV]
FWHM [eV]

ℎ𝜈=1250 eV ℎ𝜈=2000 eV

𝑉0 882.04 2.36 2.51
𝑉 𝑉0+1.05 1.51 1.80
𝑉 ′ 𝑉0+3.85(-0.05) 3.48 3.97
𝑉 ′′ 𝑉0+7.04 3.93 3.93
𝑉 ′′′ 𝑉0+16.88 1.98 2.09
𝑈0 𝑉0+17.38 1.57 1.62
𝑈 𝑉0+19.50 1.59 1.73
𝑈 ′ 𝑉0+22.40(-0.14) 4.04 5.63
𝑈 ′′ 𝑉0+26.12 2.05 2.05
𝑈 ′′′ 𝑉0+35.44 1.95 2.12
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Table 4.12 – Parameters used to fit the Ce3d region in the Cu0.60Ni0.40/CeO2 NPsexposed
to 1 mbar H2 and 1 mbar H2 + 1 mbar CO2 atmospheres. The values colored
in red indicate the shift needed to fit the 𝑉 ′′ − 𝑈 ′′ peaks in H2 atmosphere.

Peak Identification Position [eV]
FWHM [eV]

ℎ𝜈=1250 eV ℎ𝜈=2000 eV

𝑉0 881.58 1.42 1.69
𝑉 𝑉0+1.65 2.10 2.22
𝑉 ′ 𝑉0+4.58 3.07 3.52
𝑉 ′′ 𝑉0+6.86(+0.24) 3.61 4.64
𝑉 ′′′ 𝑉0+17.74 2.16 2.16
𝑈0 𝑉0+18.80 2.46 2.88
𝑈 𝑉0+20.18 1.93 1.93
𝑈 ′ 𝑉0+23.01 3.20 3.78
𝑈 ′′ 𝑉0+25.89(+0.41) 3.66 3.84
𝑈 ′′′ 𝑉0+36.11 2.34 2.34

Table 4.13 – Parameters used to fit the Ce3d region in the Cu0.35Ni0.65/CeO2 NPsexposed
to 1 mbar H2 and 1 mbar H2 + 1 mbar CO2 atmospheres.

Peak Identification Position [eV]
FWHM [eV]

ℎ𝜈=1250 eV ℎ𝜈=2000 eV

𝑉0 881.77 1.60 1.62
𝑉 𝑉0+1.40 2.22 2.22
𝑉 ′ 𝑉0+4.19 3.22 3.22
𝑉 ′′ 𝑉0+6.52 3.21 3.98
𝑉 ′′′ 𝑉0+17.40 2.02 2.02
𝑈0 𝑉0+18.20 2.70 2.70
𝑈 𝑉0+19.89 2.06 2.09
𝑈 ′ 𝑉0+22.73 3.32 3.32
𝑈 ′′ 𝑉0+25.54 3.28 4.79
𝑈 ′′′ 𝑉0+35.81 2.34 2.34
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Table 4.14 – Parameters used to fit the Ce3d region in the Cu0.25Ni0.75/CeO2 NPs exposed
to 1 mbar H2 and 1 mbar H2 + 1 mbar CO2 atmospheres.

Peak Identification Position [eV]
FWHM [eV]

ℎ𝜈=1250 eV ℎ𝜈=2000 eV

𝑉0 881.77 1.81 1.89
𝑉 𝑉0+1.35 2.07 2.07
𝑉 ′ 𝑉0+4.28 3.37 3.37
𝑉 ′′ 𝑉0+6.45 4.35 5.09
𝑉 ′′′ 𝑉0+17.32 1.91 2.02
𝑈0 𝑉0+17.97 1.83 1.83
𝑈 𝑉0+19.84 1.78 1.99
𝑈 ′ 𝑉0+22.39 3.57 3.60
𝑈 ′′ 𝑉0+25.36 4.01 4.17
𝑈 ′′′ 𝑉0+35.75 2.22 2.22

The necessity for the energy shift in the 𝑉 ′, 𝑈 ′ and 𝑉 ′′, 𝑈 ′′ peaks in the different
atmospheres can be explained by the electronic states related to these peaks. It is known
that the Ce 4f orbitals may overlap to the O 2p ones [127, 128]. The states associated to the
𝑉 ′−𝑈 ′ and 𝑉 ′′−𝑈 ′′ peaks are |Ce3d10O2p6Ce4f1⟩ and |Ce3d10O2p64f0⟩, which corresponds
to Ce(III) and Ce(IV) oxidation states, respectively. The interactions between Ce 4f and
O 2p electronic levels are probably associated to changes in the Ce atoms neighborhood,
shifting the Ce(III) doublet to lower binding energies and the Ce(IV) doublet to higher
binding energies.

It is possible to determine the Ce(III) fraction in the cerium oxide support during
the gas treatments. This fraction was determined by the fractional contribution of the
𝑉0 − 𝑈0 and 𝑉 ′ − 𝑈 ′ doublets to the total area of the Ce 3d region. The fraction is
calculated as

%𝐶𝑒(𝐼𝐼𝐼) = [𝑉0] + [𝑉 ′] + [𝑈0] + [𝑈 ′]
[𝑉0] + [𝑉 ] + [𝑉 ′] + [𝑉 ′′] + [𝑉 ′′′] + [𝑈0] + [𝑈 ] + [𝑈 ′] + [𝑈 ′′] + [𝑈 ′′′] (4.1)

where the brackets indicate the peaks intensities. The fractions calculated using 4.1 are
presented on table 4.15.
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Table 4.15 – Ce(III) fraction of the samples during the 1 mbar H2 and 1 mbar H2 + 1
mbar CO2 exposition at 500 ∘C.

Atmosphere Sample
%Ce(III)

ℎ𝜈=1250 eV ℎ𝜈=2000 eV

1 mbar H2

Cu/CeO2 NPs 53 55
Cu0.60Ni0.40/CeO2 NPs 34 23
Cu0.35Ni0.65/CeO2 NPs 42 27
Cu0.25Ni0.75/CeO2 NPs 41 25

1 mbar H2 + 1 mbar CO2

Cu/CeO2 NPs 53 40
Cu0.60Ni0.40/CeO2 NPs 41 27
Cu0.35Ni0.65/CeO2 NPs 42 27
Cu0.25Ni0.75/CeO2 NPs 42 22

A common trend is observed in Table 4.15 concerning the Ce(III) fraction values,
in which the samples have its surface more reduced then its inner regions. This feature
was expected since the atoms at the samples surface reacts more with the atmosphere
than the inner ones [126]. The treatment into the H2+CO2 atmosphere did not presented
effective oxidation on the Ce support since the Ce(III) fraction values presented essentially
no alteration.

Based on the results presented in Table 4.15 is still not clear the reason for the
energy shift observed for peaks in the Ce 3d region for the Cu/CeO2 and Cu0.60Ni0.40/CeO2

NPs.

Thereafter, the total intensity of the Ce 3d region was associated to the Cu and
Ni 2p3/2 NAP-XPS regions and used to calculate the (Cu 2p3/2 + Ni 2p3/2)/(Ce 3d) ratio
normalized by the differential cross section values. The (Cu 2p3/2 + Ni 2p3/2)/(Ce 3d)
fraction is presented on Table 4.16 as a function of the gaseous atmosphere and sample
for the depths of 8 Å and 17 Å.
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Table 4.16 – (Cu 2p3/2 + Ni 2p3/2)/(Ce 3d) normalized ratio obtained from the NAP-XPS
measurements in 1 mbar H2 and 1 mbar H2 + 1 mbar CO2 atmospheres for
Cu𝑥Ni1-𝑥/CeO2 (𝑥 = 0.25, 0.35, 0.60, 1.00) NPs.

Sample Atmosphere
(Cu 2p3/2 + Ni 2p3/2)/(Ce 3d)

Intensity

(8 Å) (17 Å)

Cu/Ce2 NPs
1 mbar H2 0.22 0.38

1 mbar H2+1 mbar CO2 0.21 0.23

Cu0.60Ni0.40/CeO2 NPs
1 mbar H2 0.29 0.34

1 mbar H2+1 mbar CO2 0.36 0.37

Cu0.35Ni0.65/CeO2 NPs
1 mbar H2 0.80 0.82

1 mbar H2+1 mbar CO2 0.73 0.73

Cu0.25Ni0.75/CeO2 NPs
1 mbar H2 2.41 2.19

1 mbar H2+1 mbar CO2 2.07 2.07

The analysis of Table 4.16 shows that, by comparing the (Cu 2p3/2 + Ni 2p3/2)/(Ce
3d) fractions in H2 atmosphere observed for the surface (8 Å) and inner (17 Å) regions of
the Cu0.60Ni0.40/CeO2 and Cu/CeO2 NPs, it is possible to observe that there is a decrease
of the ratio when decreasing the probed depth (from the inner to the surface region). It
shows a higher contribution of the Ce 3d NAP-XPS intensity for regions closer to the
surface of the catalysts. It is a strong indicative of the existence of the SMSI effect with a
CeO𝑥 capping layer covering the metallic NPs. After insertion of the CO2 atmosphere, the
change on the ratio with the probed depth disappears and there is no more evidence of the
SMSI effect occurrence. In fact, it is known from the literature that an oxidizing treatment
at high temperatures recover the catalyst to the initial condition, without the capping
layer presence [58]. It is interesting to note that the geometrical factor of the SMSI effect
occurs only for those samples that presented an energy shift in some peak positions used
in the fit of the Ce 3d NAP-XPS region and that this energy shift exists only for the H2

atmosphere, when is observed the capping layer covering the NPs. Then, there is a strong
evidence for the elucidation of the nature of the SMSI effect, that occurs trough interaction
of the Ce3d10O2p6Ce4f1 (Cu/CeO2 NPs) and Ce3d10O2p6Ce4f0 (Cu0.60Ni0.40/CeO2 NPs)
initial states with the neighborhood composed by Cu and Ni atoms. Moreover, the changes
observed in the Ce(III) fraction in H2 atmosphere between samples can be explained by
the nature of the SMSI effect too. For the case of Cu0.60Ni0.40/CeO2 NPs the SMSI effect
occurs through interaction of the NPs with Ce atoms in the Ce3d10O2p6Ce4f0 initial state,
associated to a Ce(IV) oxidation state. This sample has the smaller Ce(III) fraction at the
surface between all the cases studied (Table 4.15). On the other hand, the Cu/CeO2 NPs
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presents the SMSI effect occuring via interaction of the NPs with the Ce atoms in the
Ce3d10O2p6Ce4f1 initial state, associated to the Ce(III) oxidation state. Moreover, this
sample is the case of highest Ce(III) fraction observed in Table 4.15. Even considering
the SMSI effect is greatly investigated nowadays [62, 46], for the best of our knowledge
this is the first time that such a detailed description of the nature of the SMSI effect is
obtained.

Table 4.16 also shows a dependence of the existence of the SMSI effect with the
Cu amount in the NPs. It is observed that the SMSI effect occurs only for those samples
with higher Cu concentrations, namely x = 1.0 and x = 0.60. It shows the existence of
a threshold for the beginning of the SMSI effect. However, in a previous work, Matte et
al. studied the reduction process of Cu/CeO2 and Ni/CeO2 monometallic NPs exposed
to a H2 atmosphere at 500 ∘C by ex situ XPS, in situ XAS and in situ time-resolved
XAS measurements, and the SMSI effect was observed only for the Ni/CeO2 NPs [60].
The difference between both works lays on the chemical composition of the NPs surface
before the reduction treatment under H2 atmosphere. The NPs studied here presented
a surface rich in Cu-Cl and Ni-O chemical states, while the NPs studied by Matte et
al. presented Cu-O and Ni-Cl rich surfaces. These differences may explain the opposite
observations, since Cl atoms have important influence on the SMSI occurrence as reported
in [129, 130, 131, 132].

In the NAP-XPS analysis at the Cu 2p3/2 region (Table 4.7) was observed an
increase on the Cu(II) fraction for increasing probed depths in bimetallic NPs. It can be
explained considering the SMSI effect. The effect should be understood as a statistical
process that happens significantly for Cu amounts higher than a given threshold value.
Then, when probing the surface region of the NPs in fact it is being probed the surface
region of clean surface bimetallic NPs and the capping layer of the bimetallic NPs that
suffered the SMSI effect. When probing a higher depth it is being probed the inner region
of clean surface bimetallic NPs but also the surface region of bimetallic NPs covered by
the capping layer, then probing oxidizes states. The change of Cu(II) fraction with the
change of probed depth depends on the mean shell thickness value of the capping layer,
which was not investigated and may depend on the bimetallic NPs nature.

The observation related in Section 4.3.2.1 and 4.3.2.2 concerning the higher fraction
of Cu(II) and Ni(II) oxidized states for higher amounts of Cu concentration (Tables 4.7
and 4.9) can now be explained considering the SMSI effect. The higher Cu amount in
bimetallic NPs gives a more evident SMSI effect which induces the existence of Cu(II)
and Ni(II) oxidized states. The case of monometallic Cu/CeO2 NPs presents no Cu(II)
component and the SMSI effect is detected for this system. It may be related to the
different interaction of the capping layers with Cu atoms in this case which happens via
Ce(III) entities (Ce3d10O2p6Ce4f1 initial state).
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The occurrence of the SMSI effect may be related to the low H2O-CO
productions observed for these samples in Figure 4.3.2. Once the NPs promote the CO2

dissociation, the Cu/CeO2 and Cu0.60Ni0.40/CeO2 NPs surface are partially hidden by a
CeO𝑥 capping layer which inhibits the H2 chemisorption capacity, as stated in the
literature [133, 134]. Furthermore, considering the known cerium oxide hydrophilicity,
the shell formed covering these NPs may induce a long time interaction between water
molecules and the cerium oxide support until a H2O saturation concentration is reached
and the H2O desorption process starts. This phenomenon explains the longer delay for
the H2O desorption process in Cu/CeO2 NPs than for the Cu0.25Ni0.75/CeO2 NPs, even
considering the higher fraction of oxidized species in the Cu0.25Ni0.75/CeO2 NPs case. As
discussed in Section 4.3.2.2, the H2O desorption process is directly related to the metal
oxidized species amount for bimetallic NPs. The monometallic case, Cu/CeO2 NPs, does
not present the Cu-O component during H2 reduction treatment but the capping layer
accounts for the delay on the H2O desorption observed. The case with longer delay of
H2O desorption between all the samples analyzed occurs for the Cu0.60Ni0.40/CeO2 NPs
sample that presents the highest Cu-O and Ni-O fractions and the existence of the SMSI
effect.

4.3.2.4 O 1s region analysis

Figure 4.3.6 shows a comparison between the O 1s region for the Cu𝑥Ni1-𝑥/CeO2

(𝑥=0.25, 0.35, 0.60, 1.00) NPs and the non-supported Cu NPs. The NAP-XPS
measurements at this region revealed several chemical components, in which some of
them are related to Ce-O, Ni-O, Cu-O bonds or molecules adsorbed in the samples
surface.
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I II

a)

b)



Chapter 4. Elucidating catalytic events by association to catalyst’s struct. and elect. properties 75

I II

c)

d)
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I II

e)

Figure 4.3.6 – O1s NAP-XPS spectra for a) Cu NPs and Cu𝑥Ni1-𝑥/CeO2 NPs with b)
𝑥=1.00, c) 𝑥=0.60, d) 𝑥=0.35, and e) 𝑥=0.25, during reduction treatment
(1 mbar H2 atmosphere) and RWGS reaction (1 mbar H2 + 1 mbar CO2
atmosphere) measured with I) h𝜈 = 1250 eV, and II) h𝜈 = 2000 eV. The
black points represent the experimental data, the dashed blue line the
Shirley background used, the gray line is the total fit performed using the
red, blue, orange, green and violet solid lines to represent the Ce-O, OH,
H2O, CO2 and Ni(II)-O components.

Table 4.17 – Binding energy positions and FWHM parameters used to fit the O 1s region
in the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60, 1.00) and non-supported Cu NPs.
Values are in accordance to [90, 111, 112, 113, 135, 136].

Peak Identification Position [eV]
FWHM [eV]

ℎ𝜈=1250 eV ℎ𝜈=2000 eV

OH 532.29 1.80 1.80
Ce-O OH-1.65 1.00 1.20
H2O OH+1.75 1.85 1.85
CO2 OH+5.3 0.65 0.94

Ni(II)-O OH-1.15 1.00 1.10
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The CO2 component at 537.59 eV comes from the gas phase present during the
RWGS reaction. The Ce-O component at 530.64 eV comes due to the support, then not
occurring for the non-supported NPs. This component is visually more pronounced for
the Cu/CeO2 and Cu0.60Ni0.40/CeO2 NPs during the H2 reduction treatment at 500 ∘C. It
corroborates the existence of the capping layer covering the metallic NPs since in this case
the Ce-O component comes from the support and the capping layer region. The OH and
H2O components around 533 eV shows the existence of transient species during RWGS
reaction. The Cu-O component is expected around 530.7 eV, that is very similar to the Ce-
O component, then being hard to distinguish between them in this analysis. H2O bonds
are still detected, though in low intensity, on the Cu/CeO2 NPs and Cu0.60Ni0.40/CeO2

NPs. This result is in accordance with the Mass Spectrometry measurements, since these
are the samples that present lower H2O formation. The detection of this signal in the H2

atmosphere indicates a tendency for the H2O molecules (in this case, from the synthesis
process) to stay adsorbed at samples surface, while these signal in the H2+CO2 is primarily
due to the RWGS reaction formations.

4.3.3 In situ XAS measurements

In situ XAS measuremets were carried out at the XDS and DXAS beamlines
[87, 137] at the Brazilian Synchrotron Light Laboratory (LNLS) in Campinas, Brazil.

At the XDS beamline, X-rays emitted by a superconducting wiggler source are
vertically collimated by a Si mirror, passes through a Si(111) double crystal
monochromator and are focused in a toroidal Rh mirror. This radiation was measured in
a primary ionization chamber filled with 20% Ar + 80%N2, then passed through the
sample, and the transmitted radiation was detected in a secondary ionization chamber
filled with 10% Ar + 90%N2. The XAS measurements, performed in the transmission
mode, probed the Ni K edge at 8333 eV and the Cu K edge at 8979 eV of the
Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60, 1.00) and non-supported Cu NPs. For these
measurements, pellets were produced by compressing a mix of the as prepared samples
powder and BN. For the non-supported NPs pellet was used 30mg of the sample’s
powder and 80mg of BN, while in the supported samples each pellet used a mix of 45mg
of sample’s powder and 55mg of BN. XANES and EXAFS measurements were
performed in the as prepared samples. After this, the pellets were inserted in a tubular
furnace, where they were exposed to a 100ml/min 5% H2 + 95% He atmosphere and
heated to 500 ∘C with a 10 ∘C/min heating rate. At 500 ∘C, the samples were treated
under the 100ml/min 5% H2 + 95% He atmosphere for 2 h. After, the CO2 atmosphere
was inserted leaving the sample exposed to 100ml/min 5% H2 + 95% He + 25ml/min
20% CO2 + 80% He atmosphere for 2 hr. At the end, the sample was cooled to RT
under 200ml/min N2. In situ time-resolved XANES measurements at the Cu K edge
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were performed every 1.5 min of exposure to the H2 atmosphere, intending to
characterize the mechanism related to the Cu reduction process. Moreover, in situ
XANES and EXAFS measurements at the Cu and Ni K edges were also performed at
the end of the H2 and H2+CO2 treatments.

For the measurements at the DXAS beamline, Be windows separates the bending-
magnets at the storage ring from a Rh-coated glass mirror. The incoming radiation from
the ring is vertically focused, passes through a curved Si(111) crystal monochromator and
reaches the sample holder where the X-rays transmitted through the sample are focused
into a position-sensible CCD. Intending to investigate the reduction of the support by
probing the Ce L3 edge, at 5723 eV, pellets containing a mix of 7mg Cu𝑥Ni1-𝑥/CeO2

(𝑥=0.25, 0.35, 0.60, 1.00) NPs powder and 35mg of BN were made. The pellets were
inserted in a tubular furnace, where they were exposed to a 100ml/min 5% H2 + 95% He
atmosphere and heated to 500 ∘C with a 10 ∘C/min heating rate, while in situ XANES
measurements were performed every 5 s. After 10 min at 500 ∘C in the H2 atmosphere,
the sample was cooled to RT under 200 ml/min N2 atmosphere.

Besides the synthesized samples, standard compounds were measured and used for
the XAS analysis. XANES measurements at XDS beamline were performed in standards
of Cu(0), CuO, Cu2O, CuCl2·2H2O, Ni(0), NiO, NiCl2·6H2O. The standards measured at
the DXAS beamline corresponds to CeOHCO3, and CeO2.

All the in situ XANES measured data were initially treated in the Athena software,
from the IFEFFIT package [138]. This treatment began with the calibration process,
which allows the identification of chemical components during the analysis. In order to
calibrate the photon energy, the corresponding Cu(0), Ni(0) and CeO2 standards were
used as reference. After the calibration process, the next step was the removal of spurious
points from the measured data following the procedure described in [139, 140]. The last
step in the data treatment before analysis is the data normalization. This normalization
process was performed by regressing a straight line to the pre-edge region, and a quadratic
polynomial function to the post-edge data, leaving the measured data "flattened". Then,
the data were normalized in order to have the edge step equal to 1.

For the EXAFS data treatment, besides the procedure described above for the
XANES data treatment, the theoretical contribution of single atom was extracted from
the measured data in order to obtain the EXAFS oscillations. In this way, the measured
in situ XANES and EXAFS data were ready to be analyzed by specific data treatment
procedure of XANES and EXAFS spectra at the Ce L3, Cu K or Ni K edge, described in
the next sections.
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4.3.3.1 In situ XANES measurements

In situ XANES measurements in transmission mode at the Cu K edge and Ni K
edge were performed in the as prepared samples and at the end of each step of the
gaseous treatment performed in order to identify the compounds present in the NPs.
The Cu and Ni K edges measurements were fitted by a linear combination of the
XANES measurements of standards. The standards used to fit the Cu K edge were
Cu(0), CuO, Cu2O, and CuCl2·2H2O, while the Ni K edges were fitted using Ni(0), NiO,
and NiCl2·6H2O standards.

Figure 4.3.7 shows a typical fit performed in the Cu K edge of the as prepared
Cu0.25Ni0.75/CeO2 NPs. The Cu K edge corresponds to an allowed transition from the
1s to 3p electronic state. As can be observed in the Figure 4.3.7, the Cu(0) standard
has a small intensity after absorption edge, which is characteristic of filled electronic
states at the 3p electronic level. On the other hand, the density of empty states increases
on oxidized compounds, the electronic transition from the 1s to 3p electronic levels has
higher probability to occur and the intensity after edge is consequently higher for CuO
and CuCl2·2H2O compounds. Analogous interpretation can be applied to Ni(0), NiO and
NiCl2·6H2O compounds. The percentage of each component found in the fit is presented
schematically by the intensity of the standard XANES spectra used in the fit.

Figure 4.3.7 – XANES measurement at the Cu K edge of the as prepared
Cu0.25Ni0.75/CeO2 NPs. The measured data, standards used and resultant
fit are presented.
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For the Cu K edge measurements, the fit was performed between 20 eV before to
50 eV after the absorption edge, in the as prepared samples and after gaseous treatments.
It allowed the identification of the chemical compounds present in each case. The results
are presented in Table and 4.18. The ℛ-factor values lower than 0.005 shows the excellent
quality of the fit performed, which is confirmed visually by the profile traced by the linear
combination once compared to the measurement.

Table 4.18 – Analysis of the Cu compounds percentage in the samples for XAS
measurements at the Cu K edge before and at the end of each gaseous
treatment.

Treatment Sample
Fractions (%)

Cu(0) CuCl2·2H2O CuO Cu2O

As
prepared

Cu NPs 0.0 9.3 90.7 0.0
Cu/CeO2 NPs 0.0 24.3 75.7 0.0

Cu0.60Ni0.40/CeO2 NPs 31.4 3.6 65.0 0.0
Cu0.35Ni0.65/CeO2 NPs 30.2 1.7 53.4 14.7
Cu0.25Ni0.75/CeO2 NPs 33.4 2.7 47.3 16.6

H2
500 ∘C

Cu NPs 98.1 0.0 1.9 0.0
Cu/CeO2 NPs 100.0 0.0 0.0 0.0

Cu0.60Ni0.40/CeO2 NPs 100.0 0.0 0.0 0.0
Cu0.35Ni0.65/CeO2 NPs 100.0 0.0 0.0 0.0
Cu0.25Ni0.75/CeO2 NPs 100.0 0.0 0.0 0.0

H2+CO2
500 ∘C

Cu NPs 95.0 0.0 5.0 0.0
Cu/CeO2 NPs 100.0 0.0 0.0 0.0

Cu0.60Ni0.40/CeO2 NPs 100.0 0.0 0.0 0.0
Cu0.35Ni0.65/CeO2 NPs 100.0 0.0 0.0 0.0
Cu0.25Ni0.75/CeO2 NPs 100.0 0.0 0.0 0.0

The analysis at the Cu K edge, presented on Table 4.18, showed that CuO is the
main compound existing in the as prepared NPs. It is also observed a relation between
Cu concentration at the NPs and its oxide compounds: the percentages of Cu oxides are
directly related to the amount of Cu in the NPs. The presence of the Cu2O component
is expected as an intermediary stage of reduction from CuO to Cu(0). The trend in the
CuO behavior is also present in the conventional XPS measurements, though the absence
of the Cu2O compound. It occurs because in fact is hard to distinguish between Cu(0)
and Cu2O compounds in the XPS measurements of the as prepared samples due to the
similarity between both Cu 2p3/2 peaks and the presence of other components (Cu-Cl,
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Cu-O) that gives a wide peak measured and makes the analysis difficult. Then, in fact, this
result is consistent with the conventional XPS measurements but here is possible to see
the presence of the Cu2O component. The presence of the CuCl2·2H2O is also consistent
with the conventional XPS data measurements.

The measured in situ XANES spectra at the Cu K edge during the thermal
treatments (not shown here) presented a very similar shape to the typical fingerprint of
metallic Cu, though smoothed due to thermal disorder. It is similar to Cu2O XANES
spectra as well. However, by comparing the derivative spectra of Cu(0) and Cu2O
standards it is possible to distinguish each case. By this comparison, it was possible to
determine that the Cu2O component does not appearsin the NPs after the H2

exposition, as shown in the NAP-XPS measurements. Note that in this case, after
gaseous treatment, the NAP-XPS measurements allows distinguishing between Cu(0)
and Cu2O due to the narrow and less complex peak existing in the Cu 2p3/2 region
measurement.

Table 4.19 – Analysis of the Ni components percentage used to fit the XANES region at
the Ni K edge measurements on the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60) NPs
through gaseous treatments.

Treatment Sample
Fractions (%)

Ni(0) NiCl2·6H2O NiO

As
prepared

Cu0.60Ni0.40/CeO2 NPs 29.1 14.8 56.1
Cu0.35Ni0.65/CeO2 NPs 45.2 9.0 45.8
Cu0.25Ni0.75/CeO2 NPs 45.3 7.0 47.7

H2,
500 ∘C

Cu0.60Ni0.40/CeO2 NPs 95.4 0.0 4.6
Cu0.35Ni0.65/CeO2 NPs 96.0 0.0 4.0
Cu0.25Ni0.75/CeO2 NPs 96.8 0.0 3.2

H2+CO2,
500 ∘C

Cu0.60Ni0.40/CeO2 NPs 96.0 0.0 4.0
Cu0.35Ni0.65/CeO2 NPs 96.0 0.0 4.0
Cu0.25Ni0.75/CeO2 NPs 96.9 0.0 3.1

Table 4.19 shows the fitting results for the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60)
NPs in the as prepared case and after each gaseous treatment employed. It is shown
that the main component of as prepared samples is related to NiO, which is consistent
to the XPS data (Table 4.4). The NiO fraction obtained in the XANES measurements
is lower (around 50%) than those obtained in XPS analysis (around 70%), which shows
the NiO component has a stronger contribution at the surface region. It is consistent to
the oxidation of the Ni atoms due to the air exposition after synthesis. Moreover, the
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comparison between results from XPS and XANES measurements shows that the Ni(0)
component is evidenced to be at the NPs inner region. A similar comparison can be done
for the Ni-Cl components, that are concentrated at the surface region since its intensity is
high on the XPS measurements (surface sensitive) and low on the XANES measurements
(bulk sensitive). Further, the analysis of the components after the H2 treatment showed the
strong reduction of the Ni compounds, also consistent with the surface results presented
in the NAP-XPS measurements in which the NPs containing more Ni atoms are also
the most reduced ones. It is also observed that during thermal treatments, the Ni-Cl
components no longer presents relevant contributions to the absorption measurements
while the oxide component keeps its collaborations (mostly at the surface). Moreover, the
exposition to the RWGS reaction atmosphere did not promoted effective oxidation on the
NPs, as shown in the NAP-XPS analysis.

In order to elucidate the Cu and Ce reduction kinetics for the NPs, in situ time-
resolved XANES measurements were performed at the Cu K edge (XDS beamline) and
Ce L3 edge (DXAS beamline).

4.3.3.2 In situ time-resolved XANES measurements

In order to elucidate the Cu behavior during the H2 reduction treatment, in situ
XANES measurements at the Cu K edge were taken every 1.5 min during the H2 reduction
treatment from RT to 500 ∘C. Figure 4.3.8 shows the typical in situ time-resolved XANES
data at the Cu K edge of the Cu/CeO2 NPs measured during the H2 reduction treatment.
It is possible to see clearly the decrease in the intensity after edge with the increase of
the temperature, which is an indicative of the decrease on the number of electronic empty
states at the Cu 3p electronic level. It is consistent with the reduction of the sample from
Cu(II) to Cu(0) oxidation state. Moreover, the reduction treatment gives a shift of the
binding energy to smaller values, characteristic of the reduction behavior of the sample.

The spectra analysis was performed for selected XANES spectra, namely every
5 min of reduction treatment. A linear combination of Cu(0), CuCl2·2H2O, CuO, and
Cu2O standards was used to fit these measured spectra. This analysis resulted in a time-
evolution study of compound fractions from the as prepared state to the reduced state
presented at the end of the H2 reduction treatment. The fit of the selected in situ XANES
measurements at Cu K edge allowed obtaining the time evolution of each compounds
fraction. It is presented in Figure 4.3.9.
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Figure 4.3.8 – Time-evolution of the XANES spectra at the Cu K edge of the Cu/CeO2
NPs during the H2 treatment.

a) b)

c) d)

Figure 4.3.9 – Time-evolution of the a) Cu(0), b) CuO, c) Cu2O, and d) CuCl2·2H2O
fractions obtained by a linear combination analysis in the XANES region
at the Cu K edges of the Cu𝑥Ni1-𝑥/CeO2 (𝑥=0.25, 0.35, 0.60, 1.00) and
non-supported Cu NPs during the H2 reduction treatment.
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During the fitting procedure of the XANES region at the Cu K edge, it was noticed
that even after half hour at the 500 ∘C H2 reduction treatment a high fraction of Cu2O
was accused in the linear combination results. Furthermore, the observed fingerprint at
the Cu K edge evolved to a smoothed Cu(0) shape at high temperatures (T> 300 ∘C).
The analysis of the first derivative on the measured spectra indicated that after a given
temperature, for distinct samples, the pattern observed matched the metallic component
in energy and shape though with intensity smoothed. On the other hand, the same analysis
of the first derivative on the measured spectra for the Cu2O component showed oscillations
out of phase and with a poor agreement between standard and measured data. This
feature allowed the Cu2O standard removal from the linear combination from this point
on, matching its absence observed in the NAP-XPS measurements at surface and inner
regions of the NPs. The temperature corresponding to this removal procedure is evidenced
by a sudden drop to zero in the Cu2O fraction graph presented in Figure 4.3.9, inducing
a "break" in the evolution trend observed for the other compounds fractions of the fitted
samples (more evident in the Cu(0) fraction graph).

It is noticed that the Cu0.60Ni0.40/CeO2 sample is the first bimetallic sample that
starts to reduce. The reduction temperature in this case is as low as 200 ∘C, in
comparison to the smaller Cu concentration case, that is around 300 ∘C. It shows the
reduction temperature of Cu atoms is inversely related to the Cu concentration of the
bimetallic NPs. However, the same trend cannot be established for the monometallic
case that presents the higher reduction temperature between samples even with 100% of
Cu atoms. In fact, the Cu/CeO2 NPs present a smaller reduction temperature than the
non-supported Cu monometallic case. It is interesting to note that both samples
presenting the SMSI effect (Cu/CeO2 and Cu0.60Ni0.40/CeO2) have lower reduction
temperature in comparison to similar samples without the SMSI effect occurrence. It
may be an indicative of the electronic factor of the SMSI effect that occurs for low
temperatures [58] and typically with a charge transfer from the support to the NPs,
then helping on the reduction process [60]. Analogous conclusion was obtained in
previous work for Ni/CeO2 and Cu/CeO2 monometallic NPs [60] where the Cu NPs
reduced at around 300 ∘C, in accordance to the results found in this work. Another
possibility is the reduction of the NPs induced by the cerium oxide capping layer
surrounding the NPs. In this case, the cerium oxide would present a small oxidation
during the reduction process. It is important to stress out also that the initial Cu(0)
fraction is the same between bimetallic NPs, then it is not influencing on this result. On
the other hand, the smaller is the initial CuO fraction the smaller is the reduction
temperature, showing that the CuO fraction is an important factor to be considered too.
Based on the Cu reduction process described as follows, the small amounts of CuO
fraction also helps on an earlier reduction of Cu atoms.
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From the analysis of the graphs presented in Figure 4.3.9 is possible to deduce the
steps of the Cu reduction. This behavior, common to every sample, can be summarized
as CuO → Cu2O → Cu(0), or, ir more details

(i) Cleavage of oxygen bonds starts at different temperatures (depending on the
sample), decreasing the CuO fractions while turning it into Cu2O

(ii) Cl atoms start to leave the NPs around 200 ∘C

(iii) The Cu2O fraction starts to decrease, being converted to Cu(0) at different
temperatures (depending on the sample).

(iv) Samples present a metallic component with essentially no oxide fractions

Reduction mechanisms for the CuO component have been reported and the CuO
→ Cu2O → Cu(0) reaction path is well established for Cu reduction [141, 142].

Figure 4.3.10 shows a typical XANES spectrum at the Ce L3 edge of
Cu0.25Ni0.75/CeO2 NPs exposed to H2 atmosphere at 60 ∘C. The Ce L3 edge corresponds
to an electronic transition from the 2p to 5d electronic level. The double peak after
absorption edge is characteristic of Ce(IV) oxidation state and the case of a single peak
is characteristic of Ce(III) oxidation state. The XANES spectra were analyzed applying
an analytical method based on combinations of arctangent and Lorentzian functions as
described in the literature [143]. The arctangent function describes an electronic
transition from the 2p electronic level to continuum. One of the Lorentzian functions is
associated to the Ce(III) oxidation state and corresponds to an electronic transition
from the 2p3/2 to 4f15d electronic state. The other two Lorentzian functions are
associated to Ce(IV) oxidation state and corresponds to the 2p3/2 → 4fL5d and 4f05d
transitions, where "L" denotes that an electron in 2p orbital of oxygen is transferred to
4f orbital of Ce [143]. The energy range used in the fitting includes the single and double
peak characteristic of the Ce(III) and Ce(IV) compounds, respectively. Initially, the
XANES spectrum of the Ce(IV) standard (CeO2) was fitted using one arctangent and
two Lorentzian functions. This fitting was performed without any constraints in the
parameters of the functions used (width and position). After this, the spectrum of the
Ce(III) standard (CeOHCO3) was fitted using one arctangent and one Lorentzian
function. In this way, it was possible to obtain the parameters (width and position) of
the Lorentzian and arctangent functions for the Ce(IV) and Ce(III) standards that were
then used as fixed parameters in the fitting of the in situ XANES spectra of the samples.

In equation 4.2, the right-side subscripts identify the oxidation state of the Ce
component fitted. Parameters associated to the arctangent functions are 𝐴𝐼𝐼𝐼 , 𝐴′

𝐼𝑉 and
𝐴′′

𝐼𝑉 to describe their amplitudes; 𝐵𝐼𝐼𝐼 , 𝐵′
𝐼𝑉 and 𝐵′′

𝐼𝑉 to describe their concavities; and
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𝐶𝐼𝐼𝐼 , 𝐶 ′
𝐼𝑉 and 𝐶 ′′

𝐼𝑉 to describe the energy positions. The Lorentzian functions are
determined by the parameters 𝐷𝐼𝐼𝐼 , 𝐷′

𝐼𝑉 and 𝐷′′
𝐼𝑉 to describe their heights; 𝐸𝐼𝐼𝐼 , 𝐸 ′

𝐼𝑉

and 𝐸 ′′
𝐼𝑉 to describe their widths ; and 𝐹𝐼𝐼𝐼 , 𝐹 ′

𝐼𝑉 and 𝐹 ′′
𝐼𝑉 to describe the energy

positions. The 𝜋 factor multiplying the arctangent functions was used to account for the
previous normalization process in the data. These parameters, obtained from the
standards analysis, are presented on Table 4.20.

𝑓(𝑥) = 𝜋 · 𝐴𝐼𝐼𝐼

2 + 𝐴𝐼𝐼𝐼 · 𝑎𝑟𝑐𝑡𝑎𝑛(𝐵𝐼𝐼𝐼 · (𝑥− 𝐶𝐼𝐼𝐼)) + 𝐷𝐼𝐼𝐼 · 𝐸2
𝐼𝐼𝐼

(𝑥− 𝐹𝐼𝐼𝐼)2 + 𝐸2
𝐼𝐼𝐼

+𝜋 · 𝐴
′
𝐼𝑉

2 + 𝐴′
𝐼𝑉 · 𝑎𝑟𝑐𝑡𝑎𝑛(𝐵′

𝐼𝑉 · (𝑥− 𝐶 ′
𝐼𝑉 ) + 𝐷′

𝐼𝑉 · 𝐸 ′
𝐼𝑉

2

(𝑥− 𝐹 ′
𝐼𝑉 )2 + 𝐸 ′

𝐼𝑉
2 +

+𝜋 · 𝐴
′′
𝐼𝑉

2 + 𝐴′′
𝐼𝑉 · 𝑎𝑟𝑐𝑡𝑎𝑛(𝐵′′

𝐼𝑉 · (𝑥− 𝐶 ′′
𝐼𝑉 )) + 𝐷′′

𝐼𝑉 · 𝐸 ′′
𝐼𝑉

2

(𝑥− 𝐹 ′′
𝐼𝑉 )2 + 𝐸 ′′

𝐼𝑉
2

(4.2)

The amplitude values of the arctangent functions related to the Ce(IV) converged
to zero in every fit through the different gaseous treatments, therefore only one arctangent
function (𝐴𝐼𝐼𝐼) was used in the fitting procedure of the XANES spectra of the samples.
An example of this fits is presented on Figure 4.3.10, with the respective Lorentzians and
arctangent functions used.

Table 4.20 – Parameters determined in the CeOHCO3 (Ce(III)) and CeO2 (Ce(IV))
standards fits. The parameters associated to the amplitude of the Lorentzian
and arctangent functions are not presented because these are the fitted
parameters in the samples spectra.

Ce component Parameter Value

Ce(III)

𝐵𝐼𝐼𝐼 0.41
𝐶𝐼𝐼𝐼 5723.80
𝐸𝐼𝐼𝐼 4.35
𝐹𝐼𝐼𝐼 5725.87

Ce(IV)

𝐵′
𝐼𝑉 0.74

𝐶 ′
𝐼𝑉 5724.34

𝐸 ′
𝐼𝑉 4.01

𝐹 ′
𝐼𝑉 5730.74

𝐵′′
𝐼𝑉 0.01

𝐶 ′′
𝐼𝑉 5733.08

𝐸 ′′
𝐼𝑉 5.04

𝐹 ′′
𝐼𝑉 5739.11
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Figure 4.3.10 – Typical in situ XANES measurement at the Ce L3 edge and the
correspondent fit for the Cu0.25Ni0.75/CeO2 NPs at 65 ∘C in the H2
atmosphere. The arctangent and Lorentzian functions used to fit the
spectrum are highlighted and identified.

The time-evolution of the Ce(III) components during the H2 treatment was
obtained fitting spectra for every 5 min of reduction treatment. From the intensities
determined by these fits, the Ce(III) fraction was calculated. This fraction was
determined using the area of the Lorentzian function fitted, using the equation

%𝐶𝑒(𝐼𝐼𝐼) = 𝐵𝐼𝐼𝐼 · 𝐸𝐼𝐼𝐼

𝐵𝐼𝐼𝐼 · 𝐸𝐼𝐼𝐼 +𝐵′
𝐼𝑉 · 𝐸 ′

𝐼𝑉 +𝐵′′
𝐼𝑉 · 𝐸 ′′

𝐼𝑉

(4.3)

Figure 4.3.11 shows a comparison between the Ce(III) fraction time evolution for
different samples, where is possible to observe that the support presents a different kinetics
of reduction depending on the sample.
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Figure 4.3.11 – Time-evolution of the Ce(III) fraction obtained from the analysis of the
in situ XANES spectra during the H2 treatment from RT to 500 ∘C for
the Cu𝑥Ni1-𝑥/CeO2 (𝑥 = 0.25, 0.35, 0.60, 1.00) NPs.

It is possible to observe in Figure 4.3.11 that the less reduced samples at the end
of the reduction treatment at 500 ∘C are those previously related to the SMSI effect,
Cu/CeO2 and Cu0.60Ni0.40/CeO2 NPs. It supports the idea of strong interaction between
the capping layer and the surface of NPs. In fact, it can be used to explain the shift in the
reduction temperature of Cu observed for these NPs in comparison to those without the
SMSI effect (Figure 4.3.9). The capping layer may act as a reducing agent of Cu and Ni
atoms, then being oxidized. It is also observed a "two-stage" reduction process for all the
samples, where the first stage is observed starting between T=250 ∘C and T=350 ∘C, and
the second stage starting around T=400 ∘C. At the best of our knowledge, this behavior
was not reported yet and represents an important information on the reduction kinetics
of cerium oxide support. In the previous work [60] where Cu/CeO2 and Ni/CeO2 NPs
were exposed to the same H2 reduction treatment, there is no evidence for two stages in
the reduction process of cerium oxide support. The reasons for the difference found will
be subject of a further detailed work.

It is interesting to note that there is a period between 150 ∘C and 250 ∘C where the
Ce(III) fraction of Cu0.60Ni0.40/CeO2 and Cu/CeO2 NPs decreases even with the sample
exposed to the H2 reduction atmosphere. It is more evident for the Cu0.60Ni0.40/CeO2 NPs
than for the Cu/CeO2 ones. This oxidation phenomena may evidence the oxygen donation
process from the NPs to the capping layer surrounding it, as proposed earlier. Note that
the temperature of this oxidation phenomenon of the cerium oxide supports matches
perfectly to the temperature of the Cu reduction (Figure 4.3.9), then giving a stronger
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evidence that the Cu reduction of Cu0.60Ni0.40/CeO2 and Cu/CeO2 NPs is induced by
the cerium oxide capping layer surrounding the NPs. Considering this, it is possible to
identify the exact time where the geometrical factor of the SMSI effect occurs. Thereby,
these data shows, for the first time, evidence for the beginning of the geometrical factor
of the SMSI effect and gives an interesting method to identify the SMSI effect based on
this fingerprint in the time evolution of the Ce(III) fraction.

4.3.3.3 In situ EXAFS measurements

In situ EXAFS measurements were performed at the Cu K edge and Ni K edge
of Cu𝑥Ni1-𝑥/CeO2 (𝑥 = 0.25, 0.35, 0.60, 1.00) NPs and non-supported Cu NPs at the
end of the reduction treatment and RWGS reaction aiming the characterization of the
neighborhood of the absorbing Cu and Ni atoms. In order to perform this characterization,
the EXAFS oscillations were extracted from the XAS data measured. Fourier Transforms
were performed on the k2-weighted 𝜒(𝑘) EXAFS oscillations using a Kaiser-Bessel window
[140], with a k space interval of Δ=8.3 Å-1 for the Cu K edge measurements. For the Ni
K edge, the FT were obtained from the k2-weighted 𝜒(𝑘) EXAFS oscillations and the
interval used was Δ=8.0 Å-1. The data was analyzed by the Artemis software (also from
IFEFFIT package [138]). In the Artemis software, the EXAFS oscillations, 𝜒(𝑘), were
fitted using multiple-scattering paths from a theoretical calculation previously performed
using the FEFF6L code [144].

FEFF is an ab initio multiple-scattering code for calculating the X-ray absorption
fine structure for clusters of atoms. It is based on a real space Green’s function approach
including a screened core-hole, inelastic losses, self-energy shifts, and Debye-Waller factors.
To determine the scattering paths, a file containing information of the crystalline structure
of the system (lattice parameters, space group and atomic positions) is used as the input
data. Then, the code sequentially (i) calculates the scattering potentials, phase-shifts,
dipole matrix elements and absolute energies; (ii) enumerates the scattering paths for the
cluster; (iii) calculates the effective scattering amplitudes (and other XAS parameters)
for each path; (iv) combines scattering paths and calculates the total XAS spectrum.
Once the multiple-scattering path expansion is imported, the measured oscillations can
be fitted. For each path included in the fit, the EXAFS equation parameters associated
to coordination number 𝑁𝑠, Debye-Waller factor 𝜎2

𝑎𝑠, absorption edge position 𝐸0, and
absorber-scatterer distance Δ𝑅𝑎𝑠 are evaluated.

Cu and Ni clusters of 10 Å radius, generated by their ccp crystal structures
(atoms arranged in a Fm-3m space group presenting lattice parameters of 3.615 Å (Cu)
and 3.524 Å (Ni)) were used to calculate the phase-shifts and scattering amplitudes.
The calculated single and multiple-scattering paths were used to fit up to the fourth
coordination shell of the FTs obtained from the 𝜒(𝑘) measured in the Cu(0) and Ni(0)
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standards, determining the S0
2 factor values of 0.88 and 0.99 for the Cu and Ni

absorbing atoms, respectively. The FT of the EXAFS oscillations of the NPs were
adjusted using these amplitude reduction factors obtained from the standard analysis.
The fitting was performed only in the coordination shell around Cu and Ni atoms. Two
cumulants [140] were included in the fittings, in which they presented typical values of
10-4. It was also used a background spline to fit the FTs. The fits were performed in the
R space using paths computed for monometallic clusters (Cu or Ni) even for the
bimetallic NPs since the technique is not sensitive enough to distinguish atoms with
close atomic numbers. In this way, the data were analyzed in terms of metallic scatterers
M (Cu or Ni) around the absorbing atom. The paths provided from the calculation of
these monometallic clusters did not accounted for light scatterers, so additional
calculations were performed using the crystal structures of CuO and NiO crystals. These
calculations were also imported to fit the FT of the EXAFS oscillations at Cu and Ni K
edge.

Figures 4.3.12 to 4.3.15 show a comparison between the EXAFS oscillations and
the corresponding FT at the Cu K edge and Ni K edge for different gaseous treatments
and the standard case. By comparing the EXAFS oscillations measured after reduction
treatment and RWGS reaction to the metallic standards, it is noticed a very similar
pattern of oscillations, though damped. The damping effect was expected by the higher
atomic disorder at higher temperatures, increasing the destructive superpositions of the
scattered waves in the sample. It is possible to observe also a high similarity between the
EXAFS oscillations of the sample after reduction treatment and RWGS reaction at 500
∘C. It is expected since the previous characterizations showed no significant Cu and Ni
oxidation effect during RWGS reaction.

The FT of the EXAFS oscillations at the Cu K edge and Ni K edge shows the
presence of a single important contribution at the coordination shell corresponding to
Cu-M and Ni-M scattering (M = Cu or Ni), respectively. The peaks associated to the
second shell and so on are small in intensity due to the thermal disorder associated to
the temperature of 500 ∘C during the measurements. It is important to observe a small
contribution at R ≈ 1.5 Å (not phase corrected) which can be associated to Cu-O or Ni-O
scattering paths. However, the same contribution is observed in the FT of the EXAFS
oscillations of standard samples(in this case showing that it is not due to Cu-O and Ni-O
scatterings, for sure), and then, the Cu-O and Ni-O scattering could be discarded. Even
considering this, it was observed the need of including a Cu-O and Ni-O scattering path in
order to have a good fit quality in this region for the data associated to the NPs measured,
differently to the standard case.

Tables 4.21 to 4.25 shows the parameters obtained from the fitting procedure in
comparison to those obtained for the standard sample. The ℛ-factor obtained in the fits
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presented values always lower than 0.03, showing the good quality of the fits.

I II

a)

b)

Figure 4.3.12 – EXAFS oscillations I), and the corresponding FTs II) of a) Cu NPs, and b)
Cu/CeO2 NPs, measured at the Cu K edge during H2 reduction treatment
and RWGS reaction at 500 ∘C. Scattering contributions are identified in
the graphs. The data is presented without the phase-shift correction.
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I II

a)

b)

Figure 4.3.13 – EXAFS oscillations I), and the corresponding FTs II) of Cu0.60Ni0.40/CeO2
NPs measured at the a) Cu K edge, and b) Ni K edge, during H2 reduction
treatment and RWGS reaction at 500 ∘C. Scattering contributions are
identified in the graphs, where M indicates the metallic neighbor. The
data is presented without the phase-shift correction.
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I II

a)

b)

Figure 4.3.14 – EXAFS oscillations I), and the corresponding FTs II) of Cu0.35Ni0.65/CeO2
NPs measured at the a) Cu K edge, and b) Ni K edge, during H2 reduction
treatment and RWGS reaction at 500 ∘C. Scattering contributions are
identified in the graphs, where M indicates the metallic neighbor. The
data is presented without the phase-shift correction.
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I II

a)

b)

Figure 4.3.15 – EXAFS oscillations I), and the corresponding FTs II) of Cu0.25Ni0.75/CeO2
NPs measured at the a) Cu K edge, and b) Ni K edge, during H2 reduction
treatment and RWGS reaction at 500 ∘C. Scattering contributions are
identified in the graphs, where M indicates the metallic neighbor. The
data is presented without the phase-shift correction.
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Table 4.21 – Parameters determined in the quantitative analysis of the FTs of the EXAFS
oscillations for the Cu NPs measured at the Cu K edge during H2 reduction
treatment and RWGS reaction at 500 ∘C.

Atmosphere Path 𝑅𝑎𝑠 (Å) 𝑁𝑠 𝜎2
𝑎𝑠 (10−2 Å2)

H2
Cu-Cu 2.559 ± 0.003 11 ± 1 1.4 ± 0.1
Cu-O 2.4 ± 0.5 1 ± 1 1.8 ± 0.8

H2+CO2
Cu-Cu 2.559 ± 0.003 10 ± 1 1.4 ± 0.1
Cu-O 2.4 ± 0.05 1 ± 1 1.8 ± 0.8

Table 4.22 – Parameters determined in the quantitative analysis of the FTs of the EXAFS
oscillations for the Cu/CeO2 NPs measured at the Cu K edge during H2
reduction treatment and RWGS reaction at 500 ∘C.

Atmosphere Path 𝑅𝑎𝑠 (Å) 𝑁𝑠 𝜎2
𝑎𝑠 (10−2 Å2)

H2
Cu-Cu 2.557 ± 0.001 9.5 ± 0.7 1.3 ± 0.6
Cu-O 2.4 ± 0.5 1.0 ± 0.9 1.7 ± 0.3

H2+CO2
Cu-Cu 2.562 ± 0.006 9.5 ± 0.8 1.3 ± 0.6
Cu-O 2.4 ± 0.05 1.0 ± 0.8 1.7 ± 0.3

Table 4.23 – Parameters determined in the quantitative analysis of the FTs of the EXAFS
oscillations for the Cu0.60Ni0.40/CeO2 NPs measured at the Cu K edge and
Ni K edge during H2 reduction treatment and RWGS reaction at 500 ∘C.

Atmosphere Path 𝑅𝑎𝑠 (Å) 𝑁𝑠 𝜎2
𝑎𝑠 (10−2 Å2)

H2

Cu-M 2.53 ± 0.03 10 ± 1 1.36 ± 0.06
Cu-O 2.4 ± 0.5 0.9 ± 0.9 1.8 ± 0.9
Ni-M 2.48 ± 0.01 7.5 ± 0.9 0.92 ± 0.07
Ni-O 2.12 ± 0.04 0.4 ± 0.4 1.7 ± 0.8

H2+CO2

Cu-M 2.52 ± 0.04 10.7 ± 0.9 1.36 ± 0.06
Cu-O 2.4 ± 0.5 0.7 ± 0.7 1.8 ± 0.9
Ni-M 2.483 ± 0.008 7.6 ± 0.9 0.92 ± 0.07
Ni-O 2.12 ± 0.04 0.3 ± 0.3 1.7 ± 0.8
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Table 4.24 – Parameters determined in the quantitative analysis on the FTs of the EXAFS
oscillations from the Cu0.35Ni0.65/CeO2 NPs measured at the Cu K edge and
Ni K edge during H2 reduction treatment and RWGS reaction at 500 ∘C.

Atmosphere Path 𝑅𝑎𝑠 (Å) 𝑁𝑠 𝜎2
𝑎𝑠 (10−2 Å2)

H2

Cu-M 2.49 ± 0.07 10 ± 2 1.3 ± 0.2
Cu-O 2.4 ± 0.5 1 ± 1 1.7 ± 0.9
Ni-M 2.44 ± 0.06 7.9 ± 0.6 0.9 ± 0.2
Ni-O 2.00 ± 0.08 0.6 ± 0.4 1.7 ± 0.5

H2+CO2

Cu-M 2.48 ± 0.08 11 ± 2 1.3 ± 0.2
Cu-O 2.4 ± 0.5 0 ± 1 1.7 ± 0.9
Ni-M 2.42 ± 0.08 7.5 ± 0.7 0.9 ± 0.2
Ni-O 2.0 ± 0.1 0.7 ± 0.5 1.7 ± 0.5

Table 4.25 – Parameters determined in the quantitative analysis on the FTs of the EXAFS
oscillations from the Cu0.25Ni0.75/CeO2 NPs measured at the Cu K edge and
Ni K edge during H2 reduction treatment and RWGS reaction at 500 ∘C.

Atmosphere Path 𝑅𝑎𝑠 (Å) 𝑁𝑠 𝜎2
𝑎𝑠 (10−2 Å2)

H2

Cu-M 2.54 ± 0.05 11.1 ± 0.8 1.33 ± 0.01
Cu-O 2.4 ± 0.5 1 ± 1 1.9 ± 0.2
Ni-M 2.486 ± 0.006 7.2 ± 0.8 0.88 ± 0.01
Ni-O 2.12 ± 0.03 0.4 ± 0.4 1.6 ± 0.9

H2+CO2

Cu-M 2.54 ± 0.02 11.2 ± 0.8 1.33 ± 0.07
Cu-O 2.4 ± 0.4 2 ± 2 1.9 ± 0.9
Ni-M 2.486 ± 0.009 7.2 ± 0.8 0.88 ± 0.08
Ni-O 2.12 ± 0.03 0.4 ± 0.4 1.6 ± 0.9

The monometallic samples present constant values for the Cu-M distance, not
dependent on the atmospheric treatment, and slightly bigger than that obtained for the
first coordination shell of the Cu standard (2.53 A). The reason is associated to the
thermal expansion existing since the monometallic NPs were measured at 500 ∘C and the
standard sample was measured at RT. On the other hand, bimetallic NPs present the same
or smaller Cu-M distance than the distance found for the Cu-Cu standard. The reason
may be associated to the presence of Ni atoms that induces a change on the Cu-M length.
Similar effect is observed for the Ni K edge since the Ni-Ni distance at the coordination
shell obtained from the fit of Ni standard is 2.48 Å. The non-supported NPs present higher
Cu-M coordination numbers (NCu-M) than the supported NPs, though both of them shows
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lower values than the Cu standard (NCu-Cu = 12). An explanation relies on a possible
agglomeration of the non-supported Cu NPs since it is known that CeO2 support acts
avoiding agglomeration of metallic NPs [145]. Moreover, it is not observed a significant
change on the Cu-M coordination number with the change of gaseous atmosphere for a
given sample. Similar conclusion can be obtained for the measurements at the Ni K edge
and the Ni-M coordination numbers. It is important to note that for a given sample, for
all the cases, the Ni-M coordination number is always smaller than the Cu-M coordination
number. It is explained due to the presence of a significant Ni-O contribution in this case,
in opposition to the Cu-O contribution that is not important as observed in the NAP-XPS
measurements (Table 4.7 and 4.9).

The Debye-Waller factor of the Cu-M scattering is always bigger than the Debye-
Waller factor of the Cu-Cu scattering at the Cu standard sample (0.7 · 10-2 Å2). It is
associated to the bigger thermal disorder of the samples that are at 500 ∘C during the
measurements. Analogous observation can be made for the Ni K edge measurements since
the Ni standard presents Debye-Waller factor of 0.57 · 10-2 Å2 for the Ni-Ni scattering at
the coordination shell. For a given sample and at a given reaction condition, the Cu-M
Debye-Waller factor is always bigger than the corresponding Ni-M Debye-Waller factor.
It can be associated to the higher Cu concentration at the surface of the NPs (see Table
4.10), then increasing the structural disorder for the Cu-M scattering. Finally, all the
Cu-M and Ni-M parameters are in accordance to typical values found for Cu/CeO2 and
Ni/CeO2 NPs in the literature [60].

The coordination numbers associated to the Cu-O and Ni-O scatterings are in
the limit of the detection and in the same order of the uncertainty associated to the
fitting procedure. In spite of this, the exclusion of these contributions to the FT fit
decreases significantly the quality of the fit performed. The Cu-O and Ni-O coordination
numbers are consistent with the small Cu-O and Ni-O fractions observed in the
NAP-XPS measurements.
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4.4 The empirical-based design of a viable RWGS catalyst
According to the characterization procedures performed, the samples response to

atmospheric stimuli is related to their atomic structure. It was observed that for supported
NPs, a bimetallic composition promotes an synergistic effect enhancing the NPs reactivity
[146, 147, 148, 149] towards the reverse water-gas shift reaction. Particularly, the Cu
fraction on the NPs surface is the main factor related to their interaction with the support,
during the activation process in H2, and the ability to dissociate the CO2 molecule.

The NPs synthesis can be related to the SMSI effect, since high Cu fractions used
in the synthesis and, consequently, at the surface of the NPs (Cu0.60Ni0.40/CeO2 and
Cu/CeO2 NPs) induced a interaction with the oxide support during the H2 treatment,
strong enough to present a capping layer surrounding the NPs and evidenced by the NAP-
XPS measurements at ℎ𝜈=1250 eV and ℎ𝜈=2000 eV. This SMSI involves O donations from
the NPs to the capping layer, indicated by the Cu oxidation states during H2 reduction
treatment observed by in situ time-resolved XANES measurements (Figure 4.3.9), and
corroborated by the in situ time-resolved XANES measurements at the Ce L3 edge (Figure
4.3.11). At the same time, a Cu (Ni) migration to the outer (inner) region of the NPs was
observed. Later on, the exposure to carbon dioxide in the reaction H2+CO2 → H2O+CO
induced a Cu (Ni) migration to the NPs inner (outer) region, removing the CeO2 capping
layer around Cu/CeO2 and Cu0.60Ni0.40/CeO2 NPs.

The behavior established by the supported samples towards the RWGS reaction is
diagrammatically explored at Figure 4.4.1. The graphic relates schematically the features
induced by the H2 treatment at NPs to the total reactivity of the sample during RWGS
reaction. In the diagram is also presented the indicative of SMSI effect on each case at
the beginning of the RWGS reaction (end of the reduction treatment).

In Figure 4.4.1 is possible to notice that the Ni migration to the surface of
Cu0.60Ni0.40/CeO2 NPs during RWGS reaction, associated to the CeO𝑥 capping layer,
reduces the NPs reactivity by the low fraction of H2+CO2 → H2O+CO conversion. The
reactivity worsening promoted by the cerium oxide capping layer effect is even more
evidenced if comparing to the representation of Cu0.25Ni0.75/CeO2 NPs and Cu/CeO2

NPs. These both samples begins the reaction presenting high Cu concentrations at the
surface, though the capped NPs are able to dissociate a small fraction of CO2 while the
uncapped NPs present high reactivity.
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Figure 4.4.1 – Diagrammatic representation of the Cu0.60Ni0.40/CeO2 NPs,
Cu0.35Ni0.65/CeO2 NPs, Cu0.25Ni0.75/CeO2 NPs and Cu/CeO2 NPs
reactivity on the H2+CO2 atmosphere, evidencing the respective 1.3, 1.9,
2.0 and ∞ Cu/Ni fractions induced by the H2 treatment, including the
SMSI effect observed on the Cu0.60Ni0.40/CeO2 NPs and Cu/CeO2 NPs.
The carbon dioxide dissociation reaction steps are represented by the blue
arrows, indicating H2 and CO2 molecules flow inwards the NPs followed
by outwards flow of CO and H2O molecules.
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Considering all these phenomena observed, a design of NPs synthesized with a high
Ni concentration, mainly at the NPs surface, is encouraged in order to prevent interactions
with the support (SMSI effect) and to enhances the reactivity/stability towards the RWGS
reaction. This higher reactivity, in fact, occurs due to a Cu richer surface in NPs with
smaller Cu concentrations during the RWGS reaction. Furthermore, due to the synergistic
effect between Cu and Ni into the CO2 dissociation reaction, a small Cu fraction is needed
into the NPs in order to promote the RWGS with high reactivity. Further measurements
of the catalytic activity and stability of the NPS are desired to improve this initial design.
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5 CONCLUSIONS AND PERSPECTIVES

The present work was dedicated to shedding light on the elucidation of catalytic
events at the atomic level in Cu𝑥Ni1-𝑥/CeO2 (𝑥 = 0.25, 0.35, 0.60, 1.00) NPs that have
influence on the reactivity towards the CO2 dissociation via reverse water-gas shift
reaction at 500 ∘C. In situ measurements using synchrotron radiation techniques
(NAP-XPS, time-resolved XANES, and EXAFS) were performed to characterize the
catalysts surface and bulk structural and electronic properties during the activation of
the catalyst (namely the H2 reduction treatment) and the RWGS reaction, both at
500 ∘C.

NAP-XPS measurements showed that the Cu/Ni atomic concentration at the
surface of the NPs is very dependent on the redox properties of the gaseous
environment, in which the H2 reducing atmosphere induced the migration of copper
atoms to the surface region of the NPs, while the CO2 oxidizing atmosphere promoted a
nickel enrichment of the NPs surface. In this way, the surface atomic population was
monitored by means of synthesis and atmospheric treatment.

The in situ time-resolved XANES measurements at the Cu K edge for the H2

reduction treatment during heating from RT to 500 ∘C showed that the copper reduction
follows a two-step process, initiated with a 2CuO → Cu2O+O dissociation and followed
by the Cu2O → 2Cu+O reduction. As the first step of the reduction process in copper
begins, at ≈ 150 ∘C, a simultaneous oxidation process at the cerium oxide support can
be observed for the copper-richer NPs (x = 1 and 0.60) by in situ time-resolved XANES
measurements at the Ce L3 edge. These associated processes characterize oxygen atoms
donations, from the NPs to the support, indicating the existence of the geometrical factor
of the SMSI effect (cerium oxide capping layer surrounding the NPs) in these Cu-rich
NPs. The SMSI effect occurrence was confirmed by in situ NAP-XPS measurements, that
showed also the surface recovery to the initial state after insertion of the CO2 atmosphere.
As a consequence of the SMSI effect, Cu atoms reduce earlier (lower temperatures) if
compared to similar cases without the occurrence of the SMSI effect. Moreover, by means
of NAP-XPS measurements at the Ce 3d region, it is demonstrated the nature of the
SMSI effect that occurs trough interaction of the Ce3d10O2p6Ce4f1 (Cu/CeO2 NPs) and
Ce3d10O2p6Ce4f0 (Cu0.60Ni0.40/CeO2 NPs) initial states with the neighborhood composed
by Cu and Ni atoms at the surface of the NPs. It is the first time that such a detailed
description of the nature of the SMSI effect is elucidated.

The CO2 dissociation via RWGS reaction was explored. Among the supported
systems, a synergistic effect improved the catalytic activity of bimetallic NPs, if compared
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to the copper monometallic case. A CO2-induced nickel migration to NPs surface was
observed, worsing the NPs reactivity towards carbon monoxide and water formation.
Higher copper concentrations at NPs surface showed higher reactivity and longer copper-
water interactions at the reaction’s begin, however, the copper-richer systems at this
stage presented the SMSI effect. The cerium oxide capping layer surrounding the NPs,
characteristic of the SMSI effect, hinded the metallic catalysts from the H2 and CO2

molecules, reducing the amount of active sites available for the reaction. Associated to
this phenomenon, it is observed that the SMSI effect influences negatively the reactivity
of the NPs towards CO2 dissociation via RWGS reaction.

The analysis of the systems led to the design of an optimized catalyst, thought
as a Cu-Ni bimetallic NPs containing high amounts of Ni atoms in order to (i) avoid the
geometrical factor of the SMSI effect, (ii) to give a Cu richer surface and, consequently, a
higher reactivity towards CO2 dissociation via RWGS reaction.

Future perspectives include the synthesis of the designed catalyst, and
measurements of catalytic properties such as activity and selectivity. Further, we intend
to investigate the influence of ceria properties such as pore density, surface area, grain
size and Ce(III) fraction, when associated to the synthesized system towards the RWGS
reaction.
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