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“ I give it to you not that you may remember time, but that you may forget it
now and then for a moment and not spend all your breath trying to conquer it.
Because no battle is ever won he said. They are not even fought. The field only
reveals to man his own folly and despair, and victory is the illusion of philosophers
and fools. ”

— WILLIAM FAULKNER





ACKNOWLEDGMENTS

First and foremost, I would like to thank my parents Gilberto Santini and Maria Inês
Caberlon Santini and my brother Diego Caberlon Santini, for their continuous support
throughout my life.

Many thanks to my advisor Prof. Dr. Flávio Rech Wagner and grazie di tutto to my
coadvisor Prof. Dr. Paolo Rech. I really appreciate the incredible guidance (academic,
scientific, and otherwise) that you have provided me throughout the course of my studies.

Thanks to my family, friends, colleagues, and to the UFRGS’ staff; you know how
awful my memory is, so no names or otherwise I would forget to mention someone :-)

Of course there is one exception, special thanks to my dear friend Nicole Gehrke.
I would also like to thank Heather Quinn, Thomas Fairbanks, Steve Wender, and Tanya

Herrera from Los Alamos National Laboratory, Los Alamos, NM, USA for the help in
scheduling beam time in LANSCE and for the support during experiments.





ABSTRACT

Cache memories are traditionally disabled in space-level and safety-critical applica-
tions since it is believed that the sensitive area they introduce would compromise the
system reliability. As the technology has evolved, the speed gap between logic and main
memory has increased in such a way that disabling caches slows the code much more
than in the past. As a result, the processor is exposed for a much longer time in order
to compute the same workload. In this work we demonstrate that, on modern embedded
processors, enabling caches may bring benefits to critical systems: the larger exposed
area may be compensated by the shorter exposure time, leading to an overall improved
reliability. We propose an intuitive metric and a mathematical model to evaluate system
reliability in spatial (i.e., radiation-sensitive area) and temporal (i.e., performance) terms,
and prove that minimizing radiation-sensitive area does not necessarily maximize appli-
cation reliability. The proposed metric and model are experimentally validated through
an extensive radiation test campaign using a 28 nm off-the-shelf ARM-based System-
on-Chip as a case study. The experimental results demonstrate that, while executing the
considered application at military aircraft altitude, the probability of executing a two-year
mission workload without failures is increased by 5.85% if L1 caches are enabled (thus,
increasing the radiation-sensitive area), when compared to no cache level being enabled.
However, if both L1 and L2 caches are enabled the probability is decreased by 31.59%.

Keywords: Reliability. performance. embedded systems. cache. radiation.





RESUMO

Aumentando a Confiabilidade de Software Embarcado sob Radiação através de
Memórias Cache

Memórias cache são tradicionalmente desabilitadas em aplicações espaciais e crı́ticas
porque acredita-se que a área sensı́vel por elas introduzida comprometeria a confiabili-
dade do sistema. Conforme a tecnologia tem evoluı́do, a diferença de velocidade entre
lógica e memória principal tem aumentado de tal maneira que desabilitando as caches
a execução do código é retardada muito mais do que no passado. Como resultado, o
processador fica exposto por um tempo muito maior para computar a mesma carga de
trabalho. Neste trabalho nós demonstramos que, em processadores embarcados moder-
nos, habilitar as caches pode trazer benefı́cios para sistemas crı́ticos: a área exposta maior
pode ser compensada pelo tempo de exposição mais curto, levando a uma melhora total
na confiabilidade. Nós propomos uma métrica intuitiva e um modelo matemático para
avaliar a confiabilidade de um sistema em termos espaciais (i.e., área sensı́vel à radiação)
e temporais (i.e., desempenho), e provamos que minimizar a área sensı́vel à radiação
não necessariamente maximiza a confiabilidade da aplicação. A métrica e modelo pro-
postos são experimentalmente validados através de uma campanha extensiva de testes de
radiação utilizando um Sistema-em-Chip de prateleira fabricado em 28 nm baseado em
processadores ARM como estudo de caso. Os resultados experimentais demonstram que,
durante a execução da aplicação estudada à altitude de aeronave militar, a probabilidade
de executar a carga de trabalho de uma missão de dois anos sem falhas é aumentada em
5.85% se as caches L1 são habilitadas (deste modo, aumentado a área sensı́vel à radiação),
quando comparada com nenhum nı́vel de cache habilitado. Entretanto, se ambos nı́veis
L1 e L2 são habilitados a probabilidade é diminuı́da em 31.59%.

Palavras-chave: confiabilidade, desempenho, sistemas embarcados, cache, radiação.
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1 INTRODUCTION

Over the history of computing hardware, the amount of transistors that can be placed
within a single silicon die has approximately doubled every two years, as foreseen by
Moore’s law (MOORE, 1965). This sustained growth in the number of transistors has
not only enabled the integration of more complex functionalities in a single chip, but also
reduced the costs of already integrated functionalities. As a result, there is an extensive
adoption of integrated circuits (ICs) in a wide range of embedded applications. From
simple electronic timers superseding mechanical ones in washing machines, allowing a
greater flexibility in the wash cycle; to complex fly-by-wire systems replacing manual
flight controls, reducing aircraft weight and allowing the deployment of automatic sta-
bility systems; ICs are now a widespread and vital component in virtually every modern
system.

Unfortunately, the shrinking in transistors’ feature sizes that has allowed this increased
integration has also increased these devices’ susceptibility to radiation-induced failures.
Radiation (i.e., energetic particles) may deposit enough charge to invert the state of a logic
device - such as an SRAM cell, a latch, or a gate - introducing a fault into the circuit.
Smaller transistors are smaller targets, but less energy is required to upset them due to
their reduced operating voltage. Because the susceptibility to radiation-induced failures
increases exponentially as the operating voltage decreases and decreases linearly as area
decreases, the failure rate per logic device is expected to eventually increase (DIXIT;
WOOD, 2011). In fact, results from Dixit and Wood (2011) seem to indicate that this
is already occurring for 40 nm static random-access memories (SRAMs), as shown in
Figure 1.1a, which shows the evolution of the FIT1 rate per bit as the technology node
shrinks. Additionally, not only the failure rate per bit matters, but it is also necessary to
take into account the number of bits integrated into the device, i.e., the transistor density,
as the resulting failure rate is a function of both the number of bits in the device and
the failure rate per bit. As shown in Figure 1.1, although the per bit FIT has mostly
decreased, the overall FIT for the device has usually increased due to the rise in the bit

1Since failure rates are often very low, it is common to report them as Failures In Time (FIT): the
number of expected failures per billion hours of device operation - e.g., failures per 1 device per billion
hours, failures per 1000 devices per million hours, etc.
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count per microprocessor.

Figure 1.1: Device parameters as function of technology node.
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1.1 Motivation

The history of radiation-induced failures starts many years earlier in 1954, when moni-
toring equipment presented electronic anomalies during above-ground nuclear bomb tests
(ZIEGLER et al., 1996). More dramatically, following the Starfish Prime high-altitude
nuclear test in 1962, ten known satellites were lost because of radiation damage – some
immediately after the explosion (VETTE, 1991). In the same year, Wallmark and Marcus
(1962) predicted that, due to upsets caused by terrestrial cosmic rays, the minimum vol-
ume of semiconductor devices would be limited to about 10 µm on a side. From then until
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1970, early satellite electronics were found to be unreliable and considerable redundancy
had to be applied. Later on, in 1975, came the first confirmed report of cosmic-ray-
induced upsets in space: Binder et al. (1975) reported that, in 17 years of a communica-
tions satellite operation, four upsets were observed in bipolar JK flip-flops. Soon followed
the first reports of upsets in terrestrial microelectronics, induced by alpha-particles in dy-
namic memories (MAY; WOODS, 1979). In the same year, it was proven that a cosmic
ray could induce a latch-up, critical due to its possible destructive nature (KOLASIN-
SKI et al., 1979). The 1980s focused mainly on errors in memory elements, although
May et al. (1984) showed the temporal progression of a single upset leading to a fault
condition within most parts of the microprocessor, and a few others investigated errors
in combinational logic. During this decade, neutrons started being identified as being
primarily responsible for radiation-induced upsets in avionics (SILBERBERG; TSAO;
LETAW, 1984; DICELLO; PACIOTTI; SCHILLACI, 1989). From then on, more reports
of radiation-induced failures followed, specially in large-scale systems such as supercom-
puters (MICHALAK et al., 2012; MICHALAK, 2004). Recently, a radiation-induced
failure remains as the only potential cause not ruled out for an accident that left at least
119 people injured. On October 7, 2008, during an Airbus A330-303 flight at 37.000 feet,
one of the plane’s inertial reference units started outputting intermittent incorrect values.
In response, the aircraft’s control computers commanded the aircraft to pitch nose down,
throwing unrestrained occupants and objects against the plane’s ceiling, resulting in the
damage shown in Figure 1.2.

Figure 1.2: Resulting damage to airplane from impact with persons and objects.

Source: (ATSB, 2008).
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This accident helps to illustrate the significance of radiation-induced failures in crit-

ical systems. A critical system is a system whose malfunction could lead to unaccept-
able consequences. For example, a failure in a plane’s flight control system or in a nu-
clear power plant control system can lead to human injury or damage to the environment
(safety-critical); a failure in a spaceship’s communication system may deem it incom-
municable and end the mission prematurely (mission-critical); a high-frequency trading
system failure may cause millions in capital loss (business-critical). To manufacture these
systems, it is necessary to follow specific standards that define reliability2 requirements
for each domain, as well as guidelines and examples for development (IEC, 2014). Fig-
ure 1.3 shows typical standards and their associated domains for computer-based systems.

Figure 1.3: Typical reliability standards for computer-based systems, and their respective
domains.

Source: author.

To achieve some of the reliability requirements imposed by these standards, designers
started producing specific Radiation Hardened (RadHard) devices. The development of
RadHard devices involves primarily four efforts: 1) choosing a technology process rela-
tively insensitive to the environment where the device is to be deployed, 2) characterizing
parts representative of the chosen technology, 3) based on this analysis, implementing
the parts which make device response less sensitive to the radiation in an IC design, and

2Reliability is defined as the probability that the systems performs correctly during an interval of time,
given that it was performing correctly at the beginning of the interval (PRADHAN, 1996).



25

4) simulating the circuit, identifying problem areas and improving the design (KERNS
et al., 1988). Although RadHard ICs are less susceptible to radiation-induced failures,
they require unique circuit design and lithography. This makes them expensive due to the
non-recurring engineering costs combined with the small demand for such components.
Moreover, RadHard ICs tend to be more expensive, larger, slower, and energy-hungrier
than their unhardened counterparts. As a consequence, through the 1990s there was a dra-
matic decrease in the number of manufacturers offering radiation-hardened ICs (DODD;
MASSENGILL, 2003). These, among other factors like the difficulty to import these de-
vices due to the International Traffic in Arms Regulation, has led to a increased usage of
Commercial-Off-The-Shelf (COTS) components instead. COTS devices are already being
used in particular critical applications, for example, in the spacecraft on-board computer
in NASA’s PhoneSat project – a nanosatellite built around COTS smartphones running
the Android operating system (SALAS et al., 2014).

When reliability is a major concern, the use of general purpose devices must be care-
fully evaluated. As technology scales down, CMOS devices are becoming more suscep-
tible to errors induced by ionizing particles. Nowadays, radiation-induced failures are a
concern not only in radiation-harsh environments, such as the space, but also in milder
environments, such as at sea level. In fact, Baumann (2005) has shown that high-energy
neutrons generated by the interaction of cosmic rays with the terrestrial atmosphere have
enough energy to corrupt data stored in SRAM memories or to affect logic computations.
If the error rate of a device is found to be unacceptable for the mission requirements, the
system reliability may be increased with strategies like Double or Triple Modular Redun-
dancy (D/TMR), Error Correction Codes (ECC), or control flow error detection (MITRA,
2012; MUKHERJEE, 2008; KIM; SOMANI, 1999). Even if effective, all the available
hardening techniques introduce significant overheads in terms of area, cost and power
consumption.

Particular attention is given to the reliability of cache memories. They occupy about
60% of the on-chip area in today’s microprocessors and are considered the most vulner-
able parts of modern computing systems (MANOOCHEHRI et al., 2011; MUKHERJEE
et al., 2004; LIDEN et al., 1994). In fact, to be fast and efficient, cache memory cells are
built as small as possible; thus, their capacitance and critical charge are lowered, hence
increasing the probability of having the cell corrupted by ionizing radiation. Protection
techniques that may be applied to cache memories, including parity and ECC, incur in
extra area and significant additional power consumption and even lead to performance
degradation (ASADI et al., 2005). It is worth noticing that the probability of having a
Multiple Bit Upset (i.e., one impinging neutron corrupting more than one memory cell
belonging to the same word) is increasing with the shrinking of the technology node (IBE
et al., 2010; MAIZ et al., 2003). Moreover, caches are compact and dense; thus, the
memory cells are close to each other, exacerbating the possibility of having one single
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impinging particle interacting with more than one transistor. This results in the ECC de-
sign becoming more and more challenging. Although it has been show that Multiple Bit
Upsets could be mitigated by the use of memory interleaving (BAEG; WEN; WONG,
2009), there is no guarantee that such hardware support (or even ECC) will be available
in COTS embedded systems.

A straightforward solution employed to reduce the occurrence of radiation-induced
failures is to minimize the system sensitive area, which is the amount of employed re-
sources that are prone to be corrupted. As mentioned, cache memories are addressed as
one of the most critical resources in a microprocessor. These memories are employed
to reduce execution time by reducing memory access latency and, thus, are labeled as
unnecessary in a critical system design based on COTS components and disabled (RE-
BAUDENGO; SONZA REORDA; VIOLANTE, 2003).

However, this engineering solution works only assuming that disabling caches will
improve reliability in spite of the increased execution time. Even if performance may
not be the major concern in critical applications, it must be considered that, when radi-
ation is concerned, a slower execution implies a longer exposure time. In other words,
to safely disable caches the decrease in sensitive area must compensate the increased
exposure time due to slower performance. Moreover, due to the huge difference in im-
provements between processor performance and memory access time, the gap between
logic and memory performance becomes wider at each new device generation (LU et al.,
2012). The performance ratio between executing a task with and without caches then in-
creases. At some point, the assumption that the decrease in sensitive area will compensate
the increased exposure time no longer holds.

Therefore, we hypothesize that, on modern embedded processors, enabling cache
memories may bring benefits to critical systems: the larger sensitive area may be com-
pensated by the shorter exposure time, leading to an overall improved reliability.

Furthermore, the multiple cache levels available in state-of-the-art embedded proces-
sors introduce different options for designers. For example, consider the Cortex A9 pro-
cessor of Figure 1.4a, which has L1 and L2 caches. It is reasonable to assume that there
is a given configuration, such as using no caches, only L1 caches, or both cache levels,
that optimizes reliability (in terms of exposure time and sensitive area, as shown in Fig-
ure 1.4b). The choice of the more reliable configuration is not straightforward. In fact,
as will be shown in this work, the reliability of the application will depend not only on
the sensitivity to radiation of the chosen cache level, but also on the speed-up that comes
from enabling the chosen level.
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Figure 1.4: The sensitive area versus exposure time trade-off.

(a) An ARM Cortex A9 with 32KB
Data/Instruction L1 and 512KB Shared L2.

Area Time Area Time Area Time

Core Core+L1 Core+L1+L2

Sensitive Area and Exposure Time for different Configurations

(b) Caches increase performance, reducing
exposure time.

Source: author.

1.2 Goals and Contributions

The main goal of this work is to prove the hypothesis that enabling cache memo-
ries may, under certain conditions, increase system reliability for a state-of-the-art COTS
microprocessor. We have accomplished this goal and the following are additional contri-
butions derived from this work.

Experimental data to help characterize the device. We have selected a modern device
and conducted extensive radiation campaigns to measure the device’s sensitivity to
neutron radiation, namely its cross-section3, using three different cache configura-
tions: no cache level enabled, only the L1 cache enabled, and both cache levels
enabled. These data complement the information provided by sources that inves-
tigate the selected device’s radiation sensitivity, such as Quinn (2014) and Lesea
(2014).

A novel approach to evaluate system reliability. Typically, the cross-section is used as
a measure of reliability and the configuration with the smallest cross-section would
be deemed more reliable. In this work, we go a step further in the reliability anal-
ysis and propose an intuitive metric and a formal mathematical model to measure
device reliability, taking into account not only the sensitive area of the device, but
also its performance. We then proceed to prove that an smaller cross-section does
not always yield higher reliability, and present an experimental counterexample in
which system reliability is improved even though the sensitive area of the device is
increased.

3By definition the cross-section is the sensitive area of the device and represents the area that, if hit by
an impinging particle, generates a failure (BAUMANN, 2005).
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1.3 Outline

This dissertation is structured as follows. Chapter 2 discusses the origins of radiation
pertinent to this work and its effects on electronic devices. Chapter 3 introduces the taxon-
omy used throughout this work, existing reliability metrics, and the proposed metric and
model. Chapter 4 presents cache memories, focusing on the reliability aspect. Chapter 5
describes the radiation test campaign and reports and analyzes the acquired results. Con-
clusions drawn from this work are presented in Chapter 6, accompanied by envisioned
future works.
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2 NEUTRON-INDUCED RADIATION EFFECTS

Radiation is energy that emanates from matter in the form of rays or high-speed par-
ticles. The former, known as electromagnetic radiation, is pure energy with no weight
such as sunlight, x-rays and radio waves. The latter, particle radiation, is represented by
fast moving subatomic particles with both energy and mass such as alpha particles, beta
particles and neutrons. Radiation that carries enough energy to free electrons from atoms
or molecules is said to be ionizing radiation.

Naturally occurring radiation has always been present and can be found around us in
many forms. Fortunately, not all radiation is able to upset electronic devices since most
lack the required energy. At present, there is a great interest for Single Event Effects
(SEEs) induced by high energy (E > 10 MeV) neutrons, driven by both the avionics
industry, concerned with failures at aircraft altitudes, and RAM manufacturers and system
vendors, concerned with failures at ground level (NORMAND et al., 2006). In fact, high
energy atmospheric neutrons have been shown to be the largest contributor to the error rate
of Complementary Metal-Oxide-Semiconductor (CMOS) devices operating at or below
aircraft altitude (i.e., 60.000 feet) (FLEETWOOD; SCHRIMPF, 2004). For this reason,
throughout this work we focus on high energy neutrons at or below aircraft altitude -
although our approach and model are valid for other types of particles as well.

The goal of this chapter is then to elucidate how these particles originate and why they
represent a threat to electronic devices. Section 2.1 gives an overview of the origin of high
energy atmospheric neutrons and Section 2.2 analyzes their interaction with electronic
devices and resulting effects.

2.1 Origin

2.1.1 Primary Cosmic Radiation

The Earth is constantly showered by accelerated particles from outer space, commonly
referred as Primary Cosmic Radiation (PCR). Most PCRs are completely ionized atoms
(i.e., atoms stripped of electrons or protons): about 90% of them are hydrogen nuclei (i.e.,
protons), 9% helium nuclei (i.e., alpha particles), and the remaining 1% is made up by
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heavy ions and other elements (GOLDHAGEN, 2003).
The main sources of PCRs are Solar Energetic Particles (SEPs) and Galactic Cosmic

Rays (GCRs). SEPs, collectively called the solar wind, are a stream of particles such as
protons and electrons continuously emitted by the sun’s corona, reaching energy levels
up to 20 GeV. GCRs’ origins are very complex to determine since their flight paths are
scrambled by different magnetic fields of the galaxy, solar system, and Earth. Neverthe-
less, supernovas, neutron stars and black holes are some of the sources known to originate
GCRs (MURSULA; USOSKIN, 2003). Wandering around the space, these particles gain
charge and are accelerated by magnectic fields over a very long time, reaching energies
up to 1 ZeV. Figure 2.1 shows how PCRs are distributed in the energy spectrum, as mea-
sured by various experiments. Please notice that ultra-high energy particles (i.e., above
1019 eV) are very rare, hitting the Earth about once per square kilometer and century, thus
making it very hard to draw any statistical conclusions about their origins (NASA, 2010).

Figure 2.1: Primary Cosmic Radiation energy spectra as measured by various experi-
ments.
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2.1.2 Particle Shower

A PCR entering the Earth atmosphere will likely collide with other particles there
present, such as nitrogen and oxygen atoms - in fact, less than 1% of the primary radiation
reaches sea level (ZIEGLER; LANFORD, 1981). These collisions trigger a process called
spallation, in which atoms are divided into a broad spectrum of different particles, both
stable and unstable. The resulting particles, dubbed Secondary Cosmic Radiation (SCR),
either decay or undergo similar interactions, leading to a chain reaction that produces
exponentially more particles until the Pfotzer maximum (PFOTZER, 1936) is reached
at about 20 km. Below this point, the particle flux starts decreasing due to energy loss,
absorption and decay processes (GRIEDER, 2001). Nevertheless, some high energetic
particles are still able to reach the ground. The end result of this process is a particle

shower and a flux of high energy neutrons in the atmosphere, as depicted in Figure 2.2.

Figure 2.2: Particle shower generated by Primary Cosmic Radiation impinging Earth’s
atmosphere, and the neutron flux for energies above 10 MeV at Mount Everest coordinates
and a 50% solar modulation - based on the NASA-Langley Model (GORDON et al.,
2004).

Source: author.

2.1.3 Terrestrial Neutron Flux

Studies have shown that, at altitudes below 18.3 km, high energy neutrons are the
dominant factor in radiation-induced failure rates while, over 21 km, cosmic ray heavy
ions begin to dominate these rates (TSAO; SILBERBERG; LETAW, 1984). In fact, Taber
and Normand (1993) have shown that memory upset rates measured in flight correspond
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with atmospheric neutron flux levels, and, upon reviewing the existing database for large
memory banks, Normand (1996) found that upset rates on the ground also match neutron
flux levels. Additionally, while other particles that may induce failures such as alpha
particles and low energy neutrons may be successfully mitigated, high energy neutrons
are so penetrating that there is no practical way to shield critical equipment (BAUMANN,
2005). As such, high energy neutrons are the particles that represent the biggest threat to
avionics and ground level electronic equipment.

The atmospheric neutron flux is not constant, changing up to several hundred times
depending on time and location. The main determinant of the atmospheric neutron flux
intensity is the altitude. The balance between produced and absorbed neutrons changes
based on the atmospheric atom density (increases as altitude decreases) and the remaining
energy in the shower (decreases as altitude decreases), reaching its peak around 20 km.
Thus, high in the atmosphere the flux starts increasing until it reaches the Pfotzer Maxi-
mum, at which point it will start decreasing again (see the right side of Figure 2.2).

The latitude (and to a lesser extent the longitude) play a role in determining the nec-
essary energy for a PCR to penetrate Earth’s magnetic field. The Earth’s magnetic field is
nearly parallel to Earth’s surface near the equator, and almost perpendicular close to the
poles (see Figure 2.3). As a result, a charged particle approaching the Earth near the equa-
tor needs a higher momentum (i.e., higher energy) to penetrate the magnetic field than one
approaching it near the poles (GOLDHAGEN, 2003). Thus, as the latitude increases, i.e.,
going from the equator to the poles, so does the number of PCRs able to penetrate the
magnetic field, increasing the amount of particle showers and, consequently, the neutron
flux.

The solar activity also influences the atmospheric neutron flux intensity. The mag-
netic poles of the Sun exchange places with a period of approximately 11 years. Close
to the polarity exchange, the sun reaches maximum solar activity, increasing sunspots,
solar flares and coronal mass ejections (NASA, 2011). Unintuitively, an increase in solar
activity actually decreases the atmospheric neutron flux due to a phenomenon called the
Forbush decrease (LOCKWOOD, 1971). The solar wind carries a strong and convoluted
magnetic field with it that deflects GCRs, hence protecting the Earth (GOLDHAGEN,
2003). As a result, the atmospheric neutron flux is inversely correlated to sun activity, as
shown in Figure 2.4.

In order to evaluate the reliability of a device, it is then imperative to have a precise es-
timate of the neutron flux in the environment in which the device will be deployed. While
the neutron flux intensity changes significantly based on location and time, its spectrum
for high energies remains largely the same, allowing models to be greatly simplified. Cur-
rently two models are in use to estimate the atmospheric neutron flux. The Boeing model
(NORMAND; BAKER, 1993) is endorsed by the IEC standard and accounts only for al-
titude and latitude. The NASA-Langley model (GORDON et al., 2004) is endorsed by
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Figure 2.3: The Earth is constantly hit by Primary Cosmic Radiation. Particles approach-
ing near the poles find less resistance from Earth’s magnetic field than those approaching
it near the equator.

Source: NASA (2013), annotated by the author.

Figure 2.4: Neutron rate and sunspot activity according to the Germany Cosmic Ray
Monitor in Kiel (NMDB, 2014) and NOAA’s National Geophysical Data Center (NGDC,
2014), respectively.

134

146

158

170

183

1
9

5
8

1
9

6
4

1
9

7
0

1
9

7
6

1
9

8
2

1
9

8
8

1
9

9
4

2
0

0
0

2
0

0
6

2
0

1
2

0

54

108

162

217

M
o
n
th

ly
 M

e
a
n
 N

e
u
tr

o
n
s/

S
e
co

n
d
 R

a
te

M
o
n
th

ly
 M

e
a
n
 S

u
n
sp

o
t 

N
u
m

b
e
r

Solar
Cycle 20

Solar
Cycle 21

Solar
Cycle 22

Solar
Cycle 23

n/s

Sunspots

Source: author.



34

the JEDEC standard and provides a more precise estimate, accounting for altitude, lati-
tude, longitude, and solar modulation. The Boeing model provides a fair estimate at flight
altitudes, but for lower altitudes its usage is not recommended since the estimates starts
to deviate from the real neutron flux, for this reason the JEDEC standard moved from the
Boeing model to the NASA-Langley model (see Figure 2.5).

Figure 2.5: Neutron Flux estimates based on the simplified Boeing model and NASA-
Langley model.
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2.2 Interaction with Electronic Devices

Although a high energy neutron impinging a CMOS device is not able to directly
ionize the device, it interacts inelastically with chip materials, such as silicon atoms,
producing charged ionizing particles. These charged particles then produce a track of
electron hole pairs on their wake (see Figure 2.6). Whenever this event happens nearby
a depletion region, carriers are quickly collected creating a current pulse at the node. If
enough charge is collected, the resulting pulse may then induce an error in the device
(BAUMANN, 2005).

2.2.1 Single Event Effects

A measurable or observable deviation in performance or state of a microelectronic
device arising from a single radiation event is called a Single Event Effect (SEE), and
may present itself in various forms depending on the impinging particle’s energy and
the criticality of the affected node. These deviations (or errors) are divided into two
main groups: 1) soft errors, when a signal or datum is erroneous but can be corrected by
performing one or more normal functions of the device, i.e., the device is not permanently
damaged, and 2) hard errors, when device operation is irreversibly changed, even after
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Figure 2.6: Electron hole pairs track left by an ionizing radiation event originated from a
high energy neutron.

Source: author.

Figure 2.7: Single Event Effects taxonomy.

Source: author.

power reset and re-initialization, i.e., the device is permanently damaged. The different
types of SEEs and their classifications can be seem in Figure 2.7, and a more detailed
explanation of these effects follows.

2.2.1.1 Single Event Upset (SEU)

When a radiation event leads to the corruption of the data state of a memory element
the event is called a Single Event Upset (SEU). For example, consider the standard 6-
transistor SRAM cell of Figure 2.8a. A particle strike inverts the output of the top inverter
from 1 to 0 for long enough for it to drive the bottom inverter (Figure 2.8b). The output
of the bottom inverter in turn drives the top inverter, effectively inverting the data state
of the cell (Figure 2.8c). Nevertheless, writing the correct value back to the memory cell
suffices to restore the cell to its correct state; thus, this is a soft error.

Depending on the number of memory elements affected by the single radiation event,
a SEU may be further classified as a Single Bit Upset (SBU), if only a single cell is
corrupted, or a Multiple Cell Upset (MCU), if more than one cell is corrupted. Moreover,
a MCU in which two or more corruptions occur in the same word is classified as a Multiple
Bit Upset (MBU). This division is particularly useful when dealing with error detection
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Figure 2.8: A particle strike flipping the data state of a 6-transistor SRAM cell.

(a) (b) (c)

Source: author.

and correction codes.

2.2.1.2 Single Event Transient (SET)

As mentioned earlier, the radiation event may induce a voltage excursion at the af-
fected node. This excursion manifests itself as a transient glitch in the output of the
affected logic cell, and is called a Single Event Transient (SET).

A SET disappears by itself unless it is captured by a memory element, in which case
the SET evolves to a SEU. For the SET to be captured, it must meet certain conditions.
First, the SET must be able to affect the input of the memory cell able to capture it. Sec-
ond, it must affect the input of the memory element during a latching window, i.e., during
a period in which the memory element updates its output value. A SET not captured by a
memory element is said to be masked.

2.2.1.3 Single Event Functional Interruption (SEFI)

In some cases, a soft error may cause the device to reset, lock-up or simply malfunc-
tion in a detectable way, without requiring power cycling to restore correct operability. A
case fitting this category is given the name Single Event Functional Interruption (SEFI).

SEFIs are usually associated with SEUs in control bits or registers of the device. Ad-
ditionally, in complex systems in which an Operating System (OS) is present, it is also
associated with kernel data corruption.

2.2.1.4 Single Event Latch-up (SEL)

A single energetic particle passing through sensitive regions of the device may lead
to abnormal high-current states similar to a electrical latch-up, for example if a particle
induces parasitic bipolar (p-n-p-n) shorting between power and ground. This effect is
classified as a Single Event Latch-up (SEL).

2.2.1.5 Single Event Burn-out (SEB)

If the supply current is not limited in some way, a SEL may cause lead to a high-
current state causing the device to overheat and become permanently damaged - causing
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a Single Event Burn-out. This can also happen immediately, but it is far rarer.

2.2.1.6 Single Event Gate Rupture (SEGR)

An ion may also strike the gate region of a powered insulated gate causing a destruc-
tive effect, leading to a Single Event Gate Rupture (SEGR).
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3 PROCESSOR RELIABILITY

A couple of aspects must be considered in order to evaluate and compare the reliability
of systems operating in a radioactive environment. First, it is essential to establish a
consistent taxonomy since different names are given to the same effect in the field of
reliable systems. Second, it is necessary to adopt a proper metric that reflects all relevant
aspects of a system operating in a radioactive environment.

The goal of this chapter is to satisfy the above-mentioned requirements. Section 3.1
introduces the taxonomy used throughout this work and currently used reliability metrics;
this section is based upon the works of Avizienis (2004) and Pradhan (1996), and also on
the JEDEC (2006) standard. Section 3.2 justifies the need of new metrics for radioactive
environments. Additionally, this section introduces an intuitive metric and a formal model
to be used as measures of the operative reliability of a system. Section 3.3 presents a
mathematical formulation that demonstrates that a smaller sensitive area does not always
yield higher reliability.

3.1 Taxonomy and Existing Metrics

The most basic definition is that of a system. A system implements a set of functions,
and each function is described by a sequence of states, called the system’s behavior.
The system behavior as perceived by an external user of the function is defined as the
service provided by the system. Whenever the system service deviates from the expected
one, a service failure (or simply failure) is said to have occurred. For a failure to be
experienced, first an error must have taken place. By definition, an error is a deviation
from the expected system behavior and only results in a failure if it is perceived by the
user. Finally, the cause of an error is a fault, defined as a physical defect; a fault causes
an error only if it leads to a deviation in the system’s behavior.

As an example consider a SET caused by an impinging high energy neutron. The
particle has caused a physical defect, thus characterizing a fault. If a memory element
does not capture the SET, the fault is masked and does not activate an error. Otherwise,
the fault activates an error, and the SET becomes a SEU. The resulting SEU may cause
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the service delivered by the system to deviate from the service expected from a fault-free
system, therefore causing a failure. However, the corrupted memory element may be
obsolete or may be overwritten with the correct value; the error is then masked, and no
failure is activated.

3.1.1 Failures in Time

Given a population of systems, several related parameters to measure their reliability
exist. The most basic parameter is the Mean Time To Failure (MTTF ), which represents
the expected time that a system operates before it fails. Given a population ofNs identical
systems and tfi being the time that the i-th system operates before failing, the expected
MTTF is given by

MTTF =
Ns∑
i=1

tfi
Ns

. (3.1)

For a non-reparable system, the MTTF represents the useful life of the device since, once
a failure occurs, the entire system is rendered inoperative. However, reparable systems
require additional parameters to completely describe their operation cycle, namely the
Mean Time To Repair (MTTR) and the Mean Time Between Failures (MTBF ).

As the name implies, the MTTR represents the expected time required after a failure
for the system to be operative again. For a set of Nf failures, the expected MTTR can be
estimated as

MTTR =

Nf∑
i=1

tri

Nf

(3.2)

where tri is the time required to repair the i-th failure. The MTBF is a measure of the
time between two failures, i.e., the time after the system has failed for it to be repaired and
fail again. Assuming that the system is perfect once again after each repair, the MTBF is
simply evaluated as

MTBF = MTTF + MTTR . (3.3)

Moreover, the system failure rate is inversely proportional to the MTBF , and since failure
rates are often very low, they are commonly reported as Failures In Time (FIT): the num-
ber of expected failures per billion hours of device operation - e.g., failures per 1 device
per billion hours, failures per 1000 devices per million hours, etc. Given that the MTBF

is expressed in hours, the FIT of a system can then be computed as

FIT =
1

MTBF
× 109 . (3.4)

Please notice that the failure rate of a population of systems is not constant. As shown
in Figure 3.1, the observable failure rate goes through three different phases. During
the first phase, called the infant mortality phase, the main contributor to the observable
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failure rate are early failures, i.e., failures that occur due to substandard components and
manufacture faults not identified during manufacturing tests. As defective systems are
identified and discarded, early failures quickly decrease until the second phase is reached.
The second phase is the useful life phase of the device, in which the system presents
its lowest failure rate. During this phase, the main contributors to the observable failure
rate are random failures commonly attributed to random effects, such as SEEs. Finally,
as components start to degrade, their operating properties change due to aging effects;
consequently, leading to an increase in aging failures. As aging failures start to be the
main contributors to the observable failure rate, the system enters the third and final phase
called the wear-out phase.

We are mostly interested in the useful life phase of the system since, at this phase,
the failure rate is almost constant and the system provides the most predictable service
to its users. A burn-in process is typically used to bring the device to this phase before
deploying the system; furthermore, the system is normally replaced before it enters the
wear-out phase.

Figure 3.1: Observable failure rate during system lifetime and its three components: early,
random, and aging failure rates.
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3.1.2 Cross-Section

During the useful life phase the main sources of failures are random effects, such as
radiation-induced failures. The cross-section is the most widely used metric to evaluate
the sensitivity to radiation of a device. By definition the cross-section, expressed in cm2,
is the sensitive area of the device – i.e., the area that, if hit by an impinging particle,
generates a failure (BAUMANN, 2005). The larger the cross-section, the more likely a
radiation-induced failure is. Although the cross-section is expressed in units of area, it
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is not a strictly geometrical measure, as it depends not only on the physical size of the
employed resources, but also on their sensitivity to radiation and their criticality to the
correct execution of the application. As such, the cross-section expresses the probability
of having one impinging particle corrupting the processor while executing the given code
in such a way that an error appears in the output.

An interesting characteristic of the cross-section is that it represents the intrinsic sen-
sitivity to radiation of the device. Therefore, unlike the MTBF , it is not dependent on
a particle flux. In fact, given that the system cross-section σ is known, it is possible to
evaluate the expected MTBF of the system when exposed to a given particle flux φ as

MTBF =
1

φσ
. (3.5)

Typically, only the bit cross-section of the device is promptly available, i.e., the prob-
ability of a single memory cell being corrupted. A rough estimate of the cross-section of a
device with Nbits and bit cross-section σbit is then given by its static cross-section σstatic,
which is evaluated as

σstatic = Nbits × σbit . (3.6)

The static cross-section is an upper bound of the device error rate and tends to overesti-
mate the real cross-section since it assumes that any corrupted bit will lead to a failure.
This assumption is not true since the application may not use the corrupted bit, or the
corruption may be masked by logical or temporal factors. In fact, the real cross-section of
a system is highly dependent on the algorithm, benchmark or workload that the system is
executing.

The cross-section estimation can be further refined by taking into account the Ar-
chitectural Vulnerability Factor (AVF ), i.e., the probability that a fault in the element
generates an observable failure (MUKHERJEE et al., 2003). The cross-section can then
be approximated as

σ = σstatic × AVF . (3.7)

Although it is possible to estimate the AVF through fault injection experiments, the esti-
mation requires a deep knowledge of both the circuit description and physical construction
of the device, which are not readily available.

In practice, the cross-section is typically evaluated through radiation experiments.
Normally, particle accelerators, neutron beams, or radioactive sources are employed to
evaluate the device cross-section experimentally, as they provide a controlled and typ-
ically high flux, while real tests in the field are very expensive and time-consuming
(ZIEGLER et al., 1996). By exposing the system while executing an application as rep-
resentative as possible of the application that the processor is going to perform when
deployed, the cross-section σ can then be obtained experimentally by dividing the num-
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ber of observed errors by the total particle fluence Φ (JEDEC, 2007). In other words, the
cross-section may be evaluated as

σ =
λ

φ
(3.8)

where λ is the observed output error rate (i.e., errors per unit time) and φ is the particle
flux (i.e., number of particles hitting the device per unit area and unit time). The resulting
cross-section provides a precise indication of the sensitivity of the processor executing
the given code.

3.2 Proposed Metrics

A widely used method to increase radiation reliability is to reduce the processor cross-
section by disabling or reducing resources which are not essential for the computation,
such as cache memories. Nevertheless, the execution time of the code varies consistently
when the processor resources are changed; caches, for instance, were introduced specif-
ically to reduce memory access latency and increase the performance of processors. On
a realistic application, the exposure time of the code is modified when the available re-
sources are limited. Naturally, using more resources the code finishes the task at hand
faster with respect to the code with limited resources, i.e., from a radiation reliability per-
spective, using more resources the code is exposed for a much shorter time. As a result,
enabling extra resources increases the probability of an impinging particle generating a
failure (i.e., the cross-section) but reduces the number of particles that hit the device dur-
ing computation. The shorter exposure time may then compensate for the larger exposed
area, effectively increasing system reliability.

The basic concept explored in this work is that the probability P of executing an
application correctly is inversely related not only to the device sensitivity, expressed by
its cross-section σ, but also to the total exposure time t, which is determined by the time
the device requires to execute the application. Hence, assuming designers can not modify
the flux experienced by the system, minimizing both sensitivity and execution time are the
two main approaches to increase P . However, these two approaches are often conflicting
since the most common mechanisms to improve t have a negative impact on σ.

As an example, a common practice to reduce σ is to disable caches on a processor
(LESEA et al., 2014; REBAUDENGO; SONZA REORDA; VIOLANTE, 2003). Nev-
ertheless, memory hierarchies also play a key role in the performance. Thus, even if σ
is significantly reduced, t is going to increase, and no assumption on P could be given
a-priori.

Parallel processors serve as a second example of the trade-off between σ and t. Ex-
ploiting parallelism naturally introduces additional sensitive area due to the very defini-
tion of parallel execution. However, the code execution time benefits from parallelism,
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potentially increasing P (RECH et al., 2014).
Similarly, increasing the processor frequency may increase its cross-section. In fact,

higher clock frequencies increase the sensitivity to SETs since they increase the probabil-
ity of sampling glitches generated by impinging particles (BAUMANN, 2005). Nonethe-
less, a higher frequency allows the processor to reduce the execution time t, and, thus,
may increase P .

Furthermore, even software implementation choices present a similar trade-off. For
example, the usage of lookup tables speeds up execution at the cost of an increase in
memory usage. Although t is reduced, a higher memory usage means more memory cells
exposed to radiation and, thus, a larger σ.

Thus, in order to compare different solutions in terms of their reliability, an appro-
priate metric to evaluate their operative reliability taking both the cross-section σ and
application execution time t into account is required.

3.2.1 Mean Workload Between Failures

The first proposed metric of this dissertation is the Mean Workload Between Failures
(MWBF ), which is an intuitive metric. As the name implies, the MWBF is the average
workload the application elaborates in-between failures.

Start by considering the Mean Time Between Failures MTBF of a processor execut-
ing a code, as given by Eq. 3.5. A higher MTBF simply indicates that the processor could
work for a longer period before experiencing a radiation-induced error. Nevertheless, no
information on the workload computed during that period is given yet.

To evaluate how much useful workload has been correctly processed by the proces-
sor during the MTBF window, a new metric called Mean Executions Between Failures
(MEBF ) is introduced. The MEBF is defined as the average number of correct exe-
cutions of an application that are successfully completed between two radiation-induced
failures, which can be easily evaluated by dividing the MTBF by the application execu-
tion time t:

MEBF =
MTBF

t
. (3.9)

Each application execution is characterized by a workload w, i.e. the amount of data
that needs to be processed in a single execution. The MEBF can then be further gen-
eralized to take the workload computed correctly into account, leading to the concept of
Mean Workload Between Failures MWBF :

MWBF = MEBF × w . (3.10)

A higher MWBF actually means that a higher workload was computed correctly be-
fore experiencing a failure and, thus, that the operational reliability is higher.



45

3.2.2 Probability of Executing without Failures

The second proposed metric of this dissertation is the probability of executing without
failures. Naturally, a higher probability of executing without failures is equivalent to a
higher reliability.

Radiation-induced faults are stochastic independent events, thus yielding a constant
failure rate. These faults are also rare when compared to the completion of a program run
(i.e., the mean time between failures is much larger than the time it takes to execute the
program once). Therefore, it is reasonable to assume radiation-induced errors distributed
over time following a Poisson distribution. The probability P of having k failures during
the execution time t can then be expressed as

P (k, λ, t) =
e−λt(λt)k

k!
(3.11)

where λ is the application failure rate.
In this work, we are interested in finding the probability of executing the code suc-

cessfully (i.e., without failures). Consequently,

k = 0 , (3.12)

and the probability of executing the application successfully is

P (0, λ, t) =
e−λt(λt)0

0!
= e−λt . (3.13)

While the execution time t can be directly measured from the running application, the
failure rate λ can be inferred from Eq. 3.8 as

λ = φσ . (3.14)

As a result, for any given flux φ, the probability of executing the application without

failures can be evaluated through

P (φ, σ, t) = e−φσt , (3.15)

which can then be used as a metric of operative reliability.
Furthermore, please notice that the probability of executing the application without

failures is strictly related to MEBF . To show this relation, consider Eq. 3.9 rewritten as

MEBF =
MTBF

t
=

1

φσt
; (3.16)
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thus, Eq. 3.15 can be rewritten as

P (φ, σ, t) = e−1/MEBF . (3.17)

Similarly, it is possible to define the probability of executing a workload unit without

failures as
P (φ, σ, t) = e−1/MWBF . (3.18)

3.3 Increasing Cross-section and Reliability

The main goal of this work is to confirm the hypothesis that enabling cache memories
may increase system reliability for a state-of-the-art COTS microprocessor.

We have divided this task into two parts. First, since the main reason to disable caches
is that they increase the sensitive area of the device, in this section we show that it is pos-
sible to increase reliability even if the sensitive area of the device is increased, i.e., that a
smaller cross-section does not always yield higher reliability. Then, in Chapter 5, we show
experimentally that this is indeed feasible for a state-of-the-art COTS microprocessor in
practical terms.

Theorem 1. Enabling extra resources improves the system radiation reliability if the in-

crease in the sensitive area they incur is smaller than the speed-up they provide.

Proof. Consider two candidate solutions (a and b) for the same task, where solution a

increases σ but decreases t, and solution b decreases σ but increases t. Let σa and ta
denote respectively the cross-section and execution time for solution a, and σb and tb the
same variables for solution b. When comparing these two solutions in terms of reliability,
we can evaluate if solution a is more reliable than solution b when exposed to a given flux
φ through

P (φ, σa, ta) > P (φ, σb, tb) . (3.19)

This equation can be reduced to

e−φσata > e−φσbtb (3.20)

φσata < φσbtb (3.21)
σa
σb

<
tb
ta
. (3.22)

Therefore, as shown in Eq. 3.22, solution a has a higher operative reliability when the
observed increase in the sensitive area brought by a, in comparison to b (the left-hand
side of Eq. 3.22), is lower than the speed-up provided by a relative to b (the right-hand
side).
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4 CACHE MEMORIES

Ideally memory would be large enough to contain any program, and any memory
word would be immediately available. Nevertheless, this is unrealistic as the larger the
memory, the slower it is to fetch a word from it. As a result, the CPU is forced to wait for
the slower memory whenever new data or instructions are needed, slowing down program
execution. To cope with this limitation, designers use the concept of cache memories to
create the illusion of a large memory that can be accessed as if it were a tiny one.

The aim of this chapter is to examine cache memories from a reliability perspective.
Section 4.1 briefly introduces the operation mechanism of cache memories; this section is
largely based on the work of Hennessy (2011) and Patterson (2013). Section 4.2 presents
related works conducted in the field of unprotected cache memories reliability. Further-
more, this section analyzes cache memories in light of Theorem 1.

4.1 Cache Operation

Cache memories are buffer memories located between the processor and the main
memory, forming a memory hierarchy. The memory hierarchy may have any number of
cache levels; the upper cache level (L1) is closer to the CPU, and each subsequent level
(e.g., L2) increases in capacity and access time, i.e., is larger and slower (see Figure 4.1).

The minimum unit of information that is transferred between different levels of cache
memories is called a line, which contains a fixed number of adjacent memory words.
The basic mechanism of a cache is as follows: whenever access to a memory address is
requested, the cache verifies if the line containing the address is present at this cache level.
If the pertinent line is found within this cache level (i.e., a cache hit occurred), the access
is fulfilled. Otherwise, if the pertinent line is not found (i.e., a cache miss occurred),
the cache copies the relevant line from the next lower memory level and then fulfill the
request. Therefore, a cache miss incurs in a penalty on the access time equal to the access
time of the next memory level.

For example, consider a memory hierarchy with two cache levels (L1 and L2), and a
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Figure 4.1: Memory hierarchy with n cache levels.

Source: author.

main memory that contains the program in its entirety. The CPU accesses the L1 cache.
If the L1 cache access hits, the access is fulfilled, and the access time is equal to the L1
cache latency. Otherwise, if the access to the L1 cache misses, the L1 cache accesses the
L2 cache incurring in a penalty in access time equal to the L2 latency. Similarly, if the L2
cache access also misses, the L2 cache accesses the main memory, adding a penalty equal
to the main memory access time.

Cache memories operate on the principles of temporal and spatial locality. Due to
temporal locality, a memory position is likely to be referenced multiple times in a short
time window; thus, after the first time the position is accessed, it makes sense to keep the
word on a low-latency buffer memory. The spatial locality states that it is highly probable
that nearby memory positions are accessed close in time; thus, when accessing a memory
position, it is rational to also bring nearby positions (i.e., the cache line) to the low-latency
buffer memory.

4.2 Cache Reliability

According to Webster’s New World Dictionary of the American Language, a cache
is “a safe place for hiding or storing things”. Ironically, the data residing in cache mem-
ories may not be safe nowadays. In fact, cache memories are now considered the parts
of modern computing systems most vulnerable to SEEs (MANOOCHEHRI et al., 2011;
MUKHERJEE et al., 2004; LIDEN et al., 1994). These memories represent around 60%
of the on-chip area in current microprocessors (MANOOCHEHRI et al., 2011), and, to
be fast and efficient, cache memory cells are built as small as possible; thus, their capac-
itance and critical charge are lowered, hence increasing the probability of having the cell
corrupted by ionizing radiation (BAJURA et al., 2007).
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Protection techniques that may be applied to cache memories, including parity and
ECC, incur in extra area and significant additional power consumption, and even lead to
performance degradation (ASADI et al., 2005). It is worth noticing that the probability
of having a Multiple Bit Upset (i.e., one impinging neutron corrupting more than one
memory cell belonging to the same word) is increasing with the shrinking of the tech-
nology node (IBE et al., 2010; MAIZ et al., 2003). Moreover, caches are compact and
dense; thus, the memory cells are close to each other, exacerbating the possibility of hav-
ing one single impinging particle interacting with more than one transistor. This results
in the ECC design becoming more and more challenging. Although it has been shown
that Multiple Bit Upsets could be mitigated by the use of memory interleaving (BAEG;
WEN; WONG, 2009), there is no guarantee that such a hardware support (or even ECC)
will be available in COTS embedded systems. As a result, a classic solution to reduce the
occurrence of radiation-induced failures in COTS devices is to disable cache memories
(LESEA et al., 2014; REBAUDENGO; SONZA REORDA; VIOLANTE, 2003).

4.2.1 Related Work

The reliability of unprotected cache memories has been investigated in previous works,
albeit, to the best of the authors’ knowledge, none takes performance into account to eval-
uate reliability.

Reabaudengo et al. (2003) injected SEUs in the pipeline registers, register file, in-
struction cache and data cache by instrumenting the HDL code of the Leon core (Gaisler,
2014). The number of faults injected was proportional to the execution time of the appli-
cation, and the failure rate of four applications was measured. A comparison was made
between the Leon core with L1 caches enabled and disabled, showing that enabling the
L1 caches increased the failure rate by a factor ranging from 5.46 to 24.70.

Asadi et al. (2005; 2006) have shown that the sensitivity of different cache configura-
tions is very diverse, based on their vulnerability factors, as experimentally obtained with
an extended version of the SimpleScalar simulator (BURGER; AUSTIN, 1997), but their
relation to the core’s vulnerability was not evaluated.

Cai et al. (2006) analyzed cache size impact on time-constrained systems; the authors
show the existence of an optimal or Pareto-optimal cache size when optimizing for energy,
performance, and reliability. The evaluation was realized on MPARM (BENINI et al.,
2005), a cycle-accurate simulator.

4.2.2 Spatio-Temporal Analysis

Based on the new metrics proposed in Section 3.2, it is possible to analyse the relia-
bility of cache memories from both spatial (i.e., sensitive area) and temporal (i.e., perfor-
mance) perspectives. Theorem 1 can be directly applied to cache memories. Therefore,
we are interested in finding out if the speed-up provided by each cache level can be larger
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than the increase in sensitive area they incur, which is done empirically in Section 5.
Nonetheless, there are additional insights to be discussed beforehand.

The first insight is on the differences to be expected between different cache levels.
Consider a system with two cache levels. Typically, the first cache level is smaller and fo-
cuses on minimizing hit time, while the secondary cache level tends to be much larger and
focuses on reducing miss rates (PATTERSON; HENNESSY, 2013). Furthermore, since
the primary cache filters accesses with good locality, the local miss rate of the secondary
cache is much higher than the global miss rate. The first implication of this difference
between the cache levels is on speed-up provided: intuitively, the speed-up provided by
the primary cache (relative to the system with no caches) is likely to be much larger than
the speed-up provided by the secondary cache (relative to the system with only a primary
cache). The second implication of this difference is on the sensitive area incurred by each
level: since smaller caches are less vulnerable than larger caches (ASADI et al., 2005),
the increase in sensitive area due to the secondary cache level is larger than the increase
in sensitive area due to the primary cache. Therefore, the primary cache level provides a
much higher speed-up per increase in sensitive area ratio than the secondary cache level,
making it more likely to increase reliability than the secondary cache level.

The second insight relates to the increase in the processor-memory performance gap.
With processor performance increasing at roughly 50% per year, while DRAM perfor-
mance improves at a smaller rate of around 7% per year (LU et al., 2012), the processor-
memory performance gap keeps increasing. Although cache memories are a very effective
scheme to reduce the average memory access latency based on temporal and spatial local-
ity, the cache-provided speed-up does not increase indefinitely as the processor-memory
performance gap increases. As a result, there is an upper limit for the increase in the sen-
sitive area that can be compensated by the cache-provided speed-up even if the processor-
memory performance gap continues to increase indefinitely.

Consider a system containing a processor clocked at a frequency F , a primary cache
level with separate caches for instructions and data, and a main memory with access time
of Cmem processor cycles. With caches enabled, an application requiring N instructions
to complete, yielding an average of CPI cycles per instruction, an instruction cache miss
rate of imiss, a data cache miss rate of dmiss, and a percentage β of instructions that access
memory, takes tc units of time to complete, where

tc =
N

F
.(CPI + imiss.Cmem + β.dmiss.Cmem) . (4.1)

If one disables the cache, the execution time tnc is then given by

tnc =
N

F
.(CPI + Cmem + β.Cmem) , (4.2)



51

and, therefore, the cache-provided speed-up S is

S =
tnc
tc

=
(CPI + Cmem + β.Cmem)

(CPI + imiss.Cmem + β.dmiss.Cmem)
(4.3)

The memory-processor gap increase reflects itself in Cmem. For very large values of
Cmem, the speed-up S is given by

lim
Cmem→+∞

S =
1 + β

imiss + β.dmiss
(4.4)

and is limited by the miss rates of both instruction and data caches. Therefore, combining
Eq. 3.22 and Eq. 4.4 yields the upper bound

σc
σnc

>
1 + β

imiss + β.dmiss
, (4.5)

after which the increase in the sensitivity can no longer be compensated, even with the
increase in the memory-processor gap.

Nowadays, access time for cache memories (i.e., SRAMs) ranges from 0.5 ns to 2.5 ns,
while main memory (i.e., DRAM) access time ranges from 50 ns to 70 ns (PATTERSON;
HENNESSY, 2013). Assuming that the processor operates at the same speed as the cache
memories, then the expected value of Cmem currently lies between 20 and 140. Taking
this range into consideration, Figure 4.2 shows how the speed-up for different cache miss
rates approximates its limit as Cmem increases, hinting at how much one can expect the
cache-provided speed-up to increase in the future.

Figure 4.2: Cmem impact on application speed-up due to cache memories.
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It is worth noting that the sensitivity ratio (σc/σnc) may not remain unaltered as Cmem
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increases. Although an increase in Cmem does not directly affect this ratio, it is a byprod-
uct of the technology shrinking, which does affect the way logic devices react to radiation.
Nonetheless, there is no clear pattern on how this shrinking affects the sensitivity ratio.
For instance, if the sensitivity of logic elements keeps increasing more than the sensitivity
of memory cells, as predicted by Baumann (2005), while cache size remains static, σnc is
likely to increase more than σc, thus reducing the sensitivity ratio; however, if the cache
size is greatly increased, the opposite is true - σc is likely to increase more than σnc, thus
increasing the sensitivity ratio.
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5 CASE STUDY

In Section 3.3 we have demonstrated that, in theory, it is possible to increase reliability
even if the sensitive area of the device is increased.

The objective of this chapter is to show that, in practice, it is feasible for the cache-
provided speed-up to overcome the increase in the sensitive area they incur for a state-of-
the-art COTS microprocessor, therefore increasing system reliability. To fulfill this ob-
jective, we performed an extensive neutron test campaign on embedded ARM processors
according to the guidelines provided by the JEDEC (2006) standard for beam accelerated
soft error rate testing. The following sections detail relevant aspects of the test campaign,
culminating with the presentation and analysis of the obtained results.

5.1 Device Under Test

The Device Under Test (DUT) is the Xilinx XC7020-1CLG484C ZynqTM-7000 AP
SoC implemented in a 28 nm CMOS technology. The DUT is mounted on the Zedboard
development kit and disposes of 2 ARM R©CortexTM-A9 cores with a maximum frequency
of 667 MHz. Each core has 32 KB Level 1 4-way set-associative instruction and data
caches, and they share a 512 KB 8-way set-associative Level 2 cache (Digilent, 2014a).
Both cache levels have parity support, which was disabled during our experiments; assum-
ing single-bit corruptions and that detected faults are observable errors, enabling parity
support would increase the observable error rate due to the detection of benign faults (i.e.,
faults that would otherwise not impact application execution would raise exceptions if
parity was enabled). During experiments, only the caches and one of the two available
cores are used; the resulting device under test is similar to that of Figure 5.1.

5.2 Tested Configurations

The multiple cache levels available in state-of-the-art embedded processors introduce
different options for designers. For the DUT, which has L1 and L2 caches, it is reasonable
to assume that there is a given configuration, such as using no caches, only L1 caches, or
both cache levels, that optimizes reliability (in terms of exposure time and sensitive area).
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Figure 5.1: Approximate area of essential resources for computation (Core) and extra
resources used to speed-up execution (L1 and L2 Caches) marked on a polysilicon die
photo of a Cortex-A9 with 32 KB Instruction/Data L1 Caches and 512 KB L2 Cache.

Source: author.

It is not obvious, however, which is the optimum choice. The optimal configuration, as
defined by Eq. 3.22, depends on the sensitive area introduced by each enabled level and
on the speed-up provided by each level as well, which are functions of both application
and platform properties.

To experimentally measure how the DUT reliability varies as extra resources are en-
abled, we generated the same application in three versions: 1) all cache levels disabled, 2)
only L1 caches enabled, and 3) both L1 and L2 caches enabled. Only one of the two avail-
able cores is allowed to run to avoid cache access conflicts, since the L2 cache is shared.
This core then disables parity at the L2 cache, sets a dummy function as the L1 parity
interruption handler, and sets the cache hierarchy configuration chosen at compilation
time. After this initial setup, a banner is printed, and the application executes repetitively.
The banner is used to detect reboots and make sure that the correct cache configuration is
being used.

5.3 Application Under Test

The identification of a single specific instance of execution of the DUT in which reli-
ability is improved even if the sensitive area is increased leads to two conclusions. First,
a single instance suffices as a counterexample to refute the hypothesis that reducing the
cross-section always increases reliability. Second, this instance shows that, for a state-
of-the-art COTS microprocessor, cache memories may speed-up the execution enough as
to compensate for the increase in the sensitive area they incur. Furthermore, no require-
ment is necessary on the complexity of the application. Thus, based on these criteria and
the fact that neutron beam time is limited, we opted for focusing on a single application
during our experiments, since this allows us to minimize the statistical error of our results.

Matrix multiplication was selected as the benchmark since it is a common workload in
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critical embedded systems used, for example, in control and filter operations. The detec-
tion of incorrect answers is achieved by comparing the computed results of multiplying
input matrices A and B with a golden copy G. This verification is done in the DUT itself
since this is faster than moving the resulting matrix to be verified elsewhere. Please note
that in both cases (during the verification or the transmission of the data) the device is
still exposed to radiation and failures may occur during this period. The resulting errors
are no different from errors during the computation part of the application and, thus, are
taken into account as well. Nevertheless, the verification against the golden copy repre-
sents only a small part of the application execution time (≈ 3%) and its contribution to
the error rate can be considered negligible.

To increase all caches’ utilization, we designed a code in which 200 multiplications
of 25 × 25 integer matrices (25 × 25 × 4 = 2500 Bytes/Matrix) are executed. Each
multiplication has a private set of input matrices A, B and golden copy G (2500 × 3 =

7500 Bytes/Set), amounting to at least 200 × 7500 ≈ 1.43 MB of data. As shown in
Algorithm 1, the application starts after DUT initialization: all matrices are defined as
local variables in the stack, and for each of the 200 sets of input matrices Ai is multiplied
by Bi; the resulting matrix is then compared to the expected result Gi and, if they differ,
a failure flag is raised. After the 200 matrix multiplications are completed, errors are
reported, and a new application execution is triggered.

Algorithm 1: Application under test.
setup caches();
print banner();
while True do

// Application Start
Fail← False;
for i← 1 to 200 do // Unrolled

init in stack(Ai, Bi, Gi);
end
for i← 1 to 200 do // Unrolled

C ← Ai ∗Bi;
if C 6= Gi then

Fail← True;
end

end
print(Fail);
reset stack pointer();
// Application End

end

To evaluate the approximate cache occupancy (i.e., number of valid blocks per total
number of blocks) during application execution we used a modified version of the gem5

simulator (BINKERT et al., 2011) using a configuration similar to the DUT. Figure 5.2
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shows the resulting instantaneous cache occupancy for the L1 instruction, L1 data, and
L2 caches. After a reboot, the cache occupancy is zero due to the cold start. During
the first execution, the L1 data cache is quickly filled up due to data initialization and
remains with 100% occupancy for the rest of the time. The L2 cache reaches close to 98%
occupancy during data initialization, reaching 100% occupancy quickly afterwards. The
L1 instruction cache is filled during the whole period of application execution, signaling
that different instructions are used throughout the execution, saturating around 92.97%
occupancy. These cold executions represent only an insignificant amount (< 0.03%) of
the total executions. During subsequent executions, the L1 data and instruction caches
remain saturated around 100% and 93%, respectively, while the L2 cache has a few lines
invalidated at the beginning of the execution and quickly reaches 100% occupancy again.

Figure 5.2: Instantaneous cache occupancy for the first and subsequent executions.
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Table 5.1 shows the average cache occupancy and the time it takes to execute the pro-
posed benchmark once for each of the three cache hierarchy configurations. As expected,
when both L1 and L2 caches are enabled, the performance of the DUT is higher, being
almost eight times faster than the version in which all caches are disabled. When only the
L2 cache is disabled, but the L1 caches remain enabled, the code latency is increased by
just 10%. It is worth noticing that in this particular case the application speed-up is not
achieved by increasing the processor frequency, which would increase SET occurrences
(BAUMANN, 2005). The frequency of operation of the DUT is constant, and the longer
execution time observed when L2 or both L1 and L2 are disabled is caused only by mem-
ory access latency. Moreover, having a longer execution time increases the exposure time
of data stored in internal registers; while data are fetched from main memory, registers
remain exposed to radiation, and the data held within those registers are likely to be used
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for further computations. Thus, a failure in the register holding data while the proces-
sor is waiting because of memory latency is likely to propagate to the output, generating
an output error. Remaining resources such as portions of the speculative state may also
vary, although in a less predictable manner, due to the execution of more instructions in
parallel.

Table 5.1: Application performance with different cache configurations.

Version Execution Average Occupancy (%)

Time (s) L1 Inst. L1 Data L2

No Cache 5.04×10−1 N/A N/A N/A
L1 7.10×10−2 92.97 100 N/A
L1 + L2 6.40×10−2 92.97 100 99.57

Source: author.

5.4 Facility and Neutron Source

Radiation experiments were performed at Los Alamos National Laboratory (LANL)
Los Alamos Neutron Science Center (LANSCE) Weapons Neutron Research (WNR) Fa-
cility Target 4 Flight Path 30R, called Irradiation of Chips and Electronics (ICE II).

The heart of LANSCE is an 800 MeV half-mile-long linear accelerator, which pro-
duces a pulsed proton beam. At the WNR facility, the proton beam hits an unmoderated
tungsten target (Target 4), producing six neutron beamlines via spallation reactions. The
ICE II facility is located on the 30◦ right beamline relative to the proton beam (see Fig-
ure 5.3a). As shown in Figure 5.3b, the ICE II beamline produces a neutron flux with an
energy spectrum very similar to the atmospheric neutron flux produced by cosmic-rays
and yields a neutron flux of approximately 1×106 n/(cm2s) for energies above 10 MeV.

5.5 Experimental Setup

Figure 5.4 shows the position of board components relative to the beam. The beam
was focused on a spot with a diameter of 2 inches, which provided uniform irradiation
of the SoC without directly affecting nearby board power control circuitry. The DRAM
chips were located outside of the beam; thus, we assume no errors are generated within
them.

The overall SoC silicon die was then irradiated, thereby taking into account the sen-
sitivities of the core and caches. Furthermore, the individual sensitivities of different
components of the system are automatically and implicitly taken into account by the ex-
periment. Since the memory cells used in register files, pipelines and caches are likely
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Figure 5.3: ICE II information.

(a) ICE II location within the LANSCE. (b) Similarity between the energy spectra from
the ICE II and atmospheric neutron fluxes.

Source: (LANL, 2014), edited by the author.

Figure 5.4: Beam spot position.

Source: (Digilent, 2014b), annotated by the author.
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to have different dimensioning, their cross-section is unlikely to be the same. The con-
ducted experiments accurately capture these subtle differences to provide reliability mea-
surements.

To reduce the uncertainty in the experimental results, we irradiated in parallel three
DUTs (see Figure 5.5), running in each the same application but with a specific cache
hierarchy configuration: 1) all caches disabled, 2) only L1 enabled, and 3) both L1 and
L2 enabled.

Figure 5.5: Experimental setup mounted at ICE II.

Source: author.

Irradiation was performed with normal incidence; experiments were conducted at a
constant room temperature, and the boards were powered with a nominal voltage of 12 V.
Three boards with the same hardware revision (namely, Rev. C) were aligned with the
beam and placed at 61, 62, and 65 inches from the source, respectively. A beam flux
de-rating factor was calculated for each board so as to take the beam degradation due to
distance from the source into account. To minimize the statistical error and to avoid ex-
perimental results bias on the selected board and distance de-rating factor, the codes with
the three different cache hierarchy configurations running the aforementioned application
were executed alternatively in all three devices.

Each version was executed for more than 80 hours under the beam, receiving a total
fluence of 2×1011 n/(cm2) for energies above 10 MeV. As at sea level the natural neutron
flux is estimated to be about 13 n/(cm2h) (JEDEC, 2006), during our experiments the
boards received the equivalent to 1.7×106 years of exposure in the natural environment.
It is worth noticing that even if the flux of neutrons in LANSCE is several orders of
magnitude higher than the natural one, the application workload and run time were tuned
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to make negligible the probability of having more than one neutron generating a failure in
one single code execution (estimated to be no higher than 1.41× 10−7 through (Eq. 3.11)
with k > 1). This small probability allows the scaling of experimental data in the natural
radioactive environment without introducing artificial behaviors.

During experiments, a test manager application was responsible for collecting and
time-stamping incoming logs from the boards through UART connections. This appli-
cation was also responsible for detecting otherwise irrecoverable failure situations and
rebooting the boards. Whenever such situations happened, they were time-stamped and
logged as well. Irrecoverable situations are considered when the board exceeds a time-
out much larger than the application execution time without sending successful execution
logs.

5.6 Experimental Results

Results were extracted from the logs, and each application execution was classified as
follows:

Correct: the application produced the expected output of a fault-free environment. No
error was detected when comparing to the golden copy.

Silent Error: the application produced a different output than that of a fault-free en-
vironment. This includes errors detected by comparing the output to the golden
copy, irrecoverable situations, and whenever garbage is found in the output (i.e.,
the UART or its flow control were corrupted).

Functional Interruption: a reboot was detected, without an explicit reboot order from
the host PC.

The total number of executions is given by the sum of the classified executions. Ta-
ble 5.2 summarizes the obtained experimental results, indicating the number of correct
executions, silent errors, functional interruptions, and the duration of the experiment. The
durations of the experiments for each version differ because up to two boards were tem-
porarily used for a different experiment. We attributed the same weight to silent errors
and functional interruptions when calculating the overall DUT cross-section. Table 5.3
shows the resulting cross-section for silent errors, functional interruptions, and the overall
DUT cross-section when executing the benchmark for each cache hierarchy configuration.
The values are shown with relative intervals to account for the neutron count uncertainty.
The cross-section is evaluated by dividing the experimentally observed error rate by the
flux, representing then the probability for an impinging neutron to generate an observable
failure (i.e., the cross-section indicates the sensitive area for each configuration).

As shown in Figure 5.6, if just the cross-section is used as a metric to evaluate the
code to be used in a safety-critical application, the version without caches is pronounced
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Table 5.2: Result summary.

Version Correct Silent Functional Experiment
Executions Errors Interruptions Duration (h)

No Cache 7.25×105 35 13 102.96
L1 5.40×106 221 35 108.00
L1 + L2 4.51×106 1092 38 85.44

Source: author.

Table 5.3: Cross-sections for each configuration (in cm2).

Version Silent Error Func. Interruption Overall

No Cache (2.22± 0.18)×10−10 (7.22± 0.58)×10−11 (2.94± 0.24)×10−10

L1 (1.15± 0.09)×10−9 (1.82± 0.15)×10−10 (1.33± 0.11)×10−9

L1 + L2 (8.03± 0.64)×10−9 (2.76± 0.22)×10−10 (8.31± 0.66)×10−9

Source: author.

the more reliable, since it has a smaller cross-section. Nevertheless, the execution time of
the codes must be taken into account as a longer execution time increases the number of
particles hitting the device, potentially undermining the benefit in terms of reliability that
a reduced cross-section brings. The MWBF , as defined in Section 3.2, conveys this idea
and can be used to predict which version is most reliable. In this case study, the MWBF

shows that, in fact, enabling only the L1 caches optimizes reliability.
Moreover, embedded applications seldom execute a single time. Figure 5.7 shows

the probability of executing without failures according to Eq. 3.15, in terms of consecu-
tive executions when exposed to the approximate neutron flux at military aircraft altitude
(Altitude≈ 60 000 ft; Flux≈ 4680 n/(cm2h) for energies above 10 MeV (QUINN; GRA-
HAM, 2005)). As a reference, we consider DARPA’s Vulture program, whose goal is to
enable an Unmanned Aerial Vehicle (UAV) capable of operating uninterrupted for more
than five years at altitudes higher than 60 000 ft (DARPA, 2014). A small fleet of 10 such
UAVs during a two-year mission translates to a workload of roughly 1.25 billion execu-
tions of the studied application with caches disabled. The results from our experiments
show that enabling only the L1 caches increases the probability of completing the as-
signed workload without failures by 5.85% when compared to the configuration in which
all caches are disabled (from 0.831 to 0.889), while enabling both L1 and L2 caches actu-
ally reduces it by 31.59% (from 0.831 to 0.515). As predicted by the MWBF , the highest
reliability is achieved when L1 is enabled, which is not the configuration with the smallest
cross-section. It is worth noting that as the number of consecutive executions increases so
does the reliability gap between the considered configurations, and the configuration with
only the L1 cache enabled becomes increasingly more reliable with respect to the other
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Figure 5.6: Measured impact of different cache hierarchies on the cross-section, execution
time, and MWBF of the application under test.
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two configurations.

Figure 5.7: Estimated probability of multiple executions without failures at military air-
craft altitude (φ = 4680 n/(cm2h)).
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Furthermore, one may claim that if the application were executed during a fixed pe-
riod of time (e.g., for two years), the version without caches would yield fewer failures.
This is correct since that is the version with the smallest cross-section and, thus, smallest
failure rate. Nevertheless, this is an unfair comparison reliability-wise as the workload
executed by this version is much smaller than the others. In this case, one could take
advantage of the faster execution time to apply fault tolerance techniques, such as a time
modular redundancy scheme, to reduce the application failure rate. For instance, in this
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case study one could multiplex up to seven application executions with only the L1 cache
enabled during the time it takes to execute a single time the version with caches disabled.
A software implemented voter could then use the output of these seven executions to
generate a single output - significantly reducing the amount of silent errors. The amount
of functional interruptions would most likely remain the same as the system would be-
come unresponsive before even reaching the voter, but these are typically a minority of
the observable errors as only very specific corruptions lead to them.

Table 5.4 allows one to compare the different configurations easily using Theorem 1.
The second column shows the increase observed in the cross-section, and the third column
shows the speed-up provided by the second configuration of each table row. The fifth row
indicates the reliability conclusion based on Eq. 3.22.

Table 5.4: Comparison table.

a vs b σb/σa ta/tb Smaller Cross-Section More Reliable Cfg.

No Cache vs L1 4.50 7.15 No Cache Only L1 Enabled
No Cache vs L1+L2 28.17 7.88 No Cache No Cache

L1 vs L1+L2 6.28 1.10 Only L1 Enabled Only L1 Enabled

Source: author.

The basic reading is that, as described in Section 3.3, whenever the speed-up (ta/tb)
is higher than the increase in the cross-section (σb/σa), configuration b has a higher prob-
ability of completing a given workload correctly. Thus, it can be concluded that, in this
case, enabling the L1 cache not only improves performance but also increases reliability
to radiation-induced errors, contrary to a conclusion based solely on the cross-sections.
In cases where the speed-up is not higher than the increase in the cross-section, the latter
becomes the dominant factor and, thus, the cross-section adequately predicts the more
reliable version (e.g., the last two rows of Table 5.4).

It is worth noting that enabling both cache levels does not result in the same effect. As
previously discussed in Subsection 4.2.2, the L2 cache is much less likely to improve reli-
ability since it provides a small speed-up while significantly increasing the cross-section.
This shows that, for a state-of-the-art processor, enabling the L2 cache requires a huge
speed-up, which may not be attainable, to achieve the same reliability benefit obtained by
enabling the L1 caches; in this case study, the speed-up should be higher than 6.28 times.
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6 FINAL REMARKS

6.1 Conclusion

In this dissertation, we have presented a new metric and model to evaluate the realistic
reliability of a computing system. The proposed metric and model take into account both
cross-section and exposure time and can be used to evaluate the best configuration in terms
of reliability for an application given a set of solutions, exploring the trade-off between
sensitive area and performance.

Furthermore, a case study with a state-of-the-art embedded processor has been pre-
sented and evaluated, contributing to the characterization of the Zynq SoC. Moreover,
our results show that, in this particular case, the best choice in terms of reliability for
the chosen application is to enable only the L1 caches. The case study serves as a clear
counterexample to the assumption that the reduction of the radiation-sensitive area always
increases reliability. The performed evaluation demonstrates that the cross-section alone
does not yield a proper measure of reliability for an embedded application and that it is
fundamental to also take the exposure time into account to have a precise indication of
the system reliability. Moreover, we have showed on the basis of this counterexample
that there is no go-to solution when it comes to reliability, such as always disabling or
always enabling caches. Tuning on an application or application profile basis is required
when reliability is at stake. This result confirms our initial hypothesis that enabling cache
memories may, under certain conditions, increase system reliability for a state-of-the-art
COTS microprocessor.

6.2 Future Work

Future work includes modeling and analyzing common cases in which this trade-off is
found, such as those mentioned in Section 3.2, to provide valuable information and guide-
lines for designers. Additionally, we are also interested in applying our model to evalu-
ate Software Implemented Fault Tolerance (SWIFT) techniques, such as EDDA (OH;
SHIRVANI; MCCLUSKEY, 2002) and ACCE (VEMU; GURUMURTHY; ABRAHAM,
2007), from a radiation reliability perspective.
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Finally, after having showed that cache memories should not always be disabled, we
intend to investigate the impact of cache conflicts on system reliability. We are especially
interested in investigating how applications running concurrently on the same processor
affect each other’s reliability.
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