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”Absence of evidence is not
evidence of absences.”

— CARL SAGAN

”Insanity: doing the same thing over
and over again and expecting different results.”

— ALBERT EINSTEIN

”It is not the strongest of the species that survives,
nor the most intelligent that survives.

It is the one that is most adaptable to change.”
— CHARLES DARWIN
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ABSTRACT

Soft errors in the configuration memory bits of SRAM-based FPGAs are an important
issue due to the persistence effect and its possibility of generating functional failures in the
implemented circuit. Whenever a configuration memory bit cell is flipped, the soft error
will be corrected only by reloading the correct configuration memory bitstream. If the
correct bitstream is not loaded, persistent soft errors can accumulate in the configuration
memory bits provoking a system functional failure in the user’s design, and consequently
can cause a catastrophic situation. This scenario gets worse in the event of multi-bit upset,
whose probability of occurrence is increasing in new nano-metric technologies.

Traditional strategies to deal with soft errors in configuration memory are based on the
use of any type of triple modular redundancy (TMR) and the scrubbing of the memory
to repair and avoid the accumulation of faults. The high reliability of this technique has
been demonstrated in many studies, however TMR is aimed at masking single faults. The
technology trend makes lower the dimensions of the transistors, and this leads to increased
susceptibility to faults. In this new scenario, it is commoner to have multiple to single
faults in the configuration memory of the FPGA, so that the use of TMR is inappropriate
in high reliability applications. Furthermore, since the fault rate is increasing, scrubbing
rate also needs to be incremented, leading to the increase in power consumption.

Aiming at coping with massive upsets between sparse scrubbing, this work proposes
the use of a multiple redundancy system composed of n identical modules, known as n-
modular redundancy (nMR), operating in tandem and an innovative self-adaptive voter
to be able to mask multiple upsets in the system. The main drawback of using modular
redundancy is its high cost in terms of area and power consumption. However, area over-
head is less and less problem due the higher density in new technologies. On the other
hand, the high power consumption has always been a handicap of FPGAs. In this work
we also propose a model to prevent power overhead caused by the use of multiple redun-
dancy in SRAM-based FPGAs. The capacity of the proposal to tolerate multiple faults
has been evaluated by radiation experiments and fault injection campaigns of study case
circuits implemented in a 65nm technology commercial FPGA. Finally we demonstrate
that the power overhead generated by the use of nMR in FPGAs is much lower than it is
discussed in the literature.

Keywords: Fault tolerance, FPGA.



RESUMO

Explorando Redundância Modular Múltipla para mascarar falhas acumuladas em
FPGAs baseados em SRAM

Os erros transientes nos bits de memória de configuração dos FPGAs baseados em
SRAM são um tema importante devido ao efeito de persistência e a possibilidade de ge-
rar falhas de funcionamento no circuito implementado. Sempre que um bit de memória
de configuração é invertido, o erro transiente será corrigido apenas recarregando o bits-
tream correto da memória de configuração. Se o bitstream correto não for recarregando,
erros transientes persistentes podem se acumular nos bits de memória de configuração
provocando uma falha funcional do sistema, o que consequentemente, pode causar uma
situação catastrófica. Este cenário se agrava no caso de falhas múltiplas, cuja probabili-
dade de ocorrência é cada vez maior em novas tecnologias nano-métricas.

As estratégias tradicionais para lidar com erros transientes na memória de configura-
ção são baseadas no uso de redundância modular tripla (TMR), e na limpeza da memória
(scrubbing) para reparar e evitar a acumulação de erros. A alta eficiência desta técnica
para mascarar perturbações tem sido demonstrada em vários estudos, no entanto o TMR
visa apenas mascarar falhas individuais. Porém, a tendência tecnológica conduz à redu-
ção das dimensões dos transistores o que causa o aumento da susceptibilidade a falhos.
Neste novo cenário, as falhas multiplas são mais comuns que as falhas individuais e con-
sequentemente o uso de TMR pode ser inapropriado para ser usado em aplicações de alta
confiabilidade. Além disso, sendo que a taxa de falhas está aumentando, é necessário usar
altas taxas de reconfiguração o que implica em um elevado custo no consumo de potência.

Com o objetivo de lidar com falhas massivas acontecidas na mem[oria de configura-
ção, este trabalho propõe a utilização de um sistema de redundância múltipla composto
de n módulos idênticos que operam em conjunto, conhecido como (nMR), e um inovador
votador auto-adaptativo que permite mascarar múltiplas falhas no sistema. A principal
desvantagem do uso de redundância modular é o seu elevado custo em termos de área e
o consumo de energia. No entanto, o problema da sobrecarga em área é cada vez menor
devido à maior densidade de componentes em novas tecnologias. Por outro lado, o alto
consumo de energia sempre foi um problema nos dispositivos FPGA.

Neste trabalho também propõe-se um modelo para prever a sobrecarga de potência
causada pelo uso de redundância múltipla em FPGAs baseados em SRAM. A capacidade
de tolerar múltiplas falhas pela técnica proposta tem sido avaliada através de experimentos
de radiação e campanhas de injeção de falhas de circuitos para um estudo de caso imple-
mentado em um FPGA comercial de tecnologia de 65nm. Finalmente, é demostrado que
o uso de nMR em FPGAs é uma atrativa e possível solução em termos de potencia, área
e confiabilidade medida em unidades de FIT e Mean Time between Failures (MTBF).

Palavras-chave: Falhas múltiplas, efeitos da radiaçao, FPGAs, confiabilidade, potência.
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1 INTRODUCTION

Field Programmable Gate Arrays (FPGAs) are an attractive solution for aerospace
applications due to its capacity to integrate complex systems into a single chip and the
versatility to reconfigure the system during its lifetime. Nevertheless, the main concern for
the use of FPGAs in aerospace (and other critical) applications is the high susceptibility
to radiation effects that may provoke errors with catastrophic consequences. This work
is related to the use of multiple redundancy in circuits implemented in state-of-the-art
SRAM-based FPGAs to cope with radiation effects.

1.1 Radiation Effects in MOS-based devices

The development of technology induced society to use electronic systems in almost
all daily activities. Currently, transport systems, health care equipment and communica-
tion systems and even electrical appliances can make use of complex computer systems.
However, the consequences of an error in any of these equipments do not have the same
level of criticality. A system can be classified as critical when an error in its behavior
may cause life-threatening or generate very high economic losses. An example of criti-
cal system is the circuit that controls the brake system of modern cars since an error in its
functionality can endanger the lives of people. Another example is the on-board computer
of an aircraft. The space-crafts are also considered critical systems because of its costs,
implications, and because it is almost impossible to be repaired in case of failure.

One source of faults in electronic devices is the radiation which may be defined as
energy in transit in the form of high-speed particles and electromagnetic waves. The main
sources of radiation in the solar system are the Galactic Cosmic Rays (GCR) and the solar
activity (BARTH; DYER; STASSINOPOULOS, 2003). GCR is composed basically by
protons and ionized atoms with energy about 11 MeV to 100 MeV and low flux rate. On
the other hand, solar flares produce streams of energized particles called solar wind, com-
posed mainly by protons, alpha particles and heavy ions, where their intensity depends on
the solar activity. When the energized particles go against the Earth, they are stopped by
the Van Allen belts generated by the earth magnetic field. The effect of such interaction
is that one portion of particles are reflected back, others are trapped (trapped particles)
into the Van Allen belts, and a small part (mainly energized neutrons) hit the Earth sur-
face. Trapped particles are composed mainly by protons (up 30 MeV) and electrons (up
10 MeV). Low orbit satellites work in the Van Allen belt region, so the effect of radiation
in electronic devices must to be considered during its design. Electrons and heavy ions
can direct ionize the circuit, while protons mainly produce secondary particles that ionize
the circuit.

At the ground level, the neutrons are the most frequent cause of upset as shown by
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(NORMAND, 2001, 1996). Neutrons are created by cosmic ion interactions with the
oxygen and nitrogen in the upper atmosphere. The neutron flux is strongly dependent
on key parameters such as altitude, latitude and longitude. Table 1.1 from (QUINN;
GRAHAM, 2005) shows the variation of the neutron flux (in neutrons

cm2·hr ) with energy higher
than 10 MeV according to the latitude and altitude from sea level. Notice that for almost
all cases, the neutron flux increases with higher altitudes.

Table 1.1: Terrestrial radiation levels.

Location Altitude (feet) > 10 MeV Flux ( n
cm2·hr )

San Jose 0 14.40
Albuquerque 5,200 53.28
Cheyenne 6,100 71,40
Los Alamos 7,200 90.00
Leadville 10,200 180.04
White Mountain 12,000 338.40
Mauna Kea 13,500 229.57
Commercial Aircraft 40,000 2041.24
Military Aircraft 60,000 4680.00

(QUINN; GRAHAM, 2005)

When an energetic particle traverses the material of an electronic device, it deposits
energy along its path through the device. This energy is measured as a linear energy
transfer (LET), which is defined as the amount of energy deposited per unit of distance
traveled, normalized to the material’s density. It is usually expressed in MeV-cm2/mg.
The ionized track contains equal numbers of electrons and holes (pairs electron-hole).
The total number of charges is proportional to the LET of the incoming particle.

Integrated circuits operating in a space environment can be affected by permanent and
transient effects. One cumulative effect is the long term ionizing damage due to protons
and electrons, known as Total Ionizing Dose (TID). TID represents the degradation in
performance of transistors as TID modifies the voltage threshold (Vth) of the transistor
shifts and increases the leakage current (ANGHEL; NICOLAIDIS, 2008; DODD; MAS-
SENGILL, 2003).

Figure 1.1 shows the normal operation of an n-channel Metal Oxide Silicon (NMOS)
transistor, and the fault operation of the same transistor caused by TID effects. In normal
operation (Figure 1.1a), the transistor may conduce (turned on) if a positive voltage is
applied to the gate terminal: an electric field is created between the gate and the silicon
substrate, which causes that the majority carriers in the substrate (holes in p-type) will
be repelled from the gate-oxide substrate interface and minority carriers (electrons) will
be attracted, forming what is called an inversion layer. Then, when a potential difference
is applied between the source and drain terminals, the inversion layer provides a low
resistance path for electrons to flow. Nevertheless, radiation makes that the gate oxide
becomes ionized by the dose it absorbs due to the radiation induced trapped charges in
the gate-oxide. The trapped charges in the gate-oxide generate additional space charge
fields at the oxide substrate interface. After a sufficient dose, a large positive charge
builds up, having the same effect as if a positive voltage was applied to the gate terminal
(Figure 1.1b). Therefore, the transistor remains on permanently regardless of the value of
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voltage at the gate resulting in device failure (OLDHAM; MCLEAN et al., 2003; SMITH;
MOSTERT, 2007).

TID is measured in radiation absorbed dose (rad) units, which is the amount of energy
deposited in the material. For space vehicles or satellites in Low Earth Orbit (LEO), typ-
ical dose rates due to trapped Van Allen electrons and protons are up to 10 krad/year
(ASADI; TAHOORI, 2005; ATHAN; LANDIS; AL-ARIAN, 1996). In (KASTENS-
MIDT et al., 2011) was reported around 30% of propagation delay degradation in a 130-
nm commercial device for an accumulated dose of 40 krad(Si). In (TARRILLO et al.,
2011) an embedded system implemented also in a 130-nm commercial device works prop-
erly until 47 krad(Si) of accumulated dose and stop to work in 63 krad(Si).

Figure 1.1: Radiation-induced charging of the gate oxide of n-channel MOSFET.

(a) Normal operation of NMOS transistor. (b) Failure operation caused by TID effects.

On the other hand, the interaction of the charged particles with the transistor may
provoke transient and permanent effects. The effects that are caused by a single event
interaction are called Single Event Effects (SEE), and they can be transient as the Sin-
gle Event Upset (SEU) and Single Event Transient (SET), or permanent as single event
latchup (SEL), single event gate rupture (SEGR), or single event burnout (SEB) (BERG,
2006; DODD et al., 2004).

If an energetic particle passes through the pn-junction of a CMOS transistor in the off
state, a short low resistance path is momentarily created between the substrate and the
struck drain terminal. The amount of charge that is collected produces a transient current
pulse that lasts until the deposited charge disappears by recombination or is conducted
away via open current paths to VDD or ground, returning the logic node to its original
state. Figure 1.2 shows a collected charge occurring in the drain junction of the p-channel
transistor. Originally the node held the value ‘0’. As current flows through the pn-junction
of the struck transistor, from the bulk connected to VDD and the drain, the transistor in the
on-state (n-channel transistor in Figure 1.2) conducts a current that attempts to balance
the current induced by the particle strike. If the collected charge induced by the particle
strike is high enough that the on-transistor can not balance the current before the node
capacitance is charged, a voltage change at the node will occur. This voltage change lasts
until the charge is conducted away by the current feed through the on-transistor.

The electron hole pair track creates a temporary short cut between the substrate and the
drain of the transistor in off-state mode. This situation can charge or discharge that stroke
node provoking a SET as shown in Figure 1.3a. If the particle hits a transistor that belongs
to a memory element such as a latch of flip-flop in Figure 1.3b, the SET is captured in the
loop and the effect is a bit-flip of the memory cell, which is classified as SEU. A SET can
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propagate through the logic and be captured by a flip flop. However, SETs are harmless
for the system if theirs effects are masked for especial conditions: logical, latch window,
or electrical masking. Logical masking happens when logical conditions of the circuit do
not allow the propagation of the error. Latch window masking happens when the voltage
pulse is not stored into the memory element due it does not arrive to the input memory
element during the rising (or falling) signal of the clock cycle. Electrical masking occurs
when the voltage pulse caused by the SET is attenuated during its passage through the
logic gates prior to the memory element, so that its effect is masked.

Figure 1.2: Charge Collection Mechanism in inverter gate.
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Multiple bit upsets (MBU) are also becoming a concern because of the process tech-
nology shrinking. MBU can appear due to SETs in nodes with fan-out higher than one as
shown in Figure 1.4a; or from double node ionizations due to angle of incidence of the
particle due to charge sharing, as shown in Figure 1.4b, which is more common in highly
dense memory arrays.

The impact of radiation effects in MOS devices depends on the evolution of digital
technology because it depends on the equivalent capacitance of the transistor stroke node,
the amount of energy collected by that node and the voltage supply. As we known, the
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Figure 1.4: Multiple Bit Upset sources.
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(b) MBU due to an incident angle of the particle.
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Figure 1.5: SEU and MBU effects according the technology trend.

(a) MOSFET gate length and density evolution.

(SCHWIERZ, 2010)

(b) Increased possibility of MBUs in new tech-
nologies.

(RAINE et al., 2011)

trend to implement more and more complex circuits have led manufacturers to reduce the
size of transistors in order to implement more of them in the same area of silicon, that is,
increase the density of transistors with low voltage supply (ITRS, 2011).

As shown in Figure 1.5a (SCHWIERZ, 2010), the technology trends to the shrinking
of the gate length, and consequently increasing the transistor density of integrated circuits.
However, this technology evolution increases the possibility of faults caused by SEUs
(RAINE et al., 2011). Memory cells are the ones that mostly scale with technology due to
the necessity to reaches high levels of density integration, and consequently, they are high
susceptible to soft errors. As shown in (MAIZ et al., 2003), the probability to have MBUs
in SRAM cells due a single energized particle is duplicated with the reduction of the gate
length from 130 nm to 90 nm, and also the reduction of threshold voltage increases that
probability. This trend is confirmed in many publications as (SEIFERT et al., 2008) and
(RAINE et al., 2011) which is shown in 1.5b.
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1.2 Programmable devices

Field Programmable Gate Array (FPGA) is a device where its hardware functionality
can be reconfigurable by the user. FPGAs are very attractive to be used in complex sys-
tems due to their high capability of design integration, low NRE costs and configurability
(QUINN et al., 2013). Depending on which technology is used to store the configuration
of its elements, FPGAs can be reconfigurable. SRAM-based FPGAs are the most popular
ones due to its high density and reconfiguration capability. It is composed by a matrix of
configurable logic blocks (CLB) where logic can be implemented through look up tables
(LUTs) and sequential logic by CLB’s flip flops. Also, some devices use special blocks
as embedded RAM blocks and DSP blocks. The interconnections between all resources
are done through configurable interconnections. The FPGA is configured by loading a
bitstream into the configuration memory bits. The Fig. 1.6 shows a general architecture
of the FPGA.

Figure 1.6: FPGA architecture as a SRAM matrix memory.

In Flash-based FPGAs, SEUs affects only the user flip-flops because the configura-
tion memory cells are composed of Flash memory cells which have low susceptible to
SEUs. On the other hand, SEUs effects in SRAM-based FPGAs are more critical since
not only the user flip flops are affected, but also the configuration memory bits where
all configuration bits are stored. The modification of any configuration bit may change
the functionality of the circuit implemented, and is not corrected until the reload of the
original value.

In order to deal with SEU effects in SRAM-based FPGAs, it is necessary to apply
some masking technique to guarantee the correct output, and also to implement some
repair technique to avoid accumulation of faults.

The most used masking technique is based on spatial redundancy known as triple
modular redundancy (TMR). TMR technique consists on the triplication off the original
module whose outputs are voted by majority voters to select the correct output value.
To majority voter selects the correct output, at least 2 out 3 modules must to be fault-
free, hence, TMR only copes with single module faults. The TMR can be implemented
in different ways by using coarse grain TMR, or by fine grain that consists in breaking
it into small blocks and adding extra voters. Partial TMR (PRATT et al., 2006) pro-
poses the triplication of most critical configuration bits preselected by fault injection. In
a SRAM-based FPGA, if a single particle affects two redundancy modules, the major-
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ity voter will give a wrong answer. To reduce this effect, the module is partitioned into
subgroups inserting more voters between them. Such TMR implementation is known as
Partitioned TMR or fine grain TMR and was studied in (KASTENSMIDT et al., 2005;
WANG, 2010). XTMR (BRIDGFORD; CARMICHAEL; TSENG, 2008) is proposed by
Xilinx (CARMICHAEL, 2006). In the XTMR, all the logic is triplicated and majority
voters are used in feedback of the flip-flops to repair the SEUs. In (MANUZZATO et al.,
2007), both techniques were compared against a no protected version and a coarse grain
TMR to know effectiveness of masking when faults are accumulated. XTMR has a better
masking capability of accumulation faults, but also uses more resources than the other
TMR implementations. In the same work, it was also shown that coarse grain TMR (with
only one majority voter at the outputs) uses fewer resources but has less mitigation ca-
pabilities. Diversity TMR (DTMR) consists on the triplication of the same function by
different methods, so redundancy modules are not identical but have the same functional-
ity. The use of DTMR in SRAM-based FPGA was presented in (TAMBARA L.; RECH,
2013), where it was shown that DTMR scheme can mask a higher number of accumulated
bit-flips compared to coarse grain TMR.

Once any configuration bit is flipped, the fault persists until the rewrite of the correct
value is performed. The scrubbing is the process by which memory is rewritten to correct
value and prevent the accumulation of SEU in the configuration memory bits without the
need of stopping the application. Scrubbing has two main purposes: correct bit-flips and
avoid its accumulation into the configuration memory. It is recommended its implementa-
tion with a rate of at least 10 times the soft error rate (SER) (ADELL; ALLEN, 2008). As
for TMR technique, the scrubbing can be implemented in different ways. Commonly full
scrubbing is performed to avoid the accumulation faults in any cell of the configuration
memory. Partial scrubbing is also possible in some FPGAs by means of dynamic par-
tial reconfiguration (DTMR) (BOLCHINI; MIELE; SANTAMBROGIO, 2007; HEINER
et al., 2009), where it is possible to use less power since only a portion of the configura-
tion memory will be scrubbed. In (AZAMBUJA et al., 2009), the voter of TMR circuit
is not only used to mask one fault module output, but also the voter is used to indicates
to the scrubber module which module must to be corrected by dynamic partial reconfig-
uration. After the scrubbing of the faulty module, the system must to be resynchronized.
On the other hand, in (BERG et al., 2008) the effectiveness of an internal scrubber was
tested against and external one. In (OSTLER et al., 2009), it was demonstrated that the
effectiveness of TMR technique is higher when is used with scrubbing.

On the other hand, as it was previously mentioned, the possibility of multiple SEUs
increases as the size of the manufacturing technology of transistors decreases. According
to the results presented (QUINN et al., 2007), in 65 nm FPGA, more than 50% of events
were multiple bit upsets, mainly composed by 2, 3, and 4 bit upsets. Despite efforts
to propose new TMR implementations that allow better tolerance of accumulated SEU,
these techniques will always be limited to the fact that were designed to mask single
faults. Despite XTMR show better results, TMR techniques allow the masking of a single
fault, and it cannot cope alone with multi-bit upset on configuration memory bit cells, and
consequently burst errors or accumulation of faults between scrubbings (MANUZZATO
et al., 2007; OSTLER et al., 2009) may overcome the masking capability of TMR. In
(NIKNAHAD; SANDER; BECKER, 2012) a new technique based on quad redundancy
is proposed but is aimed to work in logic information and does not considers faults in
interconnection lines. In (NAZAR; CARRO, 2012), the approach is to implement a fast
detection technique to avoid the increasing fault accumulation, but correction is always
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performed by frame. In this new scenario, TMR techniques are inefficient to protect the
circuits implemented in the FPGA because the possibility of multiples failure is higher,
and consequently, the possibility that more than one of the 3 modules fail is also greater.
Moreover, the fact that the number of multiple faults is greater in new technology makes
scrubbing rate has to be increased also. Finally, the increased density of components
makes error detection and correction is slower.

The use of n modular redundancy (nMR) has been explored for the implementa-
tion of high reliability computer systems (SHOOMAN, 2002; KIM; SHANBHAG, 2012;
SATORI; SLOAN; KUMAR, 2009). nMR is the generic case of TMR, then, instead of
3 modules, nMR uses n identical modules with a voter to select the correct output. In
(SATORI; SLOAN; KUMAR, 2009), authors propose a voter able to cope with different
number of redundancy modules according to power consumption and module reliability
conditions of a framework. In this case, each modules represent a computation system
and the number of modules are selectable externally. Since the reliability R is the prob-
ability of no failure within a given operating period t, and p = e−λ t is the probability of
success of a single redundant module where λ is the constant failure rate (failures per
million operating hours), the reliability of n parallel redundant systems and an ideal voter
(which never fails) is represented by the equation 1.1. This equation is plotted in the Fig-
ure 1.7 considering λ = 1, and for 1 (n = 0), 3 (n = 1), 5 (n = 2) and 9 (n = 4) redundancy
modules. Notice that nMR is only superior to a no protected module (n = 0) until t = 0.69
(0.69/λ ).

R =
2n+1

∑
i=n+1

(
2n+1

i

)
pi(1− p)2n+1−i (1.1)

Figure 1.7: nMR reliability with ideal voter according to Equation 1.1 and considering
p = e−λ t and λ=1.

(SHOOMAN, 2002)
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1.3 Thesis Proposal

As explained, in new technologies the probability of MBUs is higher than SEUs,
which makes inefficient the traditional mitigation techniques based on TMR. In order to
mitigate the effects of multiple faults and its accumulation in the configuration memory of
SRAM-based FPGAs, this work proposes the use of multiple modular redundancy (nMR)
technique composed by n identical modules operating in tandem with an innovative self-
adaptive majority voter (SAv) which changes the voting criteria according to the number
of fault-free modules.

According to the Figure 1.7, the reliability of a nMR system is higher for higher
values of n at the beginning of the operation. However, the reliability of a system with n
redundant modules decreases with the time (because the reliability of each module also
decreases), becoming less reliable than systems with fewer redundant modules. Moreover,
a system with an static number of redundancies has also an static maximum number of
tolerated faulty modules as shown in Table 1.2. For example, in a 7MR system, the
maximum number of tolerated faulty modules are 3, since 4 faulty modules can not be
voted. Our proposal is focused on the possibility to expand the maximum number of
tolerated faulty modules adapting the voting policy, so for example, if at the beginning
the system is 7MR and 3 modules fail, the system can continue working as 4MR and
then as 3MR tolerating 5 faulty modules instead of the 3 ones of the classical 7MR.
Figure 1.8 shows the reliability curves of 7MR, 6MR, 5MR, 4MR and 3MR systems
according to Equation 1.1, and considering different voting policies. Hence, the nMR
system proposed tolerates more number of faults and, consequently, increases the mean
time between system failures.

Table 1.2: Possible voting policies in nMR systems.

nMR Voting policy Maximum number
of failed modules

tolerated
9MR 5-out-of-9 4

7MR 4-out-of-7 3

5MR 3-out-of-5 2

3MR 2-out-of-3 1

In the context of the technological trend we pose the following questions: what is
the impact of the area overhead when using multiple modular redundancy in the new
generations of SRAM-based FPGAs? How much is the penalty in power when using
multiple modular redundancy in the new generations of SRAM-based FPGAs? How much
the use of multiple modular redundancy in the new generations of SRAM-based FPGAs
can increase system reliability? And finally, based on the analysis and studies, is it feasible
to use more than three redundant modules in critical systems implemented in SRAM-
based FPGAs?

It is well known that the main drawbacks of this technique are area and power over-
head. In the first case, it is expected that the area overhead will always be at least n times
the number of redundancies. However, the technological trend shows that FPGAs have
more and more reconfigurable resources, which are independent of the implemented cir-
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Figure 1.8: Reliability of nMR systems according to their voting policies.
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cuit. With this, we can consider that in FPGAs the area overhead is a minor drawback for
new technologies as new generations of FPGAs may fit thousands of soft-core processors
into a single chip. According to the literature, the use of modular redundancy increases
considerably the power consumed when applied to ASICs and multiple chip systems. In
the case of SRAM-based FPGAs, for any circuit-size that fits in the FPGA, the amount
of transistors in every device is constant, it is expected that part of the power consumed
is also constant regardless of the amount of resources used in the design (TUAN; LAI,
2003; KUON; ROSE, 2007). This fact must attenuate the power overhead used by the
nMR technique getting values less than n. In this work we propose a mathematical model
which estimates the overhead of power for the use of n redundancies.

On the other hand, majority voters are used in TMR designs to select the correct out-
put. In this case, the unique policy of voting is that two out of three inputs must to be
correct to select correctly the output. In the case of nMR, this majority voter represent
a challenge because more combinations are taken into account for voting and different
policies should be implemented depending on the number of fault-free modules exists.
In this work, we propose an innovative self-adaptive voter (SaV) to mask multiple upsets
in the system, and capable to change the policy of voting according to the modules that
remain faultless. For example, for 7MR the correct result is determined by 4-out-7 fault-
free modules. When one module fails, we have a 6MR system and the policy remains
as the previous case. As the faults continue accumulating, a new module fails and the
system is now 5MR. Them, the voting policy changes and the correct result is determined
by 3-out-7 fault-free modules. This behavior continues until only two modules remain
working correctly. Hence, the proposed system allows to change on the fly the number
of redundancies as shown in Figure 1.8, starting with a high number of redundancies and
decreasing that number with the time, guarantying always the best possible reliability. In
case of an even number of redundant modules may incur in equal and in not electable ma-
jority situation (uncommon situation), the voter considers as a non-correctable situation
and a reconfiguration of the system is needed.

The validation of the proposal is made by performing terrestrial radiation experiments
(in ISIS laboratory facilities) and by fault injection campaigns in two study case circuits.
The fault injection consists in the generation of bitflips in the configuration memory in
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a similar way to the energized particles affects the FPGA. To do this, we developed a
fault injector platform able to flip multiple and accumulative faults in the configuration
memory bits of the SRAM-based FPGA using a distribution collected in real neutron
radiation experiments.

This Thesis is composed as follows.

• Chapter 2: Dependability in SRAM-based FPGAs: It is presented the taxonomy
used in this work, dependability concepts, an overview of state-of-the-art SRAM-
based FPGAs and its radiation effects, and the measurements methods of such ef-
fects.

• Chapter 3: Mitigation techniques for SRAM-based FPGAs: A brief description of
the classical and state-of- the-art FPGAs methods to mask and correct faults, and
methodologies for testing, is presented.

• Chapter 4: Proposed Self-adaptive n-Modular Redundancy technique: Presents the
system proposed and depicts the architecture, functionality and scalability of the
novel Self-adaptive voter.

• Chapter 5:Proposed fault injector platform: It is presented a novel fault injection
platform that allows the analysis of accumulation faults effects.

• Chapter 6: Power analysis in nMR systems in SRAM-based FPGAs: It is proposed
a model to prevent the power overhead of an nMR system and analyze the real
effects when the proposal is implemented in a SRAM-based FPGA.

• Chapter 7: Reliability analysis of nMR systems in SRAM-based FPGAs: Some
circuits under test were implemented in 7MR and 6MR modes, and they were irra-
diated by neutrons and tested by fault injection experiments. Results are presented
in this chapter.

• Chapter 8: Conclusions and discussions: We presents the conclusions, discussions
and future works of the Thesis, as the list of publications during the Thesis process.
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2 DEPENDABILITY IN SRAM-BASED FPGAS

This chapter is composed by three subsections. In the first one, the taxonomy of
dependability and measurements of reliability are presented. After that, an overview of
SRAM-based FPGA including the architecture and main features of one commercial de-
vice is detailed. Finally, it is depicted a brief description of radiation effects in SRAM-
based FPGAs.

2.1 Dependability concepts

2.1.1 Defect, Fault, error

Defect (or upset), fault, error and failure are defined considering system concept. A
system is an entity that interacts with other entities, such as other systems, hardware,
software and humans. From a structural viewpoint, a system is composed of a set of com-
ponents bound together in order to interact, where each component is another system. The
component is considered atomic when its internal structure cannot be discerned or can be
ignored. Every system has a functional specification that describes the function what the
system is intended to do, and its service delivered is perceived by its user(s) which is an-
other system. A failure (service failure) is an event that occurs when the delivered service
deviates from correct service. Then, failure is defined as a system malfunction, or in other
words, when the delivered service deviates from the correct one. A service fails either
because it does not comply with the functional specification, or because this specification
did not adequately describe the system function. Failure is caused by the deviation in
one of the system’s sequence of states. Such deviation, named error, may compromise a
system service, thus leading to a service failure. It is important to note that an error not
always leads to a failure. Furthermore, an error may be caused by a fault that describes
a deviation from the expected behavior of logic. When a fault leads an error, such fault
is defined as active, and it is defines as dormant when it does not. Faults are usually
classified in transients, intermittent or permanents. A fault is defined as a logic level ab-
straction of a physical defect or upset. Finally, defect or upset is defined as an unintended
difference between the implemented hardware and its intended function. Errors can be
caused by a defective manufacture process, or transient upset that happen during some
perturbation of the environment. Figure 2.1 shows the cause-effect relationship between
fault, error and failure. The period of time from the fault event to its manifestation (if
happens) as an error event is known as fault latency, and error latency is the period of
time since error event until its manifestation (if happens) as a failure.

Since upsets depend on manufacturing process and/or environment conditions, an
upset can always happen and may be propagated to generate a failure. According to
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Figure 2.1: Fault, error and failure.
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(AVIZIENIS et al., 2004), dependability can be defined as the ability of a system to avoid
service failures that are more frequent or more severe than is acceptable. Dependabil-
ity is an integrating concept that encompasses attributes (PRADHAN, 1996). Two main
attributes for this work are:

• Availability (A(t)): probability that a system is operating correctly and is available
to perform its functions at the instant of time, t.

• Reliability (R(t)): conditional probability that the component operates correctly
throughout the time interval (t0, t1), given that it was operating correctly at the time
t0. In other words, reliability is the probability of no failure within a given operating
period (SHOOMAN, 2002).

Dependability can be achieved by means of the use of fault tolerant that aims at fail-
ure avoidance. Fault tolerant systems are systems that can deliver its service according to
the functional specification despite the presence of faults. Fault tolerance techniques are
carried out via error detection and system recovery. In the first step, error identification
can be performed during normal service delivery (concurrent detection) or when is sus-
pended (preemptive detection). There are two strategies for system recovery: eliminating
the error from the system state (error handling), or preventing faults are activated again
(fault handling). In error handling, redundancy can be used to mask the error. Such mask-
ing will conceal a possibly progressive and eventually fatal loss of protective redundancy.
So, practical implementations of masking generally involve error detection (and possibly
fault handling), leading to masking and recovery. On the other hand, fault handing can
be implemented by isolation or reconfiguration: isolation consists in excluding the faulty
components from further participation in service delivery, and reconfiguration consists in
the use of spare components or the reassignment of tasks among non-failed components.

2.1.2 Reliability and availability measurements

In critical missions, a minimum level of reliability is required to achieve. Such levels
can be quantified through parameters whose indicate how good the system is and how
frequently it goes down (PRADHAN, 1996; SHOOMAN, 2002). In this work we use the
following nomenclatures:

• R(t): Reliability function. It is equal to the probability of success Ps(t) in a time t.

• Pf (t): Probability of failure in a time t.

• z(t): Hazard function Fault rate function.
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• λ : constant fault rate, expected number of failures of a type of system per a given
time period.

• FIT: Failures in time unit. 1 FIT=one error per 109 device hours.

• MTTF: Mean time to failure is the expected time that a system will operate before
the first failure occurs.

• MTTR: Mean time to repair is the average time to repair a system.

• MTBF: Mean time between failure is the average time between failure of a system.

All these functions and parameters can be related between them. For example, Equa-
tion 2.1 shows that reliability is a exponential function of the failure rate λ , in other words
the system will decrease its reliability with the time in an exponential factor of λ .

R(t) = e−λ t (2.1)

On the other hand, the availability is related to the time that the system is available
to be used. In a system where failures can be repaired, the system behavior follows the
sequence presented in Figure 2.2 (STRAKA; KOTASEK, 2009): first the system works
correctly until a fault appears (MTBF), then it is necessary to correct the fault (MTTR) to
still working until the following fault. Availability function is defined by:

Availability =
MT BF

MT BF +MT T R
(2.2)

Figure 2.2: MTBF and MTTR sequence.
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When it is not possible to repair the fault, it is usual to use the parameter MTTF instead
of MTBF to indicate the expected time to occur a fault. MTTF is defined by the Equation
2.3 and is related to the fault rate as shown in Equation 2.5.

MT T F =

∞∫
0

R(t)dt (2.3)

MT T F =
1
λ

(2.4)

As a practical example, assume that there are 200 systems being testing, and after
1000 hours, 4 faulty systems are detected. Then, the probability of failure is:
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Pf (1000) =
4

200
= 0.02

Consequently, the reliability of the system for t = 1000 is:

R(1000) = 1−Pf (1000) = 0.98

For the same case, the failure probability in failures per million operating hours for
t = 1000is:

z(1000) =
4 f ailures
200x1000

= 20

Considering the fault rate as a constant function in a time interval, the fault rate λ is
calculated as following.

λ =
4 f ailures

200
· 1

1000hours
= 2x10−5hours−1

The reliability function can be defined using the constant fault rate presented in Equa-
tion 2.1, then, the reliability function of the example in time (hours in this case) is defined
by:

R(t) = e2x10−5t

The reliability function after 1000 hours of testing is defined by:

R(1000) = e2x10−5x1000 = 0.98

This result is consistent with our previous result.
MTTF is also used as parameter of reliability. In our example, the MTTF can be

estimated using the Equation 2.5 as follows

MT T F =
1
λ
=

1
2x10−5hours−1 = 50000h (2.5)

This means that according to the tests, it is expected one fault each 50000 hours. In
the case of digital devices, industry uses commonly the Failure In Time (FIT) as unit to
measure the reliability of the system. Since FIT represents 109 device hours, the MTTF
can be expressed in terms of FITs, then, in our example the MTTF is 5.0x10−5 FIT

2.2 SRAM-based FPGA overview

From the point of view of the design, we can split the SRAM-based FPGA into design
and configuration layer as depicted in Figure 2.3. This approach is close to presented in
(HERRERA-ALZU; LÓPEZ-VALLEJO, 2013). In the design layer, the user implements
the functional blocks through some HDL language. All configurations are stored into
memory cells through some configuration port. Each memory cell is known as configura-
tion bit and a group of them is known as configuration bitsream
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Figure 2.3: Abstraction layers of a SRAM-based FPGA.

Design layer

Configuration layer

2.2.1 Design layer

The SRAM-based FPGA consists of logic blocks, I/O blocks, special blocks and rout-
ing resources. All of them are configured by the configuration bitstream stored into the
SRAM cells and loaded during the power on of the device.

Logic blocks are capable to implement a combinational and sequential logic func-
tion which is defined inside the FPGA configuration memory. Commonly a logic block
contains a Look-Up Table (LUT) to implement combinational functions, flip-flops and
multiplexers for implementing different signal forwarding strategies. LUTs are used to
implement the truth table of combinational functions. Internally, they work as a multi-
plexer where the selectors are the inputs of the function and the possible outputs are con-
figured into the SRAM cells. The number of inputs depends on the type of LUT, for ex-
ample, Figure 2.4 shows the implementation of a simple logic function Out = (I1 · I2)⊕ I3
implemented by a 3-input LUT. To implement more complex combinational logic, man-
ufacturers offer higher input LUTs. For example, Virtex-5, Virtex-6 and Virtex-7 FPGAs
use 6-LUT (XILINX, 2012a,b, 2014b).

Figure 2.4: Example of implementation of a combinational function in a 3-LUT.
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In the case of XILINX FPGAs, the logic block is known as configuration logic block
(CLB) and is divided into slices which combines LUTs, storage elements, multiplexers
and carry logic to provide logic arithmetic, storing data (i.e. ROM functions, distributed
RAM, FF, latch) and shifting data with 32-bit shift registers (32-SRL). The slices of a CLB
are interconnected through a switch matrix as shown in Figure 2.5b, and use a coordinate
system (X, Y) to identify the position of each slice within the FPGA. The number of slices
per CLB and internal elements depends on the FPGA family. For example, in Virtex-5
family each CLB is composed by 2 slices of four 6-LUTs, four storage elements, wide-
function multiplexers, and carry logic (XILINX, 2012a) as shown in Figure 2.5a. Virtex
6 and 7 family uses eight storage elements instead of four (XILINX, 2012b, 2014b).

Figure 2.5: Logic Blocks in Virtex FPGAs.

(a) Diagram of Virtex-5 Slice.
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Cout

Slice
X0Y0

Slice
X1Y0

CLB

Sw
it

ch
 M

at
ri

x

Slice
X0Y0

Slice
X1Y1

CLB
Sw

it
ch

 M
at

ri
x

Cin

Cin

Cout Cout

Cin

Cout

Cin

Cout

Slice
X2Y0

Slice
X3Y0

CLB

Sw
it

ch
 M

at
ri

x

Slice
X2Y1

Slice
X3Y1

CLB

Sw
it

ch
 M

at
ri

x

Cin

Cin

Cout Cout

Cin

Cout

Cin

The clocking of the sequential elements of the FPGA is performed by global and local
clocks signals. These signals divide the FPGA into clock regions and are controlled by
clock buffer primitives as IBUFG and IBUFGDS (XILINX, 2014c). In the case of I/O
resources, in modern FPGAs it is possible to configure some features as the level volt-
ages, directionality, and delays. CLBs, I/O blocks and special blocks are interconnected
through wiring segments (long and local lines) that can be connected or disconnected by
programmable interconnection points (PIPs) (VIOLANTE, 2007; TAHOORI; MITRA,
2003). The basic PIP structure consists of a pass transistor controlled by a configuration
memory bit. There are several types of PIPs:

• Cross-point PIPs: connect wire segments located in disjoint planes (one in the hor-
izontal plane and one in the vertical plane).

• Break-point PIPs: connect wire segments in the same plane.

• Compound PIPs: consist of a combination of n cross-point PIPs and m break-point
PIPs, each controlled separately by groups of configuration bits.

• Decoded Multiplexer PIPs: groups of cross-point PIPs sharing common output wire
segments controlled by configuration memory bits.

• Non-de-coded MUX PIPs: wire segments controlled by configuration bits.
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FPGAs vendors usually offer in the device some hardware blocks (primitives) to facil-
itate the design of complex circuits optimizing resources. For example, blocks of internal
configurable RAM are presented in Virtex FPGAs and are known as BRAMs. In these
blocks, the size word and deep are configurable, as the way to read and write, and also
the possibility to protect the data by means of error correction codes (ECC). DSP blocks
are offered to implement arithmetic operations which have better features that when im-
plemented by CLBs. Clock features are also possible to be configured by using digital
clock managers. Some FPGAs have complex hardwired microprocessors that enable the
development of systems on chip (SoC). In latest Virtex FPGAs there are primitives able to
interact with the configuration bits without the need to use the classical external configu-
ration ports. This is helpful because it allows the control (reading, writing and analysis) of
the configuration bits from the user logic implemented in the design layer. The primitives
of this type are presented in the following subsection.

2.2.2 Configuration layer

The FPGA is configured by loading the application-specific configuration data (known
as bitstream) into the internal configuration memory at the time of power on. In Virtex
FPGAs, the configuration bitstream can be loaded by using serial (Master/Slave, Serial
Peripheral Interface - SPI) or parallel (SelectMAP, Byte Peripheral Interface - BPI) modes
(XILINX, 2012c).

The configuration memory is composed by frames that are the smallest addressable
segments of the memory. The size of the family device, for example Virtex-5 frames are
composed by 41 words of 32-bits (this is 1311 bits), and Virtex-6 frames are composed
by 81 words of 32-bits (RAO et al., 2014). All frames and commands form the bitstream.
In latest FPGAs, the configuration of a portion of the FPGA can do it. This is known
as dynamic partial reconfiguration DPR) due such partial configuration does not stop the
application (XILINX, 2010b). Figure 2.6 depicts the relationship between the floorplan
of Virtex-5 FPGA and the structure of its configuration bitstream.

Figure 2.6: Memory configuration and frames in Virtex FPGAs.
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Virtex FPGAs have special primitives to access and analyze the configuration bits.
The Internal Configuration Access Port (ICAP) can be accessed from the design level to
read and write the configuration memory. Its operation is similar to the SelectMAP port
(XILINX, 2012c), and its data bus width is selectable among 8, 16 or 32 bits. For Virtex-
4, Virtex-5 and Virtex-6, the ICAP can run up to a clock frequency of 100 MHz (XILINX,
2010c). ICAP can be used to implement DPR. The control of the ICAP is performed by
an embedded processor or also by an FSM. Classical Xilinx flow uses MicroBlaze soft
processor with a dedicated IP to control the ICAP. However, the control of ICAP can be
performed by simpler IP, as presented in (TARRILLO et al., 2014). ICAP reads and writes
static bit configurations, and not dynamic as user Flip Flops, data BRAMs and SRLs.

Being aware of the susceptibility to faults of configuration bits, manufacturers provide
error detection codes in the configuration memory (CHAPMAN, 2010a). Each frame is
protected by ECC that can detect the position of a flipped bit, and detect up to bitflips er-
rors in the frame. It uses SECDED (Hamming code) parity values based on the frame data
generated by the synthesis tool. Additionally, a 32-bit CRC is used to detect any change
in as many as 232 bits configuration memory. With them, it is possible to detect whether
there is data corruption in memory, but it is not possible to know the position or positions
of faults. Both ECC and CRC codes can be accessed by the FRAME_ECC_VIRTEXx
primitive (x depends on the Virtex device).

Following the trend technology of semiconductor devices, SRAM-based FPGAs evo-
lution increases their resources each generation. In the case of Xilinx FPGAs, the largest
family is named Virtex. Figure 2.7 depicts the number of largest product of each product
family since the year 2000. In the same figure, the node technologies are also shown.

Figure 2.7: Xilinx FPGAs evolution since the year 2000.
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2.3 Radiation Effects on SRAM-based FPGAs

2.3.1 Susceptibility parameters

When a charged particle (as protons or heavy ions) hits a device, part of its charge lets
in the device. This is known as linear energy transfer (LET) and expresses the energy loss
per unit length (dE/dx) of a particle and is a function of the mass and energy of the particle
as well as the target material density. The units of LET are commonly expressed as
MeV cm2/g (BARNABY, 2006). Radiation experiments with charged particles commonly
relates the relation between cross-section and LET, which also depends on the incidence
angle.

Any circuit implemented in an SRAM-based FPGA designed to operate in radiation
environments requires to have minimum values of reliability parameters, which are clas-
sified in static and dynamic parameters. The first group is related to the reliability of the
device. SEUs are caused by radiation, and the SEU rate parameter gives the informa-
tion about the frequency at which one SEU occurs in specific radiation conditions. In a
SRAM-based FPGA, the SEU rate can be calculated using the number of bitflips observed
during a period of time, as presented in Equation 2.6.

SEU rate =
#bit f lips

time
(2.6)

Static cross-section (σ ) helps designers to quantify the sensitivity of the FPGA tech-
nology to a specific radiation source (VIOLANTE et al., 2007). Device cross-section
(σdevice) is related to the minimum susceptible area of the device to the effects caused by
an specific radiation source, and it is specified in cm2. σdevice (also known as static cross-
section) is calculated considering the irradiating conditions and the number of radiation-
induced faults. In the case of proton and heavy-ion static cross-sections, σdevice is cal-
culated using the Equation 2.7, where θ is the incident angle of the particles flux φ in
neutrons/cm2 · s (QUINN et al., 2009; BERG et al., 2012; QUINN et al., 2005). Usu-
ally, vendors prefer to use the bit cross-section (σbit), which is determined by dividing
the device cross-section by the number of configuration bits in the device, as presented in
Equation 2.8.

σdevice =
#events

f luence× cos(θ)
=

#events
φ × time× cos(θ)

(2.7)

σbit =
σdevice

bitstreamsize
(2.8)

On the other hand, dynamic cross section σdynamic is defined as the ratio between the
number of SEUs that produces a wrong output (failure) in the design, and the fluence of
hitting particles to the device. Then, dynamic cross section quantifies the sensitivity of
the implemented circuit to any specific radiation source (VIOLANTE, 2007), and can be
calculated experimentally by means of the Equation 2.9.

σdynamic =
#errors
φ · time

(2.9)

The rate at which soft errors occurs is called the Soft Error Rate (SER). From the
system point of view, the SER can be consider as the failure rate, and can be expressed in
FITs that is the number of faults in 109 operation hours by device tested. Notice that SER
is proportional to both device size and flux as shown in Equation 2.10 (BAUMANN, 2005;
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QUINN; GRAHAM, 2005). Experimentally, SER can be also calculated dividing the
number of observed errors during an experiment time interval, by such time, as presented
in Equation 2.11.

SER = f lux×σdynamic (2.10)

SER =
#errors

time
(2.11)

Finally, knowing the cross-section of a device, the results obtained from accelerated
neutrons can be taken to estimate the SER in place using the Equation 2.12. We highlight
that to use the Equation 2.12, the distribution of the particles must be similar to the target
place. For example, the neutron distribution of the neutron source from ISIS facilities
(situated at the Rutherford Appleton Laboratory) remains the neutron flux at see level, as
shown in (VIOLANTE et al., 2007)

SER =Cross− section×#Particles (2.12)

2.3.2 Radiation effects in state-of-the-art FPGAs

FPGAs are susceptible to total ionizing dose (TID) and single-event effects (SEEs).
In the case of TID, the power supply current of the FPGAs increases due the ionizing
radiation absorption. In (MACQUEEN et al., 1999), several 250 nm FPGA devices were
irradiated wit γ rays from Co-90 source, detecting the increase of the power supply cur-
rent since approximately 16 krad of accumulated dose. Other experimental reports can be
found in (SMITH; MOSTERT, 2007) and (TARRILLO et al., 2011). However, the shrink-
ing of transistors allows a less ionization of the transistor, and consequently, FPGAs built
using new technologies are more robust against TID effects.

In contrast, the same shrinking and the reduction of threshold voltage make them
mores susceptible to SEE caused by protons, heavy ions and energized neutron parti-
cles. Single-event latchup (SEL) is a hard error and results in a high operating current,
above device specifications, that must be corrected by a power reset. Single-event latchup
(SEL) is a hard error caused by the disruption of electrical systems that turns on the
complimentary metal-oxide-semiconductor (CMOS) parasitic bipolar transistors between
well and substrate. This effect causes high operating currents (above device specifica-
tions) that must be corrected by a power reset, if not, SEL can cause a permanent damage
(BAUMANN, 2005). However, recent FPGAs provide high immunity to latchup effects
(QUINN et al., 2009)

Soft errors do not damage the device, but can cause serious malfunctions in the ap-
plication. Radiation-induced faults from SEUs (also called ’upsets’) cause the flip of one
configuration bit (single-bit upset or SBU), or more than one configuration bit (multi-bit
upsets or MBUs). SEU and MBU are the main concerts for latest SRAM-based technol-
ogy.

The SEU effects in SRAM-based technologies are constantly studied (MAIZ et al.,
2003; SEIFERT et al., 2008; RAINE et al., 2011; IBE et al., 2010). As demonstrated
in the literature, the possibility of MBUs increases with the reduction of the technology
nodes. For example, according to (MAIZ et al., 2003) the reduction from 130 nm to 90 nm
duplicates the probability of 2 bitflips, as shown in Figure 2.8. In (IBE et al., 2010), the
SEUs effects produced by neutron flux (from 0 to 200 MeV) in SRAM technologies from
250 nm to 22 nm were predicted using the Monte-Carlo simulator. As shown in Figure
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2.9, the cross-section is higher for technologies based on smaller transistors (IBE et al.,
2010), this is, the susceptibility to faults increases as the size transistors reduction.

Figure 2.8: Probability of 2 bit-flips in 90nm is twice of the 130 nm.

(MAIZ et al., 2003)

Figure 2.9: Changes in a SEU cross section in SRAM with scaling.

(IBE et al., 2010)

The effects of the SEUs in FPGAs depend on the location where the upset happened.
For example, if a SEU hit the device control, it is possible to provoke a device functional
error known as single-event functional interrupt or SEFI. To recover the control of the
device, it is necessary to reconfigure completely the device, or even do the power on. For-
tunately, SEFI error rates are very low (QUINN et al., 2009). In the case of a SEU affects
some user flip-flop, its correct value can be reloaded during the normal application (the
effect is masked by the application) or can be corrected by some mitigation technique at
design level. Even more, the possibility of a SEU in flip flop of user is very low due to
the fact that compared with the memory of configuration, the susceptibility is very much
minor and in addition there are very much fewer flip-flops than configuration memory
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cells. For example, the XC5VLX50T has approximately 0.03 Mb of flip-flops and more
than 13 Mb of configuration bits. For these reason, SEUs effects in flip-flops user are nor-
mally omitted (CHAPMAN, 2010a). Furthermore, the storage cells of the blocks RAM
are more susceptible than the configuration memory elements, though the effects are less
critical SEUs. For example, in Virtex-5 FPGA there are around five times more bits in the
configuration memory than in the BRAM blocks. Additionally, commonly BRAMS are
protected with ECC codes to mask its effects in the applications.

On the other hand, the probability of a single charged particle causes multiple bit
upsets (MBU) in new FPGAs was reported in many works (QUINN et al., 2005, 2007;
BAUMANN, 2005). Figure 2.10 shows some published data (QUINN et al., 2005). In
(QUINN et al., 2009), the effects of heavy ions radiation in Virtex-4 and Virtex-5 FPGAs
to different LET values were presented. Figure 2.11 shows that by a similar LET, the
percentage of MBUs is about 10% greater in Virtex-5 (65 nm) compared to Virtex-4
(90 nm). In neutron radiation experiments, the LET is not considered since neutron does
not have any energy to transfer to the device.

Figure 2.10: Probability of 1, 2, 3, 4, and more upset bits in configuration memory of
Virtex, Virtex-II, Virtex-4 and Virtex-5 FPGAs.

(QUINN et al., 2005)

Xilinx publishes the reliability of their devices 4 times a year in the report ‘Device
reliability report’ (XILINX, 2014a) based on Rosetta experiments and beam radiation ex-
periments. Rosetta experiments aims to show the atmospheric neutron effects by means of
continuing real-time atmospheric experiments of a large Xilinx FPGAs fabricated (XIL-
INX, 2011a). Reliability results are presented in neutron cross-section and soft error
rates terms. Neutron cross-sections are determined by experiments performed at the Los
Alamos Neutron Science Center (LANSCE), and soft error rates (in FIT/Mb) are deter-
mined from real time measurements in various locations and altitudes and corrected for
New York city.

Reliability results for configuration bits presented in Table 2.1 are taken from the last
report of 2013 (XILINX, 2014a). As shown, the resilience of memory cells is improved
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Figure 2.11: MBU distribution for heavy ions experiments in Virtex-4 (90nm) and Virtex-
5 (65nm).

(a) Distribution of MBU sizes in heavy ions for the Virtex-4.

(b) Distribution of MBU sizes in heavy ions for the Virtex-5.

(QUINN et al., 2009)

in almost each FPGA generation since the bit cross-section is reduced and the FIT/Mb is
also reduced. However, it is necessary to highlight that although manufacturing efforts
achieve the reduction of the bit cross-section, the number of configurable bits increases
with each technology (BRIDGFORD; CARMICHAEL; TSENG, 2007; XILINX, 2007,
2009a, 2012c, 2013a,b) as shown in Figure 2.12. Hence, although the FIT/MB is reducing
with technology, the amount of bits present in the FPGA is increasing drastically with in
overall is making the number of failures to increase. Figure 2.13 shows the device cross-
section of the largest component of each family, where mainly in the last two generations,
the cross-section increases considerably.

Summarizing, we consider the radiation effects on configuration memory as the major
concern due any configuration bitflip may potentially cause a malfunction of the imple-
mented design and only can be recovered after the rewrite of the upset bitflips. If these
actions are not performed, the bitflips not only remain but in addition will be accumulated,
increasing considerably the possibility of failure Moreover, sometimes the repair of the
upset bits is not enough to restore the circuit operation. These errors are known as persis-
tent and further the correction of the bit, the perform of some type of resynchronization
as a reset (MORGAN et al., 2005).
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Table 2.1: Xilinx reliability report accessed in the fourth quarter of 2013.

Technology Node (nm) Product Family σ per bit (LANSCE) FIT/Mb (Rosetta
experiment)

250 Virtex 9.9E-15 160
180 Virtex-E 1.12E-14 181
150 Virtex-II 2.56E-14 405
130 Virtex-II Pro 2.74E-14 437
90 Virtex-4 1.55E-14 263
65 Virtex-5 6.70E-15 165
40 Virtex-6 1.26E-14 99
28 7 Series FPGA 6.99E-15 85

(XILINX, 2014a)

Figure 2.12: Amount of configuration bits in largest components of Virtex FPGAs.
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Figure 2.13: Device cross-section in largest components of Virtex FPGAs based on (XIL-
INX, 2014a).
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2.3.3 Example of reliability measurements

Radiation experiments are performed to characterize the reliability parameters of a
SRAM-based FPGA. As example, Table 2.2 shows the information of a neutron radiation
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experiments where 5 runs of a design implemented in an FPGA with 14043648 configu-
ration bits were performed. Each run ends when a functional fault of the target design is
detected.

Table 2.2: Example of neutron radiation experiment.

Time (min) Neutron flux Bit-flips (#)

Run 1 22 4.11 E04 70
Run 2 25 3.69 E04 76
Run 3 20 4.11 E04 60
Run 4 32 4.10 E04 114
Run 5 27 3.58 E04 78

With the information of Table 2.2, we can calculate the SEU rate, static device and bit
cross-section, the dynamic cross-section, and the soft error rate (SER), using the equations
2.6, 2.7, 2.8, 2.9, and 2.11 respectively. Results are presented in as presented in Table
2.3. Notice that since many runs were performed, results are presented considering the
average of the results as the confidence interval of 95%. The confidence interval indicates
the precision of the results if the experiment is repeated, and it is calculated considering
the standard deviation, the number of runs, confidence level, and, in this case, a normal
distribution.

Table 2.3: Example of reliability results calculation of neutron radiation experiment.

SEU rate
(s−1)

(Eq.2.6)

σdevice
(cm2)

(Eq.2.7)

σbit (cm2)
(Eq.2.8)

σdynamic
(cm2)

(Eq.2.9)

SER (s−1)
(Eq.2.11)

Run 1 5.30 E-2 1.29 E-6 9.19 E-14 1.84 E-8 7.58 E-4
Run 2 5.07 E-2 1.37 E-6 9.78 E-14 1.81 E-8 6.67 E-4
Run 3 3.33 E-2 8.11 E-7 5.78 E-14 1.35 E-8 5.56 E-4
Run 4 5.94 E-2 1.45 E-6 1.03 E-13 1.27 E-8 5.21 E-4
Run 5 5.00 E-2 1.40 E-6 9.95 E-14 1.79 E-8 6.41 E-4

Average 4.93 E-2 1.26 E-6 9.00 E-14 1.61 E-8 6.28 E-4
Confidence

(95%)
8.46 E-3 2.27 E-7 1.62 E-14 2.43 E-9 8.22 E-5

Using dependability concepts, the reliability function and MTTF can be calculated
using the Equations 2.1 and 2.5 respectively.

λ = SER = 6.28×10−4s−1

R(t) = e−6.28×10−4t

MT T F = 1/λ = 1.59×103s

This result means that it is expected one fault in an interval of 1.59× 103 seconds.
On the other hand, this characteristic of the system can be expressed in terms of FITs.
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Considering that a FIT is the number of faults in 109 hours device, and it is expected one
fault each 1.59×103s per device, the soft error rate in FITs for the example is:

SER =
109 hours

1.59×103s
= 2.26×109FIT

If the neutron spectrum used in the experiments is equivalent to the atmosphere spec-
trum and the neutrons flux is known in some location, the expected soft error rate of the
application running in that place can be estimated by using the σdynamic and the flux of
neutron particles according to Equation 2.13. Considering that the neutron flux at sea
level is around 13neutrons/cm2/hours, the expected SER is calculated as follows.

SERsea = σdynamic× (#neutron f lux) (2.13)

SERsea = 1.61×10−8×13n/cm2/hours

SERsea = 2.10×10−7errors hours−1

For this example, the MTTF is estimated from the SERsea value as follow.

MT T F = (2.10×10−7)−1hours = 4.76×106hours

The failure rate also can be expressed in terms of FITs. Since one FIT represents
the number of errors expected in 109 hours per device, and since in our example we are
testing just one device, the failure rate can be calculated from MTTF as follows.

SERsea =
109

MT T F
= 210 FIT s

MTTF = 4.76× 106 hours means that for the application of the example, one error
is expected in 4.76× 106 hours, which equates to around 544 years per device. In this
Thesis, reliability results are shown in terms of cross-section and MTTF.
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3 MITIGATION TECHNIQUES FOR SRAM-BASED FPGAS

Although in typical design of SRAM-based FPGAs less than 10% of the configuration
bits may affect the design(CHAPMAN, 2010a), high reliability applications require the
implementation of strategies to mitigate the failures to which the device is susceptible.
These strategies should address masking and correction of faults produced. In this chapter,
the most important techniques to mask and correct failures are presented.

3.1 Masking techniques

Masking techniques are used in order to ensure the correct output of the circuit. The
masking is achieved by the redundancy of information, time and space. This work is
based on the use of spatial redundancy, of which the most commonly used technique is
the triple modular redundancy (TMR). Since our goal is to mitigate multiple bit upsets,
TMR implementations and other new masking techniques are analyzed from the point of
our goal.

3.1.1 TMR based techniques

Spatial redundancy is based on the replication of n times the original module building
n identical redundant modules. Usually, n is an odd number and the most common case
of n-modular redundancy (nMR) is when n is equal to 3, where it is called Triple Modular
Redundancy (TMR).

In a first moment, TMR implementation may be classified according to how the ele-
ments are tripled (BERG, 2010). TMR can be implemented in different ways by using
coarse grain (CG) TMR, or by fine grain (FG). As shown in Figure 3.1, in CG the entire
target block is tripled (redundant logic), the same input signals are used by each redundant
block, and their outputs are voted by a majority voter. The basic implementation of CG
is also known as Block TMR (BTMR). Fine grain consists on breaking the target block it
into small blocks. Then, each small block is tripled and voted as in CG TMR.

Some examples of fine grain TMR implementation are Local TMR, and Global TMR.
Local TMR (LTMR) triplies each flip-flop of internal functional block. Global TMR
(GTMR) uses longest area and is very complex. It triplies all elements of the design:
flip-flops, inputs/outputs, routing lines, reset lines, clock lines (different clocks) and also
the voters.

In (PRATT et al., 2006) it is proposed the use of a Partial TMR (PTMR), consisting
on the triplication of preselected most critical elements. PTMR focus on the fact that
just a portion of the configuration bits may affect the design (known as sensitive bits), and
only a small part of such bits are identified as ”persistent” bits (MORGAN et al., 2005), in
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Figure 3.1: Coarse grain implementation of TMR technique.
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Table 3.1: Configuration sensitivity and persistence for several designs.

Design Utilization (slices) Sensitive bits Persistent bits
DSP Kernel 5,746 (46.8%) 575,448 (9.9%) 13,841 (0.24%)

Syntetic 2,538 (20.6%) 189,835 (3.3%) 77,159 (1.3%)
Multiplier 10,305 (83.9%) 550,228 (9.5%) 0 (0%)
Counter 2,151 (17.5%) 201,691 (3.5%) 108,750 (1.9%)

(PRATT et al., 2006)

which it is not enough to correct the fault but must also reset the circuit to return to normal
operation. The acknowledgment of the sensitive bits and persistent bits is performed by
fault injection campaigns in the target circuit. In (PRATT et al., 2006), four different
designs (Syntetic is made from feedback LFSRs that feed an array of multipliers and
adders) were implemented and the percentage of their sensitive and persistent bits are
presented in Table 3.1. These results verify the low rate (around 10%) of configuration
bits that can affect the design, and consequently, this fact justifies the protection by TMR
of only some elements aiming to have a good level of reliability with a minimum overhead
of resources.

TMR implementations in FPGAs have the drawback that a single fault may affect
more than one module, causing the crash of the system due TMR only masks a single
fault in the circuit copies that feeds the voter inputs. For example, if a single upset hits
on a routing cell, a fault that affects two modules at the same time may be happened and
consequently two out of three voter inputs receive faulty results and the circuit will pro-
duce wrong answers. Figure 3.2 from (KASTENSMIDT et al., 2005) shows an example
where one single upset (b) produces the shortcut of lines ”tr1” and ”tr2”.

Aiming the reduction of the possibility that a single upset affects two redundant mod-
ules, Partitioned TMR was studied in several works (KASTENSMIDT et al., 2005; MC-
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MURTREY et al., 2006; WANG, 2010; MANUZZATO et al., 2007). The idea is to divide
each block into smaller blocks and vote the output of each block. Figure 3.3 from (KAS-
TENSMIDT et al., 2005) is an example of this proposal, where the communication line
is divided and voted avoiding that the single fault b provokes that two modules fail.

Figure 3.2: Wrong result of a traditional coarse TMR implemented in FPGA affected by
a single upset.

(KASTENSMIDT et al., 2005)

Figure 3.3: Correct output in fine grain TMR implemented in FPGA affected by a single
upset.

(KASTENSMIDT et al., 2005)

Following the same philosophy, XTMR (CARMICHAEL, 2006) proposes the use of
the voting of all user flip-flops of the circuit connecting them in feed back to correct
the upsets in those registers as shown in Figure 3.4. The implementation of XTMR is a
complex process, but can be automatized by software tools as XTMR Tool from Xilinx.
Having each flip-flop in feed back with the corresponding output voter, it is guarantied
not only the masking of faults but also the correction of faults in user flip-flops. This is
very useful when the goal is avoid the continues resynchronizing of the system. On the
other hand, with the insertion of voters in each flip-flop, the level of partitions is very high
and the resources overhead is also higher than other versions.

Commonly, voters have low fault sensibility due they are small circuits compared
with the triplied logic block. Since the increase of partitions, and hence the number of
voters, increases the reliability of the circuit, XTMR is an efficient masking technique. In
(MANUZZATO et al., 2007), the common one voter TMR (LTMR), partitioned TMR and
XTMR techniques were applied to protect four PicoBlaze soft microcontrollers (XILINX,
2005) running simple averaging filter, and its results were compared against an unpro-
tected version. Figure 3.5 shows the diagram of the four tested circuit. All of them were
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Figure 3.4: Schematic of fine grain TMR known as XTMR.

(MANUZZATO et al., 2007)

Figure 3.5: TMR schemes validated in (MANUZZATO et al., 2007).

(MANUZZATO et al., 2007)

implemented in 90-nm FPGA Spartan-3 XC3S200 and irradiated by using an Americium
source emitting alpha particles with an energy of about 5.4 MeV and flux of 1.543104

alphas s−1 within a solid angle of 2π sr. Results show that in average, the number of er-
rors per minute are 1.16 for the unprotected version, 1.43 for the one-voter TMR version,
0.91 for the partitioned TMR version, and for 0.51 XTMR version. According to these
results, the mitigation capability for the circuits under test in the experiment conditions,
XTMR mitigates about 2.8 times the one-voter TMR. Notice that although the unpro-
tected version has less errors per minute compared with the one-voter TMR version, it is
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not possible to guarantee a free-fault output if no redundancies (and voters) are used. In
the same paper, an analytic model to compare the reliability features of each implemen-
tation is proposed. Results for experimental and modeled implementations are presented
in Figure 3.6. Figure 3.6 shows the failure probability of the unprotected version (Plain
Exp.), common TMR (One-voter Exp.), partitioned TMR and XTMR as a function of
the number of accumulated bitflips using the proposed model (except XTMR) and radi-
ation experiments. As expected, XTMR has the lower failure probability for whatever
number of accumulated faults. Compared to unprotected version, the one-voter TMR is
only efficient until approximately 20 faults, after that it is better to use the unprotected
version. The efficiency of the partitioned TMR (4 parts) is better than unprotected version
until about 70 accumulated faults. Results also suggest one more time that when bitflips
are accumulated, the failure rate for the common TMR is higher than for the unprotected
version. This fact can be explained by the higher number of resources used by TMR
compared with the unprotected version. However, as we explained, in case of unprotected
version, it is not possible to signalize the moment when the module fails.

Figure 3.6: TMRs comparison results for different implementations.

(MANUZZATO et al., 2007)

In resent years, a new TMR implementation for SRMA-based FPGAs was proposed
in (TAMBARA L.; RECH, 2013) known as Diversity TMR (DTMR), consisting in the
implementation of the same function by three different designs. Diversity designs was
explored many years ago (LALA; HARPER, 1994) and used in device level in on-board
computers (RITER, 1995), bus networks (ASHRAF et al., 2011), and mixing-signals plat-
form (HIARI; SADEH; RAWASHDEH, 2012). Since different implementations have dif-
ferent times of execution, it is necessary to latch the partial results to be voted at the same
time. In (TAMBARA L.; RECH, 2013), DTMR was used to execute a matrix multipli-
cation by three different methods: software implementation running in a miniMIPS soft
processor, combinatorial implementation and finally using a finite state machine (FSM)
as presented in Figure 3.7. The circuit under test was implemented in a Virtex-5 LX110T
FPGA from Xilinx fabricated in 65-nm copper CMOS process technology, and was irra-
diated in ISIS facilities by neutron particles flux of 3.98x104n/cm2/s with energies above
10 MeV during 1,268 minutes. The results show that the cross-section of DTMR scheme
is 36.1% smaller than traditional TMR, reflecting the higher masking capacity of DTMR
technique.
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Figure 3.7: DMR-MIPS proposed in (TAMBARA L.; RECH, 2013).

.
(TAMBARA L.; RECH, 2013)

3.2 Correction techniques

Masking techniques avoid the propagation of faults provoked by upsets to the output
system, but however, the upset bits remain and accumulate into the configuration mem-
ory reducing the reliability of the device and consequently increasing the probability to
have a wrong output. In order to correct the faults, it is necessary to rewrite the correct
configuration bits into the memory. In this section we review the most important ways to
implement the correction of faults.

Upsets in configuration memory bits of the FPGA can only be corrected by reloading
the original value of bitstream. One possible method is to reconfigure the FPGA during
power cycling (when the FPGA is powered up), or at idle state (CHAPMAN, 2010b),
depending on the application. However, the recommended option is to refresh the config-
uration memory bits without the need to stop the system application, process known as
scrubbing (HERRERA-ALZU; LÓPEZ-VALLEJO, 2013). Scrubbing is a process used
also in SRAM-based memories, and consists in rewriting a portion or the entire data
memory. In high reliability applications, the use of masking technique with scrubbing is
mandatory. Figure 3.8 shows the reliability increment of TMR when used scrubbing.

There are several implementations that we explain according to the scrubber location
respect the device (internal or external ), the portion of configuration bits repaired (full or
partial scrubbing), and depending of the time of the execution (blind or fault location). In
the following subsection, we explain these scrubbing implementations.

3.2.1 Blind or fault detection

In blind scrubbing, the reload of the golden bitstream is performed in a fix rate which.
It is recommendable use an scrubbing rate of 10 times the expected SEU rate (ADELL;
ALLEN, 2008). The goal of blind scrubbing is prevent the propagation of the fault con-
sidering the worst case in terms of rates, having the penalty to write the golden bitstream
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Figure 3.8: Reliability effects of scrubbing in circuits protected by TMR.

(MCMURTREY et al., 2006)

from an external device, which increases the power penalties. Moreover, only a small part
of fault bits have a real impact in the design. According to (CHAPMAN, 2010c), around
10% of the configuration bits of the bitstream are not used used by the FPGA, and any
design may use just around 20% of the available configuration bits. Although a reduced
portion of the configuration memory may impact in the design, in blind scrubbing, the
memory refresh process considers the upset rate in any configuration bit of the bitstream
as a criteria to perform the scrubbing, which may represent a waste of resource.

In order to reduce the scrubbing rate, we can read the configuration bitstream and
compare it with a golden bitstream, prcess known as readback and scrubbing (BERG
et al., 2008; LUO; ZHANG, 2011). Readback is the process by which the configuration
memory of the FPGA is read. Thus, the rewrite of the configuration memory is per-
formed only when the bitstream read by readback process and the original bitstream do
not match. However, it is also necessary to have the golden bitstream, to read constantly
the configuration memory and also compare them, which is a slow procedure.

Aiming to have a more efficient way to scrub the full memory, Virtex FPGAs protect
the bitstream with CRC (Cyclic Redundancy Check) codes. CRC code is computed during
the construction of the bitstream (golden CRC) by the synthesis tool, and then, it is not
necessary to read the full bitstream to know is any configuration bit is upset. Moreover,
these FPGAs provide a built-in circuit to detect periodically the current CRC code, and
consequently, just both CRC codes must to be compared to determine if some bit is upset
(OSTLER et al., 2009). The drawback is that CRC only detect until two upset bits, which
is not enough in new technologies.
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3.2.2 Full or partial scrubbing

Full scrubbing is the simplest implementation mode considering that it is not neces-
sary to use any extra technique to locate the upset bit or bits. However, it is the worst
option in terms of correction time (time to repair) and used resources because it is neces-
sary to write the full configuration memory despite only a small portion of bits are upset,
and for this, it is also necessary to access frequently to an external device where the full
bitstream is stored.

Partial scrubbing is the most attractive solution in terms of correction time and power
consumption because usually, only a set of bits are upset. The challenge is to detect the
location (or locations) of the configuration frame (or frames) in which there are upset bits,
and then, rewrite only such frames.

Many families of FPGAs, such as Virtex-5, have built-in ECC (error correction code)
circuit by frame to detect and correct (if possible) some upset in program memory. At
the begining, ECC code is computed and included into each configuration frame by the
synthesis tool. Built-in ECC circuit may validate the current ECC of a specific frame
indicated by a control circuit, and provides the appropriate information to correct the
upset bit (if only one bit is upset), or detect up 2 upset bits. Notice that the correction
of the frame must to be performed by a designed circuit. The main drawback of using
ECC is that it can detect the position of a single fault and detect up two faults in the same
frame.

For multiple faults, it may be necessary the use some design error detection circuit at
the user design level. For example, in coarse grain TMR or nMR, the majority voter can
be used not only to mask errors but also to signalize which redundancy module is faulty. If
we have information about the placement of each block, we may rewrite only the portion
of configuration bitstream that belongs the fault module independently of the number of
upset bits in such block. This process can be performed through the use of dynamic
partial reconfiguration (DPR) as proposed in many works (CARMICHAEL; CAFFREY;
SALAZAR, 2000; PRATT et al., 2006; AZAMBUJA et al., 2009; STERPONE; ULLAH,
2013; BOLCHINI; MIELE; SANTAMBROGIO, 2007).

3.2.3 Internal and external scrubber

The circuit that controls the scrubbing process (scrubber) may be located into the
FPGA or in a external device (BERG et al., 2008; HEINER; COLLINS; WIRTHLIN,
2008). Although the scrubbing process in the first case is simple and fast, the scrubber
circuit is also susceptible to radiation effects. The effectiveness of both options was stud-
ied in (BERG et al., 2008). Xilinx proposes the use of a internal scrubber named Xilinx
SEU-Controller (CHAPMAN, 2010b) for Virtex-5 FPGAs based on a Picoblaze soft pro-
cessor (XILINX, 2005) and a similar Intellectual Property (IP) circuit (Soft Error Mitiga-
tion Controller - SEM) for latest (XILINX, 2010d) devices. SEU Controller checks frame
by frame the ECC and CRC information to detect, and if possible, correct any flipped
configuration bit. The lengths of ECC and CRC are only few bits, and they depend on
the configuration frame size and on the configuration bitstream. In (HEINER; COLLINS;
WIRTHLIN, 2008) a fault tolerant processor was proposed to control the scrubbing from
the internal FPGA.

Table 3.2 presents an overview of the qualitative comparisons of fault correction tech-
niques according to their implementations: scrubbing by using an internal or external
configuration port (internal CP and external CP respectively), full or partial scrubbing,
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readback (for detection) and scrubbing. The correction time depends on the amount of
bits to be reloaded. Since a frame is the smallest addressable portion of configuration
bits, ECC frame protection presents the reduced correction time TECC. In some cases, the
number of bits protected by techniques of low granularity can be as small as one frame,
then TFineG may be similar to TECC. Because the external configuration port access is
slower than the internal one, their correction times will be higher. The power consump-
tion depends on the number of bits to be scrubbed and the type of configuration port used.
External configuration port consumes more than the internal one since it uses I/O pins.
Correction time and power consumption comparisons presented in Table 3.2 are based on
the features of the scrubbing technique, and represents a qualitative comparison. Notice
that a single event functional interrupt (SEFI) can be induced by a SEU hitting into the
configuration circuit, and then the configuration port is not reliable. This situation can be
detectable by implementing a readback.

Table 3.2: Qualitative comparison of configuration memory correction techniques.

Fault
repair

techniques

SEU
detection
technique

SEU
correction
capability

Special
placement
and floor-
planning
needed

Detect
SEFI

Correction
time

Power
consump-

tion

In
te

rn
al

C
P Partial

Scrubbing

Detection at
design level
(low grain)

Single/multiple
per small

logic/resource
module

Yes No TFineG ≈
TEC

PFineG

Detection at
design level

(coarse
grain)

Single/multiple
per redundant

module
Yes No TCoarseG >

TFineG

PCoarseG >
PFineG

ECC per
frame from

Xilinx

Single/multiple
per frame No No TECC

PECC <
PCoarseG

E
xt

er
na

lC
P

Full
Scrubbing

No need
(blind) Single/multiple No No TBS > TPS PFS > PPS

CRC
bitstream

from Xilinx

Detect single
per bitstream No No TCRC ≈ TBS PCRC > PPS

Partial
Scrubbing Any Single/multiple Yes No TPS >

TCoarseG

PPS >
PCoarseG

Readback
and
Scrubbing

No need Single/multiple No Yes TR&S > TBS PR&S > PFS

The scrubbing rate is an important design parameter that depends on the SEU rate.
Moreover, it is necessary to take account that the scrub time depends on the size of the
configuration bitstream of the FPGA. Due FPGAs have more and more resources, the size
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of the configuration bitstream is increasing and consequently the scrub time. Figure 3.9
shows the scrubbing time in milliseconds (ms) of the largest component of each family
FPGA, when the scrubber is performed by a soft processor running at 100 Mhz.

Figure 3.9: Scrub time for different components of FPGAs.

0

20

40

60

80

100

120

140

Virtex 

(250nm)

Virtex E 

(180nm)

Virtex-II 

(150nm)

Virtex-II 

Pro 

(130nm)

Virtex-4  

(90nm)

Virtex-5  

(65nm)

Virtex-6  

(40nm)

Virtex-7  

(28nm)

Spartan-3  

E/A 

(90nm)

Spartan-3  

(90nm)

Spartan-6  

(45nm)

Largest components of each FPGA family 

F
u

ll 
d

e
v
ic

e
 s

c
ru

b
 t
im

e
 (

m
s
)

Finally, Table 3.3 shows some examples of combinations of SEU masking and correc-
tion techniques. Due CRC and readback techniques detect SEUs in the full configuration
bitstream, it is necessary to use full scrubbing, otherwise is possible to use partial scrub-
bing.

Table 3.3: Examples of combinations of SEU masking and correction techniques.

Fault
repair
techniques

Masking techniques

XTMR
(CARMICHAEL,

2006)

Fine grain
(PRATT et al.,

2006; NIKNAHAD;
SANDER;

BECKER, 2012;
NAZAR; SANTOS;

CARRO, 2013)

Coarse grain TMR
(AZAMBUJA et al.,
2009; STERPONE;

ULLAH, 2013)

Coarse grain NMR

Partial
Scrubbing

Using ECC
frame

(BRIDGFORD;
CARMICHAEL;
TSENG, 2008)

Using ECC frame
(BRIDGFORD;

CARMICHAEL;
TSENG, 2008)

Using ECC frame
or faulty region

detected by design
level detection

technique
(BRIDGFORD;

CARMICHAEL;
TSENG, 2008)

Using ECC frame
or, faulty region

detected by design
level detection

technique
(BRIDGFORD;

CARMICHAEL;
TSENG, 2008)

Full
Scrubbing

Blind scrubbing
(BRIDGFORD;
CARMICHAEL;
TSENG, 2008)

Blind scrubbing
(BRIDGFORD;

CARMICHAEL;
TSENG, 2008)

Blind scrubbing
(BRIDGFORD;

CARMICHAEL;
TSENG, 2008)

Blind scrubbing
(BRIDGFORD;

CARMICHAEL;
TSENG, 2008)
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3.3 Handling Multiple Bit Upsets in SRAM-based FPGAs

Knowing that in recent technologies the probability to have MBUs is higher, recent
works propose different approaches to lead with this new context.

3.3.1 Quadruple Force Decide Redundancy

Other example of fine grain technique is presented in (NIKNAHAD; SANDER; BECKER,
2012), where the protection at LUT level through the use of Quadruple Force Decide Re-
dundancy (QFDR) is proposed.

The QFDR is the generalization to boolean function of the Quadded Logics (QL)
technique which are used to clean the errors up in logic gates. Considering a function
f with two inputs i and j as presented in Figure 3.10a, the technique consists in the
quadruplication of the logical function and in the duplication of their inputs as shown in
Figure 3.10b. Any difference in duplicated inputs means that one of them has incorrect
value and the output flag is forced to zero. This additional information is used by the
next level to use only the correct information masking the fault. Figure 3.10c shows
an example of the use of QFDR in FPGA using feedback. In the same work, a tool to
automatized the implementation of QFDR was also proposed.

Aiming the validation of QFDR, authors protected six benchmark circuits using TMR
and QFDR. Then, they use ModelSim simulation tool to inject faults. According to
(NIKNAHAD; SANDER; BECKER, 2012), results shown that the best fault tolerance
obtained by QFDR was with the PicoBlaze processor as benchmark. In such case TMR
masked 42% of the injected faults and QFDR masked 56.4%.

Figure 3.10: Quadruple Force Decide Redundancy proposed in (NIKNAHAD; SANDER;
BECKER, 2012).

(a) Basic logic
function.

(b) QFDR example.

(c) QFDR implementation in FPGA.

(NIKNAHAD; SANDER; BECKER, 2012)

3.3.2 Fast detection

In order to lead with high SEU rates, in (NAZAR; SANTOS; CARRO, 2013), au-
thors propose a fine grain fast fault detection technique through dual modular redundancy
(DMR) to reduce the MTTR. Since classical techniques require fine-grained use many
voters, the resource overhead in terms of CLB could hinder its implementation. The tech-
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nique proposed in (NAZAR; SANTOS; CARRO, 2013) takes advantage of hardwired
dedicated carry chains available in CLBs of Virtex FPGAs which are used in a limited set
of applications and, consequently, are often wasted in most typical designs.

Figure 3.11 depicts how the carry chains of a CLB is used to compare two pairs of
duplicated LUTs: X (LUT A) and Y (LUT B), and their replicas X ′ (LUT C) and Y ′

(LUT D). Notice that this proposal is focused on the protection of combinatorial logic,
and it does not mask any fault. In the same paper, 21 combinational benchmarks from the
ISCAS 85 and MCNC benchmark were used to compare their area and delay overhead
when traditional DMR coarse grained and proposal DMR multi grained are used. Despite
the area overheads are closed, the number of clock cycles to detect the fault are less in
DMR multi grained technique, getting the speed up of the detection process.

Figure 3.11: Carry propagation chain applied to error detection. X’ denotes the replica of
net X .

(NAZAR; SANTOS; CARRO, 2013)

3.3.3 Use of erasure codes to correct MBUs in configuration frames

In (RAO et al., 2014), it is proposed a technique to detect MBUs in configuration
memory frames through of of 2-dimension parity with intervals, and also correct them
through erasure codes. They join a group of configuration frames as a matrix and calculate
their parities (golden parities) by rows and columns in different interleaving distances.
Then, it is necessary to read through ICAP primitive the information of the frames and
recalculate the parities to compare them with the golden ones. The converge of multiple
upset bits depends on the value of interleaving distances, but also these parameters will
affect the overhead. Notice that the upset detection is made by frames instead of by bits.

Once the error frames are detected, erasure codes are used to reconstruct them as
shown in Figure 3.12. In this technique, m blocks of frames are transformed into m+ n
blocks, such that the original m blocks can be recovered using the n coded blocks. The
value and dimension of n depends on the number of possible reconstructed frames of m,
so, m and n define also a trade of between the capability to prepare multiple upset bits, and
area and time overhead. Similar to ECC codes, the correction process requires the reading
each the frames (through ICAP) that belongs to the block, calculating and comparing the
current n block with the stored blocks, and repairing the upset frames (rebuild the frames
and rewrite them through ICAP).
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This technique was performed in a Virtex-6 VLX240T FPGA and compared against
Xilinx fault detection techniques (ECC, CRC, SEU correction macro) and hamming codes.
Results show that although the average detection time of the proposal presented in 3.12 is
almost the same that the techniques proposed by Xilinx (9.343 ms), Xilinx techniques do
not recover frame or group of frames with errors.

Figure 3.12: Encoding and Decoding of Erasure Codes.

(RAO et al., 2014)

3.4 Summary of techniques

Table 3.4 summaries the masking techniques presented in this section, comparing the
masking capabilities of single, multiple and massive faults, the actions followed after one
module is faulty and also the need of resynchronization after the scrubbing process.

Table 3.4: Characteristics of masking techniques.

Capability of Masking SEUs in con-
figuration memory bits

Action after one
module is faulty

Resynchronization
of modules after
scrubbing

Single
faulty

modules

Two faulty
modules

High number of
accumulated

upsets provoking
multiple faulty

modules

XTMR Yes

Low chance, it
depends on faulty
signals and bits

voted by the
voters

No
Scrubbing is

needed

Usually no
synchronization is

needed as
majority voters
are used in the
flip-fliops with
feedback voter.

Coarse
grain
TMR

Yes No No
Scrubbing is

needed
Reset of the

modules is needed

Coarse
grain
nMR

Yes Yes
Yes up to the

capability of the
majority voter

No need
scrubbing until
n-2 modules are

faulty

Reset of the
modules is needed
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3.5 Testing the radiation effects in SRAM-based FPGA

3.5.1 Sea level radiation test

TID experiments aim to characterize the maximum ionizing radiation dose absorbed
by the device in which functional and parametric features remain proper. The most com-
mon radiation source used to perform these destructive experiment is the γ ray from Co-60
source. Since the effect on the device is the degradation in electrical parameters, prop-
agation delays, supply current, I/O current, and functional errors are usually monitored
(REZGUI et al., 2012; KASTENSMIDT et al., 2011).

Faults induced by SEUs are the main concern in SRAM-based FPGA. At sea level,
experiments are performed in specialized laboratories that commonly use protons, heavy
ions or neutrons particles as source of radiation to induce SEUs in the target device.
As the goal of these experiments is to describe the susceptibility of the target circuit to
SEU effects, functional errors as the state of the configuration bits must to be constantly
monitored.

SEU rate caused by protons and heavy ions (charged particles) are usually higher than
obtained by neutron experiments, but also experiments with protons and heavy ions are
more expensive and complex process. Since at sea level neutrons are the main source of
SEUs, neutron accelerators try to replay the same characteristics than in the atmosphere
but with higher flux energy to obtain more faults in short time. Experiments with neutrons
were performed to evaluate fault tolerant techniques, and also to characterize component
for aerospace applications (NORMAND; DOMINIK, 2010; ZHU; SONG; PAN, 2013;
XILINX, 2014a).

There are few facilities that provide neutron beams matching the terrestrial flux. ISIS
(in Rutherford Appleton Laboratory - Didcot, U.K) (ISIS, 2014), LANSCE (Los Alamos
Neutron Science Center - New Mexico, USA) (LANSCE, 2014), TRIUMF (Canada’s na-
tional laboratory for particle and nuclear physics - Vancouver, Canada) (TRIUMF, 2014),
and RCNP (China Institute of Atomic Energy - Beijing, China) (RCNP, 2014) are exam-
ples of neutron beams that feature an energy spectrum that is similar to the terrestrial but
considering high acceleration factor (VIOLANTE et al., 2007). Since the neutron flux
spectrum of facilities aims the survey of SEUs effects caused by atmosphere neutrons,
it is possible to compare the results of different experiments performed in such facili-
ties.. (PLATT et al., 2008; XILINX, 2011a). Figure 3.13 shows the spectrum comparison
between ISIS, LANSCE, TRIUMF and atmospheric neutron flux. The scheme of ISIS
facility is shown in Figure 3.14a. Neutrons produced at ISIS follow the spallation process
that consists on the bombarding of a heavy-metal target (tungsten) with pulses of highly
energetic protons, generating neutrons from the nuclei of the target atoms. The energy of
the produced neutrons is reduced through a moderator, which can be of different types.
The resulting neutron beam reaches 26 different lines, including the VESUVIO irradi-
ation chamber depicted in Figure 3.14b. The ISIS spectrum integrated above 10 MeV
yields 7.86 ·104n · cm−2 · s−1 on the irradiated device(VIOLANTE et al., 2007).

3.5.2 SEU emulation by bitstream manipulation

Fault injection by bitstream manipulation is an important methodology to inject faults
in an SRAM-based FPGA to predict the SEUs and MBU effects in the design. The em-
ulation of SEUs and MBUs in the configuration memory are performed by flipping the
configuration bits on an FPGA. The main goal of this approach relies on the fact that
it allows fast injection campaigns in configuration memory, once the circuit under test
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Figure 3.13: Neutron spectrum comparison between the ISIS, LANSCE and TRIUMF
facilities and to the terrestrial one at sea level multiplied by 107 and 108.

(VIOLANTE et al., 2007)

Figure 3.14: ISIS facility and VESUVIO scheme.

(a) ISIS neutron facility.

(b) VESUVIO irradiation chamber.

(VIOLANTE et al., 2007)
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(CUT) executes at the full FPGA speed and not on simulation software which only em-
ulate the SEUs effects on LUTs and user flip-flops. Moreover, comparing to radiation
tests on particles accelerators, the amount of injected faults per unit of time (upset rate)
is much higher, since a bit-flip is directly injected in the memory cell, not depending on
the possibility of a particle flips or not a bit in the configuration memory. The control of
the test is also superior comparing to a radiation test, since a precise location is flipped (a
known bit), which allows the user reproducing a real radiation test.

The fault injection can be performed by an external or internal (depending of the
configuration resources of the device) programmable port of the FPGA. FLIPPER fault
injection platform (ALDERIGHI et al., 2009) is based on a mother control board (based
on XC2VP20 device) which controls the fault injection process of a DUT board (based
on (XQR2V6000 device) by means of the external configuration port of the FPGA. The
experiment setup and control process are made through a software application running in
a host PC that interacts with ModelSim simulation tool, at each clock edge. SEUs are
injected by active partial reconfiguration into a randomly chosen configuration memory
location successively, accumulating bitflips (SEU) in the configuration memory until a
functional fault is detected. FT-SHADES (AGUIRRE et al., 2007) also uses partial con-
figuration to inject faults in microprocessors implemented in FPGAs.

Some FPGA devices allows the configuration of their elements trough internal config-
uration ports. For example, Virtex FPGAs from Xilinx provide an internal configuration
access port (ICAP) primitive. (XILINX, 2012c) which makes possible to reconfigure
frame by frame without the necessity of using input/output pins. In (STERPONE; VI-
OLANTE; REZGUI, 2006), designs protected by TMR are availed by a fault injector
based on ICAP. The fault locations are defined in a Fault List Manager(FLM) that is used
by a Fault Injection Manager (FIM) to perform the injection. In the same paper, the FLM
was composed by 5000 fault locations randomly selected. The Virtex-5 SEU Controller
(CHAPMAN, 2010b) from Xilinx take advantage of the ICAP to inject bit-flips in random
way by means of soft-core processor PicoBlaze. Virtex-5 SEU Controller can inject one
SEU or two SEUs in contiguous configuration bits emulating an MBU. However, since
such bit-flips are injected in random configuration bit of the device, the injector can also
be affected by the fault injected.

In order to avoid the possibility to the inject faults in the same injector, in the injector
platform proposed in (NAZAR; CARRO, 2012), an area under test (AUT) is defined to
constrain the candidate configuration bits to be flipped and belong to the circuit under test
(CUT). Such platform is implemented in a Virtex-5 FPGA (XC5VLX110T component)
and uses the ICAP primitive to perform the fitflip, a CUT I/o control to manage the in-
put/output of the CUT and detect errors according to golden information, and the SEU
injector where the ICAP is controlled and the bit-flip position is selected. Moreover, a
report unit control is used to send the experiment logs to an external PC. Figure 3.15 de-
picts the fault injector components implemented in the FPGA. In (NAZAR et al., 2013),
authors use neutron radiation and fault injector proposed in (NAZAR; CARRO, 2012) to
evaluate the detection capabilities of dual modular redundancy (DMR) technique imple-
mented in coarse grain (DMR-CG) and fine grain (DMR-FG). Results presented in Table
3.5 are classified in 3 categories: Detect only category represents the number of events
where each technique detected errors but the output results were right; Detect & PO cat-
egory represents the number of errors detected by each technique and errors detected in
the output of each circuit; PO Only techniques represents the number of errors detected
at the output of the circuits but not detected by any technique. As shown, a high number
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of faults injected were implemented, and the discrepancy is low when a high number of
experiments are implemented (between 2.86% and 3.87%) but is high when few number
of events are detected: 71.83%.

Figure 3.15: Fault injection system proposed in (NAZAR; CARRO, 2012).

(NAZAR; CARRO, 2012)

Table 3.5: Comparison of results obtained by the fault injector proposed in (NAZAR;
CARRO, 2012) and by neutron experiments, testing fine and coarse grain of DMR tech-
nique.

Radiation Fault Injecion
DMR-FG DMR-CG Ratio DMR-FG DMR-CG Ratio Ratio variation

Detect Only 396 245 1.62 89872 5775 1.56 3.87%
Detect & PO 287 223 1.29 69701 55706 1.25 2.86%

PO Only 5 6 0.83 571 193 2.96 -71.83%
Total 688 474 1.45 160144 113654 1.41 3.01%

(NAZAR et al., 2013)
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4 PROPOSED SELF-ADAPTIVE N-MODULAR REDUN-
DANCY TECHNIQUE

The use of modular redundancies allows to mask the effects of some faulty modules
by voting the outputs (comparing them) to know the correct output. For example, in the
case of n = 3 (TMR) the voter compares the three results of each module. If one of them
is faulty, the majority voter selects the output of the two results agree (2-out-3). Moreover,
we can increment the number of redundancies to allow more masking of faulty modules.
For example, if n= 5, the system can mask until three fault modules getting more masking
capabilities.

On the other hand, the increment of redundancy modules will increment the area used
into the FPGA. From the point of view of available resources, technology trends indicate
that each generation of FPGAs, devices offer more and more resources to use. Then, the
overhead in resources is each time a minor problem. However, the use of more resources
increments the probability of one energized particle heats the design, and consequently,
the design is more susceptible to fail. Moreover, the reliability of the components decrease
in the time. As demonstrated in (SHOOMAN, 2002), the reliability of a system with a
high number of redundancies is high just at the beginning of its operation life, and as the
system still working, systems with less redundancy modules are more reliable. This could
be explained by the fact that the system reliability decreases exponentially with the time,
and then, there are more modules that can cause the fault of the system. One example
of the application of nMR is discussed in (SATORI; SLOAN; KUMAR, 2009) where
authors propose the use of a fluid nMR computers framework to work with applications
with inherent algorithmic error tolerance (property of soft computations to absorb errors in
the form of degraded system outputs). Figure 4.1 is coherent with the reliability analysis
of n redundancies: the impact in the reliability of the system depends on the number of
redundancies and on the reliability of each element (SHOOMAN, 2002).

In the case of SRAM-based FPGAs exposed to radiation, the accumulated faults in-
crement the possibility to have a faulty module. Then, it is expected that in the beginning
it is better to use the highest as possible number of redundancies, but that number must to
be reduced in the time according to the reliability feature of each element.

Our proposal is based on the possibility to use an self-adaptive nMR capable to change
the voting policy as the modules fail. Figure 4.2 shows the probability to have a correct
output of an nMR system (reliability) for different policy voting. For example, in an
11MR system the voting policy is 6-out-11 correct module outputs, in a 9MR system
the voting policy is 5-out-9 correct module outputs, in a 7MR system the voting policy
is 4-out-7 correct module outputs, in a 5MR system the voting policy is 3-out-5 correct
module outputs, and finally in a 3MR (TMR) system the voting policy is 2-out-3 correct
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Figure 4.1: Reliability characteristics of nMR depending on the voting policies and the
reliability of each elements which can recompute the same operation until 8 times.

(SATORI; SLOAN; KUMAR, 2009)

module outputs. In the beginning, considering that the FPGA does not have accumulated
upsets, the reliability of each module p is close to 1, so according to the Figure 4.2 it is
better to have more number of redundancy modules. In our propose, when one module
faults the system is not any more a 11MR, but it is a 10MR. After that if another module
fails, the system is a 9MR which follows the policy 5-out-9. The system still working
until 2 fault-free modules remain working, in such case the reconfiguration is required.

Figure 4.2: Reliability of m-out-n policy voter according to Equation 1.1.
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On the other hand, the possibility to use nMR aims the increase of the MTBF and
with this, the reduction of scrubbing rate as shown in Figure 4.3, and consequently the
possibility to reduce the power penalties for the use of scrubbing. The main challenge of
our propose is the develop of a majority voter able to modify the voting policy according
to the number of fault-free modules. In this Chapter we present the architectures of the
system and the voter named Self-adaptive voter that allows the change of policy voting
according to the number of fault-free modules.
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Figure 4.3: MTBF for a self-adaptive nMR system.
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4.1 NMR system architecture proposal

The proposed nMR is composed by n identical modules that receive identical inputs
and deliver p-bits output to the Self-Adaptive voter (SAv) as shown in Figure 4.4. The
SAv receives n× p bits from all modules and generates the Fault-Free p-bits output (FFO),
n-bits error status flags (ESF), a non-masked fault signal (NMF), and the reconfiguration
request. FFO is selected by the SAv depending of the current voting policy. ESF indicates
the error flag status of each module. NMF is set when the voter can not decide the correct
output due there are an even number of redundancies (n), and two different results as
output of the same number of modules. The reconfiguration request is set when it only
remains 3 fault-free modules and one module fails. Note that from that time, if an extra
module fails the voter will not be able to define the correct output.

The SAv and interconnections path are critical because a single fault in that structure
will produce the overall system failure. However, SAv represents a very small area com-
pared to the redundant modules (scalability will be discussed on following sections) and
it can also be replicated.

Figure 4.4: Scheme of nMR technique with Self-adaptive voter.
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4.2 Self-adaptive Voter

Voter is a critical function in nMR techniques since decides the output value. Relia-
bility of majority voters for computational structures was studied in (HAN et al., 2011).
In (SIMEVSKI et al., 2012) a programmable and scalable voter for n redundancies imple-
mented in ASIC is proposed. For TMR designs, a voter with high reliability was presented
in (BAN; NAVINER, 2011).

SAv considers as population the output values of each healthy module. As represented
in Figure 4.5, the SAv has n inputs (MOD1−n) of p bits. Notice that the signal ESFi,
∀i = 0, 1, ...,n− 1 selects which input will be considered in the vote (MMi). At the
beginning, it is assumed that all inputs are coming from healthy modules, so ESFi = 0 and
NMF = 0.

Figure 4.5: Self-adaptive voter.
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The voting is realized bit-by-bit in the Output Selector block, which considers the sum
of each bit of all masked inputs (∑N

i=1 MMi[k], where k = 0,1,0..., p−1) and the number
of fault-free modules. Defining the fault-free output bit as FFO[k] with k = 0,1, ..., p−1,
and the number of fault modules as e, each fault-free bit output FFO[k] will be defined as
presented in Figure 4.6. Notice that if there is an even number of fault-free modules, it is
possible to have the same number of fault-free and fault modules. In that case, could be
impossible to select and fault-free output, and consequently NMF is set.

Once the fault-free output defined, its bits are compared in the fault module detector
against each masked input MMi and any fault module can be detected and isolated. Notice
that the comparison is performed bit by bit, and then if at least one bit of any module does
not match with its fault-free value, the module is blocked.

Although an even number of redundant modules may incur in equal and in not electable
majority situation, we consider that this is a very uncommon situation since each mod-
ule commonly has more than one signal as output and the voting is performed signal
by signal, then, multiple votes are always performed. However, in case this situation
happens, the voter considers as a non-correctable situation and a reconfiguration of the
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Figure 4.6: Output Selector criteria.
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system is needed. In order to guarantee the correct output, the reconfiguration and re-
synchronization of the system will be requested when only remain two free-fault modules.
Figure 4.7 explains the SAv process in a flow diagram starting in the bit-by-bit sum func-
tion. Notice that XTMR technique use majority voters in the feedback path of flip-flops
to correct and resynchronize the faulty flip-flops. Self-adaptive voter (SAv) is much more
complex than a standard TMR majority voter and the inclusion of SAv in the feedpath of
flip-flops may be impractical for complex circuits.

As an example, consider a 4MR system with all modules working correctly, where
the results of each modules are ‘11001’. Then, e = 0, n = 4, p = 5, ESF=‘00000’,
MOD1=‘11001’, MOD2=‘11001’, MOD3=‘11001’, and MOD4=‘11001’. The outputs
of bit-by-bit SUM block are: SUM0=4, SUM1=0, SUM2=0, SUM3=4, and SUM4=4. Ac-
cording to the Output Selector Criteria, (N−e) = 4 is even, and consequently FFO(0)=1,
FFO(1)=0, FFO(2)=0, FFO(3)=1 and FFO(4)=1, or FFO= ‘11011’. Finally, as FFO match
with all modules output, Faulty module detector block will set e = 0 and input selectors
ESF=’00000’, then for all cases MM=MOD.

On the other hand, if the second module fails and its result is MOD2=‘10101’, the out-
puts of bit-by-bit SUM block are: SUM0=4, SUM1=0, SUM2=3, SUM3=3, and SUM4=4.
One more time, according to the Output Selector Criteria, (N− e) = 4 is even, and con-
sequently FFO(0)=1, FFO(1)=0, FFO(2)=0, FFO(3)=1 and FFO(4)=1, or FFO= ‘11011’.
However, this time FFO does not match with all modules output: faulty module detector
block will compare FFO with each module result MM, finding a discrepancy in Mod-
ule 2: FF0 6= MM2, consequently e = 1 and input selectors ESF=’00010’. From now,
since ESF1 = ‘1′, MM2 = ‘00000′, the output of Module 2 is unconsidered, and the voter
working just with n− e = 3 inputs, the system turns in a classical TMR system. Figure
4.8 shows this example.
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Figure 4.7: Self-adaptive voter process.
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Figure 4.8: Example of Self-Adaptive voter. First, n=4 and Module 2 is fault (first run).
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4.3 Scalability of SAv

Since in an nMR system the reliability of the voter is critical, some authors propose
the triplication of the voter. However, it is also recommended to use the least amount
of resources as possible. The SAv proposed is based on the sum of all input bits, so it
is expected that it uses more resources that a standard TMR majority voter and also will
depends on the number of input bits.

The Figure 4.9 shows a diagram of the SAv implemented design. We can note that
flip-flops are only used in the input and output of the voter, and with this we can know in
advance the number of flip-flops needed to implement the voter depending on the number
of modules used and output word width. Hence, in a nMR system with n modules of
p-bits output, the SAv will use n× p flip-flops in the input, plus p flip-flops for FFO,
plus n flip-flops for ESF and finally one extra register for ENC output which can be
used as configuration request signal. The Equation 4.1 defines this value. For example,
considering 7 modular redundancies where each module has 8-bits output word, we expect
to have 7×8+8+7+1 = 72 flip-flops.

#Flip− f lops = n× p+ p+n+1 (4.1)

On the other hand, the amount of LUTs used in the SAv used not only depend on the
number of bits at the input of the SAv, but also the type of LUTs available in the device and
the algorithm used by the synthesis tool. As an example, Table 4.1 shows the resources
occupation for the SAv in a 7MR system considering different width of outputs. Results
were taken from synthesis report of ISE Xilinx Tool considering Virtex-5 LX50T FPGA
(XC5VLX50T-1FF1136 device). Notice that LUTs and flip-flops increase exponentially
with the number of input bits to be voted.

Figure 4.9: Diagram of SAv implementation.
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Table 4.1: Relation of SAv occupation for 7MR to the number of bits voted.

Module output
width (bits)

Flip-flops 6-LUTs
# % # %

8 72 0.33 154 0.70
16 136 0.62 265 1.20
32 264 1.20 514 2.34
64 520 2.36 1007 4.58

128 1032 4.69 1985 9.02
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5 PROPOSED FAULT INJECTOR PLATFORM

The proposed multiple fault injector platform helps to emulate SBU and MBU and
their accumulation effects in the configuration memory bits of a SRAM-based FPGA
quickly, maintaining good control of the experiment and inexpensive compared with ra-
diation experiments. Our goal is to replicate the effects of radiation to validate protection
techniques and improve the radiation test methodologies and test plans under accumulated
multiple faults.

The main differences of the available platforms (GUZMAN-MIRANDA; TOMBS;
AGUIRRE, 2008; STERPONE; VIOLANTE; REZGUI, 2006; VIOLANTE, 2007; NAZAR;
CARRO, 2012) and the one presented here is that the proposed platform aims to inject
multiple faults in order to repeat neutron radiation test experiments based on the observed
and collected flux of particles and bit-flips. In this way, it is possible to verify and test
designs in the laboratory before radiation ground testing, having a better prediction of the
mitigation technique efficiency to cope with multiple and accumulated faults, and also a
validation of the test setup.

5.1 Fault Injector Architecture

The proposed multiple fault injection platform uses the SRAM-based FPGA Virtex-5
and the internal configuration port ICAP to partial reconfigure the bitstream to inject faults
(however, it can be implemented in other Xilinx FPGA that contains ICAP primitive).
The ICAP is responsible to access the configuration memory through each frame address.
Frames are the smallest addressable segments of the FPGA configuration memory bits
and are composed by 41 words of 32 bits (1312 bits) in case of Virtex-5. This approach
can also be applied to other Xilinx FPGA that have ICAP.

The configuration bit position to be flipped can be selected through the control block
from an in-chip random generator (implemented by a linear feedback shift register -
LFSR), or from an SEU location database stored in an external flash memory (if it is
available on board). In order to have more realistic results, the SEU database is com-
posed by pre-collected real bitflips location detected from previous neutron accelerated
experiments in ISIS facilities to replicate SEUs induced by radiation. Also, customized
SEU distribution can be used as SEU location database. Figure 5.1 depicts the injector
platform. Bitflip rate can be defined by the tester according to project specification. Fault
injector control is implemented by the 8-bit soft-processor Picoblaze, provided by Xil-
inx (XILINX, 2005). Picoblaze allows the communication to the external PC, as well as
controls the LFSR, ICAP control, frame buffer, and memory control blocks.

The injector controller considers two zones in the floorplane: susceptible area, where
the injector controller can flip any bit, and forbidden area, where no bitflip is generated.
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Figure 5.1: Architecture of fault injector proposed.
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Consequently, the circuit under test must be placed in the susceptible area, and all com-
ponents of the fault injector (and other in which we do not want to inject faults) must be
placed in the forbidden area. Clock lines and connection lines between the control circuit
that send the data to the Host PC must be taken into account to avoid faults and conse-
quently the lost of connection of the system. SEUs are injected consecutively one by one
until the user needs are achieved, after that, the flipped bit locations are sent to the Host
PC. The user can define specific susceptible or forbidden area.

The injector was implemented into XC5VLX50T on Genesys Digilent board and in
XC5VLX110T Virtex5 FPGA on ML505 Evaluation Platform board. Synthesis result of
the injector controller module is detailed in Table I.

5.2 Modeling MBUs

The injected faults can be modeled mainly in two different approaches:

• By using the randomization based on different distribution models in time and lo-
cation using a Linear feedback shift register (LFSR),

• By using a radiation database from previous radiation experiments or customized
database.

5.2.1 Linear feedback shift register (LFSR)

A pseudo-random generator circuit was used aiming at supplying random addresses
to the injection control and then tuned to simulate the behavior of a real neutron test. Sev-
eral LFSR structures and seeds were implemented and tested to generate a good random
dispersion and to obtain the effects nearest to the produced ones for the radiation exper-
iments. The selected one is a 25-bits LSFR and is based on the frame address structure
(XILINX, 2012c). Each frame address is divided into 5 main parts: type (4 bits, in our
case always ”0001”), top/bottom (1 bit), row (5 bits), major address (8 bits) and minor
address (7 bits). Then, the LFSR is composed by 4 sub-groups of smaller LFSRs . The
selection of the bit position inside the frame is selected by the 11 first bits of the LFSR.
The forbidden frame addresses (frames of injector platform or defined by the user) and
nonexistent frame addresses are filtered by the injector control.
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5.2.2 SEU Location Database

A database is composed of multiple and accumulated faults in Virtex-5 FPGA built
from radiation experiments or by customized bitflip. The database has the radiation data
of two Virtex-5 devices: XC5VLX50T and XC5VLX110T irradiated with a neutron spec-
trum that resemble the atmospheric one in the ISIS facilities of Rutherford Appleton Lab-
oratory (Didcot, United Kingdom). The flux was about 4.3x104neutrons/s/cm2.

Based on our knowledge of the FPGA bitstream, we can precisely determine the frame
address and bit position of each SEU registered during the experiment as shown in Fig-
ure 5.2. The readback file (Readback.bin) obtained during the radiation experiment con-
tains the configuration bit values at the moment of the readback. When compared with
a ”golden” readback (before radiation experiment) and considering the mask file (which
indicates the position of dynamic configuration bits) we can locate the bitflipped in the
configuration memory. Since the readback is related to the floorplane, we also can locate
the position of the bit-flip on the FPGA floorplan. Finally, using the frame address struc-
ture available in (XILINX, 2012c) we extract the frame address and bit position of the
bit-flip. These informations are necessary to write into the configuration memory through
the ICAP.

Figure 5.2: Getting the bitflip locations in Virtex-5 FPGAs.
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In our neutrons experiments experiments more than 1,000 SEUs in the configuration
memory were identified. This information is stored in the platform in a external flash
memory. In the case of the Genesys board, it has a flash memory of 256 Mbit (organized
as 16-bit by 16MBytes) for non-volatile storage of FPGA configuration files. We used
three memory addresses to store the information of each SEU. The first two positions
store the frame address and the last position store the bit position inside the frame. So, up
to 5 million SEUs can be stored in this memory.

Figure 5.3 shows the flow diagram of the fault injector. The user configures the SEU
rate, the memory position of the first SEU location (number of frame and bit position)
and the number of faults to inject. Then, it is checked if the SEU location belongs to the
forbidden position (by default it is the region where the fault injector is implemented) to
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read a new bit position from the data base memory (DB memory). In order to generate the
bitflip, the entire frame is read and stored, the bit position is flipped and the entire frame
is write again into the memory configuration.

Figure 5.3: Flow diagram of the proposed fault injector.
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5.3 Fault Injection Campaign Results and comparisons

Since we are interested in repeating the effects of radiation effects in SRAM-based
FPGAs, we analyze the SEUs distribution and its effects in some circuit under test ex-
posed to neutron irradiation. The used FPGAs were XC5VLX110T on ML505 board,
and XC5VLX50T on Genesys board. The fault injector uses 687 LUTs, 289 flip-flops
and 2 BRAMs which represent 2.4%, 1% and 3.3% of the LUTs, flip-flops and BRAMs
available in a XC5VLX50T FPGA.

First, we compared the bit-flips distribution generated by both LFSR and by the fault
injector platform with the SEUs induced by the energized neutrons. Then, we compare
the masking capabilities of a DTMR technique as case study using the proposed fault
injector and radiation experiments.

5.3.1 MBU Distribution Analysis in Time and Location

In order to verify the capability of the fault injector to replay the location of the bit-
flips induced by radiation, we plotted and compared in Figure 5.4 two different bit-flip
distributions generated by the fault injector with one generated by neutron radiation ex-
periments. In the figure, NEUTRONS distributions bars represent the bit-flips distribution
generated by radiation experiments, INJECTOR (LFSR) were generated by the LFSR of
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the injector, and finally, INJECTOR (SEU database) distribution were generated by the
random function of Matlab and stored into the SEU locations database bank.

Each bar in the plots represents the number of accumulated SEUs per frame in con-
figuration bits (no BRAMs data are considered). The total number of accumulated SEUs
(bitflips) for each plot is also shown. Neutrons experiments commonly show one bitflip
by frame, when the injector using LSFR show values between 4 and 8 per frame. On
the other hand, the results from the SEU database are similar to the neutrons results as
expected.

Figure 5.4: Comparing injected faults distribution. SEU data base is composed by random
bitflip positions generated by Matlab.
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5.3.2 Comparison between Fault Injection using the LFSR and Neutron Test

In order to verify the capability of the LSFR to mimic the effects of SEUs induced
by radiation, we compared the fault tolerant capabilities of a circuit protected by diverse
triple modular redundant modules (DTMR) and by TMR, by means of neutron radiation
and fault injection (TAMBARA L.; RECH, 2013). In the DTMR, each redundant copy
is implemented in a distinct way using different replicas and algorithms. The case study
circuit presented in (TAMBARA L.; RECH, 2013) was an 8x8 matrix multiplication oper-
ation, implemented in its DTMR version by a finite state machine (FSM), a combinational
circuit, and by a software version running in a miniMIPS processor. In the case of stan-
dard TMR, the matrix multiplication was performed by three miniMIPS processor. All
circuits were implemented prototyped in XC5VLX110T FPGA.

Results are compared and shown in Table 5.1. In the case of neutron experiments,
DTMR needs 190 accumulated SEUs to have an error against 86 for the case of TMR,
then, it is necessary 2.21x times more SEUs. In the case of injector results using LSFR,
DTMR needs 391 accumulated faults to have an error against 158 of TMR scheme. Al-
though it is necessary almost the double of faults in fault injection to have an error in
the design compared to the neutron test, the proportion between the designs (DTMR and
TMR) is 2.47x times, which it is almost the same from the results of the neutron exper-
iments. When comparing both results, the error is about 12.01%. The difference comes
from the difficulty on modeling the randomization by using the LFSR once multiple faults
are injected in the same frame compared to the radiation experiment results.

Results show that faults injected using the LSFR circuit induced similar effects in cir-
cuit under test when compared to radiation effects. However, the number of accumulated
upsets is different due the random capability of LSFR circuit.

Table 5.1: Comparison of radiation and fault injection experiments for DTMR-MIPS.

Neutron Experiment Fault Injector using LSFR
TMR DTMR Increase

factor
TMR DTMR Increase

factor
Error
(%)

#
Accumulated

SEUs to
provoke an

error
(average)

86 190
2.21

158 391
2.47 12.01

# Runs 26 23 500 500
Time

(aprox.) in
minutes

634 634 8 8
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6 POWER ANALYSIS IN NMR SYSTEMS IN SRAM-BASED
FPGAS

The nMR technique has been used at design and system level to cope with multiple
faults. However, the main drawback is the extensive use of resources overhead, such as
area and power. In application-specific integrated circuit (ASIC), all resources are care-
fully projected to implement a target design. Consequently, the amount of transistors in
the circuit is optimized to each particular design and the power consumption is specific
for that particular ASIC with a determined static and a dynamic part. Therefore, in case
of an ASIC, the replication of a design will have a high impact on the power overhead. On
the other hand, FPGAs are designed to have a suitable size configurable matrix that can
fit many types of designs projected by the user. So, the amount of transistors of a FPGA
is the same for all implemented designs, and the static power consumption is almost in-
dependently to the implemented design (KUON; ROSE, 2007). Moreover, despite being
used 100% of logic blocks and user flip-flops, about 35% of the static power is dissipated
in the unused transistors of unused interconnect switches (TUAN; LAI, 2003). The dy-
namic power of the customized design is the one that plays the main difference among
designs but it represents a small overhead in the majority of the cases. So, for FPGAs,
the use of nMR technique does not imply necessarily into n times increase in power, as
it is observed in ASICs. As it will be present, in many cases the use of nMR in FPGAs
implies in only 1.57 times higher power dissipation, while providing a high making effect
capability.

In this chapter, we present a generic model to estimate the power penalty in nMR
designs synthesized into SRAM-based FPGA. The goal is to use the model to help to
predict in early stages of the design process the power overhead when using nMR. The
target FPGA family in this section is Virtex-5 from Xilinx (XILINX, 2009b), but this
work can be extended to other families of the same fabricant. We discuss the proposal
model in terms of number of redundancies (n) in the nMR technique, the relation between
static and dynamic power (r) and the size of the FPGA matrix. Then, we provide a power
consumption analysis of a corner case circuit, one synthetic circuit (chain of adders),
and a microprocessor (running a matrix multiplication application) using nMR, where
n varies from 3 to 7. All implemented designs were synthesized into different sizes of
Virtex-5 SRAM-based FPGAs. Comparisons between the power consumption estimated
by XPower tool and the model are presented. The obtained results and the proposed
model are very important and innovative because they point out the main differences
when estimating power in fault tolerant designs in FPGAs compared to ASICs. The model
can guide designers to predict the impact of a design protected by nMR in SRAM-based
FPGAs. And the low overhead power results may impulse designers to use more often
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nMR in high reliability applications when using SRAM-based FPGAs.

6.1 Modeling power consumption in SRAM-based FPGAs

Total power consumption is composed by static power PSTAT and dynamic power PDY N
defined by Equation 6.1.

PTOT = PSTAT +PDY N (6.1)

In CMOS devices, the static power is linearly related to the voltage level (VCC), and to
the leakage current of the device (ICC), as defined in Equation 6.2. The leakage current of
the device is the sum of the transistor leakage currents, which depends of the voltage and
operational temperature of the transistor.

PSTAT =VCC× ICC (6.2)

On the other hand, the dynamic power is related to the switching activity of transistors,
and the capacitance and voltage level that powers the device, as defined in the Equation
6.3. Notice that if all transistors are powered with the same voltage level VCC and the
same frequency, the Equation 6.3 can also be written as Equation 6.4

PDY N =
n

∑
i=1

αiCi fV 2
CC (6.3)

Where:
n= number of toggling nodes
αi = switching activity
Ci = load capacitance of the node i
f = clock frequency
VCC = transistor source voltage

PDY N = fV 2
CC

n

∑
i=1

αiCi (6.4)

Both equations 6.2 and 6.4 are valid for designs implemented as ASIC or into FP-
GAs. However, the total power consumption of a design depends on the specific design
characteristics of target circuit. In ASIC, the number of transistors is optimized for area
and performance and interconnections are implemented directly by metal traces. Con-
sequently, the static power consumption is designed to be as minimum as possible, and
the dynamic power is the main contributor for the total power consumption. On the other
hand, SRAM-based FPGA devices are composed by fix number of transistors, which com-
prise the arrangement of logical blocks, configurable interconnects and special blocks as
internal RAMs and DSP modules. These elements are the key of the versatility, which is
the main feature of the SRAM-based FPGA, but also all these resources are the cause of
extra static power consumption.

As it is well known, the same design implemented in ASIC and into a FPGA using
the same process technology will has much less power consumption when implemented
as ASIC (KUON; ROSE, 2007). Moreover, it is expected that in ASIC implementations,
the power overhead caused by the use of redundant modules to be increased in the same
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factor of the number of redundancies. In case of FPGAs, this proportion may not be true
due to the fact that the static power play an important task in the total power consumption.

In order to minimize static power in FPGA, vendors offer devices with different num-
ber of configurable resources for every family. For example, in the case of Virtex-5 LXT,
the number of slices (each one contains 4 LUTs and 4 flip-flops) for LX20T, LX30T,
LX50T, LX85T, LX110T, LX155T, LX220T, LX330T are 3120, 4800, 7200, 12960,
17280, 24320, 24560 and 51840 respectively (XILINX, 2009b). In addition, to have a
better optimization of power consumption, FPGAs use diverse supply voltage lines for
powering their internal components (XILINX, 2010a) as presented in the Table 6.1.

Table 6.1: Maximum and recommended voltage levels in supply voltage lines of Virtex-5
FPGA (65 nm).

Symbol Description Absolute maximum
voltages (V)

Recommeneded
operating volages (V)

VCCINT
Internal supply voltage

relative to GND
-0.5 to 1.1 0.95 to 1.05

VCCAUX
Auxiliary supply voltage

relative to GND
-0.5 to 3.0 2.375 to 2.625

VCCO
Output drivers supply

voltage relative to GND
-0.5 to 3.75 1.14 to 3.45

VBAT T
Key memory battery

backup supply
-0.5 to 4.05 1.0 to 3.6

(XILINX, 2010a)

In order to determine the static power of a FPGA device, it is possible to calculate
it by multiplying the typical quiescent supply current at 85◦ junction temperature (Tj)
with the correspondent voltage supply (XILINX, 2010a). In order to determine the total
power consumption, a tool provided by Xilinx called XPower can be used. It considers
the current and power consumption for each voltage line, since different FPGA families
have multi voltage power line for internal core, input/output pins, and other elements.
XPower is an accurate power estimation tool because it relies in the libraries from the
vendor with specific technology and fabric information used in the target FPGA. Static
power results are presented in Figure 6.1, where PCCINT q, PCCAUXq and PCCOq are the
static power consumption in lines VCCINT , VCCAUX and VCCO respectively. Note that the
size of the device impacts drastically the static power consumption PCCINT q that powers
the internal configurable elements.

6.1.1 Power considerations for nMR FPGA implementation

Since all the transistors of the FPGA are turned on independently to the design syn-
thesized into the configurable matrix, it is expected that the static power (PSTAT ) is al-
most constant when compared to the total power consumed. On the other hand, dynamic
power consumption (PDY N) depends on the characteristics of the designed circuit and op-
erating frequency. Then, we define the power consumption of the original module as:
P1 = PSTAT +PDY N .

In order to have an estimative of the power penalties, we assume that the use of n
redundancies will only impact in the dynamic power component. Each original module
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Figure 6.1: Typical static power consumption for LX Virtex-5 FPGAs by supply line cal-
culated from the typical quiescent supply current values at 85◦C Tj according to (XILINX,
2010a) and XPOWER tool.
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is composed by its function logic block, input and output ports. However, to implement
the modular redundancy, we can only replicate the logic function block and maintain the
original input and output ports, or replicating the entire module. In the last case, n logic
modules are obtained, n input ports and n output ports.

Hence, the total power consumed by the nMR circuit (Pn) when inputs and outputs are
replicated can be approximated defined by Equation 6.5. Note that we are not considering
the impact of the power consumption of the voter, since ideally, the voter is very small
compared to the redundant module.

Pn−all = PSTAT +n ·PDY N (6.5)

Consequently, the power overhead (POV−all) can be defined by:

POV−all =
Pn−all

P1
=

PSTAT +n ·PDY N

PSTAT +PDY N
(6.6)

Note that the corners of POV−all are determined by the relation between dynamic and
static power consumption, as shown:

• If PSTAT >> PDY N ⇒ POV−all ≈ 1

• If PSTAT << PDY N ⇒ POV−all ≈ n

Then, POV−all ∈]1,n[

Moreover, considering r as the rate between dynamic and static power of the original
module, the Equation 6.6 can be rewritten as:

POV−all =
POV−all

P1
=

n · r+1
r+1

(6.7)

Where r = PDY N
PSTAT

, and PDY N and PSTAT correspond to the original module.
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Following the same logic, we can model the expected overhead power of nMR when
only the functional logic block is replicated. In such case we must to subtract the power
consumed by the replicated input and outputs ports. Considering the dynamic power
consumed in each input/output pin as PDY N−IO, we can model the power overhead of a
system that replicates only the functional logic block POV− f lb with:

POV− f lb =
nṙ+1− (n−1) ·PDY N−IO/PSTAT

r+1
(6.8)

We can also rewrite the Equation 6.8 as a function of POV−all

POV− f lb = POV−all−
(n−1)
r+1

·PDY N−IO/PSTAT (6.9)

Hence, the power overhead of a nMR system which replicates all input and outputs
POV−all can be predicted by the Equation 6.7, and by the Equation 6.9 when only the
internal logic blocks POV− f lb are replicated . Both equations are based on the number
of redundancies, and the dynamic and static power rate characteristics of the original
module.

However, the number of modular redundancies is limited by the amount of available
resources into the target FPGA. Hence, designers may have two different project sce-
narios: when the original FPGA has enough available sources to implement n redundant
modules and when it does not and a larger FPGA device of the family must be used.

6.1.1.1 Option 1: target FPGA is capable to implement the nMR technique

In this case, the FPGA part is the same independently of the number of the redundant
modules selected, consequently the PSTAT is almost constant for all n cases. The power
overhead model presented in Equation 6.7. is plotted in Figure 6.2, for 4 different values
of r (ratio between dynamic and static power) and for n redundant modules. Notice that
for designs with r < 0.5 (PDY N < 0.5PSTAT ), the power overhead is very low: for exam-
ple, for 11 redundancy modules and r = 0.5, the expected overhead P11/P1 = 4.33 times
larger. Such overhead is considerable very much lower than in the case of an ASIC imple-
mentation, when nMR with 11 redundant modules would present an expected overhead
in power consumption of approximately 11 times larger power.

6.1.1.2 Option 2: target FPGA is not capable to implement the nMR technique

If the resources required to implement more redundant modules are not available in
the original target FPGA device, a larger FPGA must be selected to fit the n redundancies.
In such case, r will be different according to the FPGA selected. Considering FPGAs be-
longing to the same family product, the main difference will be the number of configurable
logics available in the device, and consequently, PSTAT will be greater for larger FPGAs.
Since r is equal to PDY N/PSTAT , it is expected that the power overhead will increase more
smoothly as presented in Figure 6.3.

6.2 Estimating power in case-study circuits implemented in SRAM-
based FPGA

In order to analyze the power overhead in nMR designs and compare it with the
proposed model, we estimate the dynamic and static power consumption using XPower
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Figure 6.2: nMR power overhead penalties as function of the number of redundant mod-
ules n, and the ratio r between dynamic and static power considering the Equation 6.7.
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Xilinx tool (XILINX, 2011b) for two case study circuits synthesized into Virtex-5 fam-
ily FPGAs (XILINX, 2009b). The first case study circuit is a miniMIPS soft-processor
(HANGOUT; JAN, 2009) running a 6x6 matrix multiplication. The last one is a chain of
adders implemented by only LUTs and flip-flop slices (no DSP blocks are considered).
Although it does not represent a typical application circuit, this circuit allows the explo-
ration of corner case due its high switch activity representing a very high r.

6.2.1 Case-study circuit 1: miniMIPS

MiniMIPS is a soft-core version of MIPS 32-bit microprocessor. The nMR system
was implemented in 4 different versions: n = 1 (the original module), n = 3, n = 5 and
n = 7, where each miniMIPS runs a 6x6 matrix multiplication algorithm and results are
delivered in 12 bits. The system uses the SAv as voter as shown in Figure 6.4.
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Figure 6.4: Diagram of 7MR 16-bit adders for power test.
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Table 6.2 shows the synthesis results for Virtex-5 LX50T, Virtex-5 LX30T and Virtex-
5 LX20T FPGA in terms of occupation resources. As shown, if we are looking for the
smallest device of Virtex-5 LX family, Virtex-5 LX20T can only be implemented tree
modular redundancies. If we need to use 4MR system, the smallest FPGA is Virtex-
5 LX30T. If we have a Virtex-5 LX50T, it is possible to implement until 7 redundancies
(7MR). The SAv voter uses 0.30% and 0.21% of available LUTs and flip-flops in a Virtex-
5 LX50T. These values are very small compared with the size of the original module.

Table 6.2: Resources used by miniMIPS-nMR in three Virtex-5 devices.

Virtex-5 LX50T Virtex-5 LX30T Virtex-5 LX20T

n LUTs
(%)

Reg.
(%)

BRAM
(%)

LUTs
(%)

Reg.
(%)

BRAM
(%)

LUTs
(%)

Reg.
(%)

BRAM
(%)

1 12.18 5.21 5 18.27 7.81 8.3 28.10 12.02 5
3 34.17 15.83 15 51.26 23.75 25 79.53 36.54 15
4 – – – 68.36 31.63 33.3 – – –
5 56.88 26.34 25 – – – – – –
7 79.76 36.85 35 – – – – – –

Figure 6.5 shows the dynamic and static power distribution for each case obtained
from XPower tool. Notice that static power is constant for all the cases as the FPGA has
the same size for all nMR and frequencies, while the dynamic power increases with the
number of redundant modules n and the frequency.

Considering the Option 1, we analyze the effect of power consumption in the nMR
designs of miniMIPS. For our analyzes propose, we present in Table 6.3 total power
consumed for the processor running at 25 Mhz, 33 Mhz, 50 Mhz and 66 Mhz estimated
by the XPower, the r obtained using the XPower results, the power overhead POV− f lb
obtained by XPower and by the model defined in Equation 6.9, and the error of the model
proposed respect to XPower results. We highlight that r values are far lower than 1,
and consequently we expect that power overhead will be low as shown in Figure 6.2.
According to Tables 6.3, the highest overhead obtained by XPower is 1.57 times the
higher power of the original module, for the 7MR working at 66 Mhz (r = 0.217). As
shown, the overhead obtained from the Equation 6.9 is very close to results obtained from
XPower tool. Notice that the maximum error is 6.54% for f = 66 Mhz and n=7, and lower
errors are obtained for lower r and n values. Results of power overhead obtained from
XPower tool and the model proposed in Equation 6.9 are plotted in Figure 6.6.



80

Figure 6.5: Measured static and dynamic power using XPower of a miniMIPS processor
implemented using three different nMR (n=3, n=5 and n=7) synthesized into the same
XC5VLX50T FPGA.
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Table 6.3: Power consumption estimated by XPower and by the model proposed in the
Equation 6.9 for the miniMIPS-nMR running at 25Mhz, 33Mhz, 50Mhz and 66Mhz in
XC5VLX50T FPGA.

25 Mhz 33 Mhz
XPower Equation 6.9 XPower Equation 6.9

n PTOT

(mW)
POV POV− f lb

Error
(%)

PTOT

(mW)
POV POV− f lb

Error
(%)

1 382 1 1 0 387 1 1 0
3 421 1.10 1.11 0.24 434 1.12 1.13 0.69
5 465 1.22 1.21 0.65 488 1.26 1.26 0.20
7 495 1.30 1.31 1.41 524 1.35 1.39 2.48

r 0.055 – – 0.069 –
–

50 Mhz 66 Mhz
XPower Equation 6.9 XPower Equation 6.9

n PTOT

(mW)
POV POV− f lb

Error
(%)

PTOT

(mW)
POV POV− f lb

Error
(%)

1 395 1 1 0 408 1 1 0
3 461 1.17 1.17 0 486 1.19 1.23 2.88
5 532 1.35 1.33 0.94 577 1.41 1.45 2.60
7 583 1.48 1.50 1.72 642 1.57 1.68 6.54

r 0.091 – – 0.127 –
–
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Figure 6.6: Power overhead of nMR of miniMIPS obtained by XPower (XP) and by the
proposed model from Equation 6.9 for XC5VLX50T FPGA.
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Now, considering the Option 2, we analyze the effect of power in the nMR designs of
the miniMIPS when the target FPGA is not capable to implement the selected nMR cases
and a larger FPGA is selected. Aiming the use of the maximum resources in each device,
the FPGAs selected were V5LX20T, V5LX30T and V5LX20T. Similar to previous case,
Figure 6.7 shows the power distribution for all nMR circuits implemented. Note that in
this case, the static power is not constant for all nMR as the FPGA device changes and
n increases, but we can observe that the main contribution of the power comes also from
the static power.

Figure 6.7: Measured Static and Dynamic Power using XPower of a miniMIPS proces-
sor implemented using three different nMR synthesized into the three different FPGAs
(XC5VLX20T, XC5VLX30T, XC5VLX50T).
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Table 6.2 shows the resources used by nMR implementation for n = 3, 4, 5 and 7,
and their power characteristics in Table 6.4. The highest power overhead obtained by
XPower is 1.42 times the higher power of the original module, for the 7MR working
at 66 Mhz (r=0.178). As expected in Figure 6.3, larger FPGAs have lower r values,
and consequently the power overhead increases smoothly. About the error, notice that
Equation 6.9 is pessimistic for all cases. According to the results, the maximum error is
always lower than 5%. Figure 6.8 shows the power overhead obtained from XPower tool
for all implemented circuits in three selected devices.

Table 6.4: Power consumption estimated by XPower and by the model proposed in the
Equation 6.9 for the miniMIPS-nMR running at 25Mhz and 33Mhz, 50Mhz and 66Mhz
in XC5VLX30T and XC5VLX20T FPGAs (Option 2).

25 Mhz 33 Mhz

XPower Equation 6.9 XPower Equation 6.9

V5LX n PTOT

(mW)
POV POV− f lb

Error
(%)

PTOT

(mW)
POV POV− f lb

Error

30T

1 268 1 1 0 272 1 1 0
3 307 1.15 1.16 -0.98 319 1.17 1.18 -0.94
4 329 1.23 1.24 -0.61 346 1.27 1.28 -0.29

r 0.085 – – 0.101 – –

20T
1 213 1 1 0 218 1 1 0
3 248 1.16 1.19 -2.02 260 1.19 1.23 -3.08

r 0.104 – – 0.130 –
–

50 Mhz 66 Mhz

XPower Equation 6.9 XPower Equation 6.9

V5LX n PTOT

(mW)
POV POV− f lb

Error
(%)

PTOT

(mW)
POV POV− f lb

Error

30T

1 281 1 1 0 292 1 1 0
3 344 1.22 1.24 -1.46 368 1.26 1.3 -3.27
4 380 1.35 1.35 -0.79 415 1.42 1.45 -2.17

r 0.138 – – 0.178 – –

20T
1 227 1 1 0 236 1 1 0
3 283 1.25 1.30 -4.24 307 1.3 1.36 -4.89

r 0.176 – – 0.223 –
–

6.2.2 Case-study circuit 2: Adders chain

Considering Equations 6.7 and 6.9, a large power overhead is reached when dynamic
power is very high too. Since dynamic power is related to the switching activity, any
circuit switching a large number of flip-flops and LUTs can be considered as a bad case
from the point of view of power overhead.
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Figure 6.8: Power overhead of nMR of miniMIPS obtained by XPower (XP) and by
the proposed model from 6.9 synthesized into the different FPGA Virtex-5 devices
(XC5VLX20T, XC5VLX30T, XC5VLX50T).
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A synthetic adder chain circuit composes by 190 16-bit adders was selected to explore
the power overhead of a circuit with high dynamic power consumption. Then, the nMR
system analyzed is composed by 7 adder chain circuit (basic module) working with a
SAv as shown in Figure 6.9. The number of redundancies and adders aimed to use the
more amount of resources of a Virtex-5 LX50T considering a dedicated placement. Each
module has the same inputs sourced by a generator pattern based on a 32-bit LFSR to
guarantee a high and random switching activity. The switching activity file (vsd file) was
created using the post routing model.

Figure 6.9: Diagram of 7MR 16-bit adders used in the power analysis.

R
a

n
d

o
m

 P
a

tt
e

rn
 G

e
n

e
ra

to
r

(L
F

S
R

)

SAv.........

∑

Module 7

∑ ∑ ∑.....

190 16-bit adders

∑

Module 1

∑ ∑ ∑.....

190 16-bit adders
16

16

32

16

16

16

16

16 

Table 6.5 shows the synthesis results for Virtex-5 LX50T FPGA for 3, 5 and 7 redun-
dancies. The total power and power overhead estimated by XPower and by the proposed
model presented in Equations 6.9, running at 25Mhz, 50Mhz, 100Mhz and 200Mhz are
presented in Table 6.6. The maximum operational frequency is 260 MHz, and the aver-
age static power (obtained from XPower tool) is 211.6 mW. Using the dynamic and static
power consumption obtained from XPower Tool, the r values for 7MR are 0.153, 0.297,
0.572, and 1.121, for the system running at 25Mhz, 50Mhz, 100Mhz and 200Mhz respec-
tively. We want to to highlight that although replicating 7 times the original circuit, using
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almost the totality of LUTs and flip-flops of the FPGA and having a high switching ac-
tivity, the higher r that we got is 1.120 with a power overhead of 3.32. We interpret these
results as the fact that for common circuits, the penalty for using n modular redundancies
in SRAM-based FPGA is much lower than n.

Table 6.5: Resources used by Adder chains nMR in three Virtex-5 devices.

Virtex-5 LX50T

n LUTs (%) Reg. (%) BRAM (%)

1 10.56 10.83 0

3 32.48 32.23 0

5 53.60 54.84 0

7 74.96 76.62 0

SAv 0.72 0.86 0

Powers overhead estimated by XPower and by the Equation 6.9 are plotted in Figure
6.10. Table 6.6 also presents the power overhead error of the model presented in Equations
6.9 respect to XPower results. We can notice the good accuracy of the model. According
to the results, the Equation 6.9 estimate the power overhead with a maximum of error of
2.11%.

Figure 6.10: Power overhead of nMR of adder chains obtained by XPower (XP) and by
the proposed model (Mod) from Equation 6.9 for Virtex-5 LX50T FPGA.
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Table 6.6: Power consumption estimated by XPower and by the model proposed in the
Equation 6.9 for the Adder chain nMR running at 25Mhz, 50 Mhz, 100Mhz and 200 Mhz
in XC5VLX50T FPGA.

25 Mhz 50 Mhz
XPower Equation 6.9 XPower Equation 6.9

n PTOT

(mW)
POV POV− f lb

Error
(%)

PTOT

(mW)
POV POV− f lb

Error
(%)

1 498 1 1 0 562 1 1 0
3 608 1.22 1.21 1.23 762 1.36 1.35 0.27
5 706 1.42 1.41 0.41 953 1.70 1.71 -0.52
7 803 1.61 1.62 -0.33 1132 2.02 2.06 -2.11

r 0.153 – – 0.297 –
–

100 Mhz 200 Mhz
XPower Equation 6.9 XPower Equation 6.9

n PTOT

(mW)
POV POV− f lb

Error
(%)

PTOT

(mW)
POV POV− f lb

Error
(%)

1 684 1 1 0 931 1 1 0
3 1068 1.56 1.55 0.90 1678 1.80 1.79 0.44
5 1440 2.11 2.09 0.50 2412 2.59 2.59 0.08
7 1787 2.61 2.64 -1.13 3094 3.32 3.38 -1.80

r 0.572 – – 1.120 –
–
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7 RELIABILITY ANALYSIS OF NMR SYSTEMS IN SRAM-
BASED FPGAS

The assessment of the capability to tolerate faults of the proposed technique was con-
ducted through fault injection emulation and radiation experiments in two case study cir-
cuits. Both circuits were implemented in a Virtex-5 FPGA, specifically the XC5VLX50T
component which is part of the Genesys board from Digilent company. Finally, we ana-
lyze the cost of the nMR implementations in terms of power consumed.

7.1 Case-study circuits

The criterion of selection of the first circuit prioritizes the low logic masking of faults
and the facility to climb it, so that its implementation uses the widest possible area of
the device. These criteria guarantee a high susceptibility to errors caused by faults in the
configuration memory of the FPGA which improves the statistic analysis. The adders
chain circuit meets these criteria.

The second case study circuit aims to analyze the use of nMR in a wide used ap-
plication. We selected a miniMIPS soft-processor running a 6x6 matrix multiplication,
although this application has inherent masking features.

7.1.1 Adder chain

The Virtex-5 XC5VLX50T has 28,000 LUTs and 28,000 registers, however, it is not
possible to use all resources due the complexity of routing. Moreover, the synthesis tool is
configured to respect the hierarchy of the design to avoid the share of the same resources
by more than one module. This synthesis strategy seeks to prevent that a single event
upsets causes the fault of more than one module, but also since one CLB has 8 LUTs and
8 registers , there are LUTs and registers not used by the design.

Considering the implementation of a 7MR adder chain as basic module, a SAv of 7
17-bits inputs, a pattern generator to source the inputs of each adder block, the test control
block and also the fault injector, the maximum number of adders of each module is 190,
and flip-flops are used between each adder. Figure 7.1 shows a block diagram of the
circuit under test (CUT). The generator block is implemented by a 32-bit counter which
is initialized in an specific value. The 16-bit most significant bits compose the first adder
operator, and the rest 16-bit less significant bits compose the second operator. In this way
the adder chain block result is deterministic and we can expect the correct result known
as ‘golden’ result in an specific time. In our experiments, after 37163 clock cycles the
expected ‘golden’ result is X‘5ACE’. Each adder chain block set a flag ‘DONE’ when the
output is the golden result. DONE signal is also voted by the SAv, so, there are 17 bits
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Figure 7.1: Block diagram of 7MR of adders chain circuit.
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(16 bits from the last adder and one from DONE) sent to the SAv.
Test control block implement a watchdog circuit to signalize if the expected DONE

signal is not set in 37200 clock cycles. Hence, this block can detect errors in the SAv
circuit: wrong output, if the FFO is different to X‘5ACE’ when DONE is set, and stop
working if DONE is not asserted in at least 37200 clock cycles. At the beginning of the
experiment, all redundancy modules, pattern generator and SAv module is reseted by the
test control. Since a complete run of the CUT is considered when DONE signal is set,
test control reset the pattern generator and redundancy modules are reset when a watchdog
error is detected or when DONE is asserted. The flow diagram of the test control is shown
in Figure 7.2. The test control block sends the state of the experiment to an external PC

Figure 7.2: Flow diagram of test control.
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approximately each 90 seconds or when a new error is detected, in three consecutive
bytes:

• First byte, the header: ‘01010101’.

• Second byte, error status of each module from SAv: (NMF bit) & (ESF).

• Third byte, voter errors (VE) due wrong output or watchdog error (WD), and end
code : (VE) & (WD) & ‘001010’.

In order to validate the system before the experiment radiations, the fault injector
platform was also implemented in the same design. The CUT and fault injector of Figure
7.1 was implemented considering dedicated floorplan as shown in Figure 7.3.

Table 7.1 shows the resources used by each module of the CUT and the fault injector
in absolute number (#) and proportional to the constrained placement block (PBlock) and
the device. Notice that SAv block uses less than 1% of LUTs and registers of the device,
and is also less than 10% of the resources used by each adder chain module. This fact
reduces the possibility of errors in the voter caused by radiation. Pattern generator and test
control circuit are also small compared to the CUT, which is ideal for testing purposes due
our goal is to evaluate the reliability of the nMR technique in radiation conditions. Fault
injector block uses almost 3% of LUTs and registers, and is larger than the test control.
However this block is only used during fault injection campaigns and has not influence in
the CUT.

Table 7.1: Used resources for adders chain case-study circuit implemented in
XC5VLX50T FPGA.

LUTs Registers BRAMs
Resources # %

(PBlock)
%

(device)
# %

(PBlock)
%

(device)
# %

Module 1 3,044 78.44 10.57 3,072 79.17 10.67 0 0
Module 2 3,044 78.44 10.57 3,072 79.17 10.67 0 0
Module 3 3,044 78.44 10.57 3,072 79.17 10.67 0 0
Module 4 3,044 78.44 10.57 3,072 79.17 10.67 0 0
Module 5 3,044 78.44 10.57 3,072 79.17 10.67 0 0
Module 6 3,044 78.44 10.57 3,072 79.17 10.67 0 0
Module 7 3,044 78.44 10.57 3,072 79.17 10.67 0 0
Generator 15 31.25 0.05 16 33.33 0.06 0 0

SAv 247 77.19 0.86 144 45.00 0.50 0 0
Test control 152 55.88 0.53 121 44.49 0.42 0 0
Total CUT 21,722 – 75.42 21,785 – 75.64 0 0

Fault injector 851 66.48 2.95 643 50.23 2.23 2 3.33
Total 22,573 – 78.38 22,428 77.88 – 2 3.33
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Figure 7.3: Floorplan of the adder chains 7MR in XC5VLX50T FPGA.
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7.1.2 miniMIPS

The second case study circuit is based on the 32-bit MIPS processor in softcore version
(implemented using the configurable resources of the FPGA) named miniMIPS (HANG-
OUT; JAN, 2009). We selected a processor as case study due it is very useful in systems on
chip application. In order to use the more quantity of the common configurable resources
of the FPGA as LUTs and registers, we modified the original sources and removed the
DSP elements. We also optimized the size of BRAMS according to the application pro-
gram. The maximum number of miniMPIS that we got to implement in the XC5VLX50T
FPGA were 6. The used algorithm was a 6x6 matrix multiplication implemented in as-
sembler code. When complied, tis program uses 2,337 32-bit words, and since the data
bus uses 32 bits, we required a 12-bit address bus.

The test control has the same functionality of the previous case. Notice that in this
case we do not need of any pattern generator. The test control reset all processors when
the DONE is asserted. The expected time to get the ‘golden’ result is 3,375 clock cycles
when the ‘golden’ result is X’A80’. watchdog error signal is set if DONE signal is not
asserted in 3,500 clock cycles. Then the flow diagram of the test control is the same shown
in Figure 7.2. The test control block sends the state of the experiment to an external PC
approximately each 90 seconds or when a new error is detected, in three consecutive
bytes:

• First byte, the header: ‘01010101’.

• Second byte, error status of each module from SAv: ‘0’ & (NMF bit) & (ESF).
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• Third byte, voter errors (VE) due wrong output or watchdog error (WD), and end
code : (VE) & (WD) & ‘001010’.

The CUT and fault injector of Figure 7.4 was implemented considering dedicated
floorplan as shown in Figure 7.5.

Figure 7.4: Block diagram of 6MR of miniMIPS circuit.
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Figure 7.5: Floorplan of miniMIPS 6MR in XC5VLX50T FPGA.
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Table 7.2 shows the resources used by each module of the CUT and the fault injector
in absolute number (#) and proportional to the constrained placement block (PBlock) and
the device. Notice that SAv block uses less than 1% of LUTs and registers of the device,
and is also less than 10% of the resources used by each adder chain module. This fact
reduces the possibility of errors in the voter caused by radiation. Test control circuit are
also small compared to the CUT, which is ideal for testing purposes due our goal is to
evaluate the reliability of the nMR technique in radiation conditions. Fault injector block
uses almost 3% of LUTs and registers, and is larger than the test control. However this
block is only used during fault injection campaigns and has not influence in the CUT.

Table 7.2: Used resources for miniMIPS case-study circuit implemented in XC5VLX50T
FPGA.

LUTs Registers BRAMs

Resources # %
(PBlock)

%
(device)

# %
(PBlock)

%
(device)

# %
(PBlock)

%
(device)

Module 1 3,514 77.06 12.20 1,500 32.89 5.21 3 50.00 5.00

Module 2 3,514 77.06 12.20 1,500 32.89 5.21 3 50.00 5.00

Module 3 3,514 79.57 12.20 1,500 33.97 5.21 3 37.50 5.00

Module 4 3,514 79.00 12.20 1,500 33.72 5.21 3 75.00 5.00

Module 5 3,514 77.06 12.20 1,500 32.89 5.21 3 50.00 5.00

Module 6 3,514 78.16 12.20 1,500 33.36 5.21 3 42.86 5.00

SAv 193 70.96 0.67 98 36.03 0.34 0 0 0

Test cntrl. 174 83.65 0.60 117 56.25 0.41 0 0 0

Total CUT 21,451 – 74.48 9,215 – 32.00 0 0 0

Fault inj. 851 66.48 2.95 643 50.23 2.23 2 50.00 3.33

Total 22,302 – 77.44 9,858 – 34.23 2 – 33.33

7.2 Fault injection campaigns results

Before irradiation experiments, the accumulation fault effects in both adder chains
7MR and miniMIPS 6MR were availed using the fault injector described in Chapter 4.
The fault injection test campaign takes advantage of 1,550 faults collected from previous
neutron ground test experiments that are stored into the SEU position memory. There also
were used around 3,000 SEU locations generated randomly by Matlab tool.

Figure 7.6 shows the number of flipped bits to provoke 1, 2, 3, 4, 5 and 6 faulty
modules of adder chains, with a 95% confidence interval for 10 campaigns.

In the case of miniMIPS study case circuit, Figure 7.7 shows the number of flipped
bits to provoke 1, 2, 3, 4, and 5 faulty modules of miniMIPS, with a 95% confidence
interval. We can notice that it is necessary to have a higher number of upsets to one
module fails, nevertheless this behavior was expected due processors have more masking
capability than the adder chains implemented.

The SAv of 7 17-bits inputs was evaluated by fault injection campings. The 1,550 col-
lected faults fomr radiation experiments plus 1,000 SEUs positions generated randomly
with Matlab tool were used to emulate SEUs. SAv was tested in similar way to the adders
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chain experiment, but SAv inputs were sourced by the pattern generator instead of the
adder chain blocks. After the experiment no faults in the SAv were detected. This means
that the susceptibility of the voter is very low compared to the other elements.

Figure 7.6: Number of accumulated faults needed to provoke multiple faulty modules
under fault injection in the adder chain case-study implemented in XC5VLX50T FPGA.

Figure 7.7: Number of accumulated faults needed to provoke multiple faulty modules
under fault injection in the miniMIPS case-study implemented in XC5VLX50T FPGA.
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7.3 Neutron radiation results

Case study circuits were implemented in the Virtex-5 XC5VLX50T FPGA and irra-
diated with the neutron spectrum available in the ISIS facility in the CCLRC Rutherford
Appleton Laboratory, Didcot, UK, which resembles the atmospheric one.
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The device was irradiated with neutrons produced at ISIS by the spallation process: a
heavy-metal target (tungsten) is bombarded with pulses of highly energetic protons, gen-
erating neutrons from the nuclei of the target atoms (VIOLANTE, 2007). Figure 7.8 the
experiment setup mounted inside the VESUVIO irradiation chamber at ISIS. The avail-
able neutron flux was of about 3.7x104 neutrons/s/cm2, and the overall irradiation time
time was 3,500 minutes.

Figure 7.8: Virtex-5 testing in the VESUVIO irradiation chamber.

Virtex-5 LX50T
VESUVIO irradiation chamber at ISIS

Figure 7.9 shows depicts the test setup. The PC can reconfigure the FPGA through
JTAG interface when a no-correctible error is detected (NMF=1) or when no message is
received from FPGA in one minute. The PC also runs a C program which generates a log
file of the test process based on information received from SAv and the bistream values
obtained by readback process. Figure 7.10 shows a flow methodology of radiation test
process.

Figure 7.9: Test setup of the nMR the system under radiation.
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Figure 7.10: Radiation test flow methodology.
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Radiation experiment has the following goals:

• Determine the SEU rate of the device for the neutron flux irradiated.

• Determine the static bit cross-section and device cross-section.

• Determine the dynamic cross-section of the nMR system considering different num-
ber of redundancies.

In order to get the cross-section and SEU rate from radiation experiments, the read-
back is performed by Impact Xilinx tool each 90 seconds or when a new error is detected.
When a readback is implemented, a readback.bin file is generated automatically contain-
ing the state of the configuration memory including the BRAM data and LFSR imple-
mented by the CLBs eventually. The detection of bit-flip is performed by comparing the
current readback.bin file with a ‘golden.bin’ readback file which is obtained before the
radiation experiment. Nevertheless, BRAM data and LFSR data (known also as dynamic
configuration bits) changes according to the dynamic of the application and can be con-
fused as a bit-flip. ISE synthesis tool may generate a ‘mask.msk’ file which contains
the position where the dynamic configuration bits are located in the bin file. A ‘masker’
program described in C language is used to obtain the report of the bit-flips caused by
radiation according to the time of the experiment. The report of bit-flips and the neu-
trons flux is used to obtain the SEU rate and the static cross-section On the other hand,
the report generated by the PC test program with the information received from the test
control block is used to determine the dynamic cross-section. The Figure 7.11 shows the
methodology to obtain the cross-section and SEU rate. Both the bit-flips report as the
Test_report.log are obtained on-line with the experiment, while bit-flip masked report is
generated off-line with the experiment.

Similar to fault injection campaign, the number of accumulated upsets that provoke
fault modules was taken into account in each run. Figure 7.12 shows the average of ac-
cumulated upsets for all runs, with 95% confidence intervals. According to experimental
results, similar number of accumulated faults was needed to provoke modules to fail when
compared results from the fault injection and from the neutron radiation test experiment
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Figure 7.11: Radiation analysis methodology.
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as shown in Figure 7.13. This is because the injected SEU locations in the injection fault
campaigns were obtained from previous radiation experiments in ISIS facilities and using
similar neutron flux.

Figure 7.12: Radiation results: Number of accumulated faults needed to provoke multiple
faulty modules in the adder chain case-study circuit implemented in XC5VLX50T FPGA.

The experimental cross-section (σ ) was obtained by dividing the number of observed
errors by the fluence (number of particles hitting the device per unit area). The static
cross-section of the tested device was measured to be 9.17x10−08 cm2/device with a 95%
confidence interval of (8.26x10−08 cm2/device, 1.01x10−07 cm2/device). The observed
upset rate was 0.20 upset/min with a 95% confidence interval of (0.18 upset/min, 0.222
upset/min).
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Figure 7.13: Comparison between fault injection and radiations results of adder chain
tests.
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Figure 7.14 shows average cross-section values and their confidence intervals for sev-
eral nMR systems: n = 3, 4, 5, 6 and 7. Despite the long duration of the experiments, the
confidence intervals are large due to the small number of runs. Nevertheless, results show
the reduction trend of the cross-section when the number of redundancies is incremented.
As shown, cross-section falls off significantly from n=3 to n=4 and keeps falling smoothly
for n greater than 4. Despite of this, the proportion of such cross-section reduction is 4.8
times from n = 3 to n = 4, 2.81 times from n = 4 to n = 5, 1.95 times from n = 5 to n = 6,
and 1.94 from n = 6 to n = 7.

Figure 7.14: Radiation results: Neutron cross-section for nMR adder chain case-study
implemented in XC5VLX50T FPGA for n = 3 to n = 7.



97

Table 7.3 shows the reliability results in terms of MTTF. The second column of the
Table represents the average values, while the next column shows the confidence interval
with a 95% of confidence. Considering that the The cross-section at ISIS resemble the
cross-section at sea level, and at sea level the neutron flux is around 13neutrons/cm2/h,
Table 7.4 presents the average SER in FITs for ISIS experiments and the expected MTTF
at sea level.

Table 7.3: MTTF in seconds of adder chains nMR according to neutron radiation results.

nMR MTTF (average) Confidence intervale (with 95%)

3MR 3770 s. [1318.8, 6221.2] s.

4MR 6750 s. [3536.8, 9963.2] s.

5MR 10425 s. [6199.1, 14650.9] s.

6MR 29070 s. [16379.1, 41760.9] s.

7MR 33120 s. [24797.3, 41442.7] s.

Table 7.4: Average MTTF from ISIS experiments and expected MTTF at sea level con-
sidering 13neutrons/cm2/h at sea level.

nMR SER-ISIS SER-sea level

3MR 9.55×108 FITs 234.64 FIT

4MR 5.33×108 FITs 83.42 FIT

5MR 3.45×108 FITs 45.66 FIT

6MR 1.24×108 FITs 23.45 FIT

7MR 1.09×108 FITs 12.06 FIT

7.4 Reliability and Power analysis

As discussed, the hardening solution area overhead increases proportionally with n.
However, since the amount of resources available in an FPGA increases in each new gen-
eration, the area (resources) may be considered as a minor constraint in some common
designs. The operating frequency does not change too much as the redundant modules
work in parallel. Power consumption, on the contrary, is a critical parameter in FPGAs
devices as static power increases linearly with the amount of resources. So, considering
new technologies, one can decide whether it is worth to use more than three redundancy
modules when high reliability is required but consuming slightly more power. In Table
7.5, one can notice that when comparing TMR with 7MR of adder chains, cross-section
reduces in 19.46 times and power increases only 1.31 times. Moreover, 7MR can also save
power in the scrubbing technique. If considering blind scrubbing, since a 7MR system
allows until 5 faulty modules in the system while the TMR allows only 1 faulty mod-
ule, the number of accumulated upsets observed in 7MR reaches 4 times higher than in
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Table 7.5: Average power overhead versus cross-section reduction for adder chains case
study.

Power σ Comparison with TMR
System (mW) (cm2) Increase in Power Reduction in σ

3MR 409 180.5E-10 1.00x 1.00x
4MR 445 64.2 E-10 1.09x 2.81x
5MR 476 35.1 E-10 1.16x 5.14x
6MR 511 18.0 E-10 1.25x 10.01x
7MR 535 9.28E-10 1.31x 19.46x

TMR. So the scrubbing rate would be approximately 4 times lower. However, the final
scrubbing power consumption depends on the implementation strategy. External scrub-
bing (HEINER; COLLINS; WIRTHLIN, 2008) requires the use of dedicated input/output
pins, which uses higher voltage than internal elements and consequently higher power
consumption. Internal scrubbing (BERG et al., 2008) avoids the use of external compo-
nents but requires the use of extra internal blocks as scrubbing control circuit and internal
configuration access port, which represent a power overhead.
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8 CONCLUSIONS AND DISCUSSIONS

In this Thesis, we have proposed the use of a multiple redundancy system composed of
n modules, known as n-modular redundancy (nMR), to cope both with a high number of
accumulated upsets between sparse scrubbings and multi-bits upset in SRAM-based FP-
GAs. In the proposed hardening technique, n identical modules operate in tandem and an
innovative self-adaptive majority voter elects the modules’ outputs, masking multiple-bit
upsets. The main drawbacks in the use of nMR systems, are the area and power over-
head. In the first case, technology trend makes FPGAs have more and more resources,
and consequently, we consider that resources overhead as a minor issue. Power consump-
tion penalties are analyzed and a predictable model based on the power characteristics
of a single module have been presented in this work. The reliability and MTTF of our
proposal have been analyzed by means of two case studies which were subjected to fault
injection by a given platform, and neutron radiation.

In the following subsections, the contributions of this theses are summarized, the re-
sults are discussed and the future works are presented. Finally, the publications of the
author during the development of this work are listed.

8.1 Contributions

8.1.1 A novel Self-Adaptive voter

In this work, a novel Self-Adaptive voter (SAv) used to nMR systems has been pre-
sented. When an nMR system implemented in a SRAM-based FPGA is exposed to radi-
ation, bit-flips in the configuration memory of the FPGA may affect the functionality of
the redundancy modules. Classical majority voters used in TMR systems (nMR with n=3)
have a fixed voting policy of 2-out-3, since just one fault redundancy module is tolerated.
Nevertheless, in nMR systems the number of tolerated redundancy modules depends on
the value of n and consequently the voting policy may change according to the evolution
of the radiation effects in the nMR system. SAv takes into account the n value as the
number of the current faulty modules in the system to select on-the-fly the appropriate
voting policy. In this work, we have implemented a SAv used to vote 7 inputs of 17 bits
each, and other one used to vote 6 inputs of 13 bits each. The amount of resources used
by the SAv in the systems presented are very lower compared to the resources used by the
redundancy modules. The scalability of the SAv has been also studied.

8.1.2 Power penalty model for redundancy systems in SRAM-based FPGA

Power overhead is a main concern for the application of modular redundancy in
SRAM-based FPGAs, however, it is not easy to find a power consumption analysis in
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the literature. In order to analyze the power overhead penalty due the increasing number
of redundancy modules, in this work a mathematical model based on the power charac-
teristics of a single module has been proposed. The power penalty model considers the
replication of the functional logic such as their input and output signals. Nevertheless
the most nMR implementations do not consider inputs and outputs replication, a vari-
ation of the model which do not consider the replication of inputs and outputs is also
proposed. Power penalty model was applied to two case study circuits implemented in an
XC5VLX50T FPGA and compared to results obtained from the estimation power tool of
the vendor, where the discrepancy obtained was less than 10%. Results show that power
overhead in nMR systems depends on the n used, but also depends on the relationship
between the dynamic and static power consumption of a single module r. Moreover, ac-
cording to the results, the power overhead of a nMR system is far lower than n for a typical
design, since in SRAM-based FPGAs exist a big amount of transistors that are not used
by the design but consume static power.

8.1.3 Radiation test methodology

In this work, radiation experiments were performed in ISIS facilities of Routherford
laboratories in England. Radiation experiments are usually slow and expensive, so it is
necessary to take as much data as possible in a reliable way. Whereas the aim of our exper-
iments is to obtain the static effects (SEU rate, bit and device cross-section) and dynamic
effects (dynamic cross-section) of radiation in the proposed technique, the methodology
used in this work allows to collect in automated process the information of the position
and the time of the bit-flips produced, besides the state of the voting nMR system. Dur-
ing the experiments, the readback of the configuration bitstream is performed from an
external PC each 90 seconds (taking into account that SEU rate for similar experiments
is usually more than 3 minutes) or when a new error is detected by the test control circuit
implemented in the irradiated FPGA. If the external PC does not receive any information
from the FPGA or detects that the SAv can not mask any other fault, PC performs the
reconfiguration of the FPGA.

8.1.4 Fault injection platform

A novel fault injector platform to analyze the radiation effects in the memory con-
figuration of a SRAM-based FPGAs is also presented in this work. The novelty of the
proposed fault injector is based on the use of results from previous radiation experiments
(neutron beam during more than 10 days) to select the location of the bits to be flipped
which are stored in an on-board flash memory. Moreover, bitflips locations can also be
defined by a pseudo random generator pattern or by another customized locations stored
in the on-board flash memory. The fault injector control is composed by a soft-processor
to perform the communication with an external PC and to control the injection process
through the use of an ICAP primitive, buffer memory and a memory controller. Injector
control uses less than 3% of the LUTs and flip-flops resources of an XC5VLX50T, and
the desired number of bitflips is selected through an external host PC. The fault injec-
tor using the bitflip locations from previous experiments was used to predict the effects
of radiation on two case study circuits in few minutes, and their results were compared
with those obtained by radiation experiments in many days, noting the closeness of their
results.
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8.2 Discussions and future works

8.2.1 Exploring the voting policies

In this work, the voter policies used by the SAv changes whenever any module fails.
This policy was implemented by the SAv and tested by fault injection and neutron radia-
tion in two different case study circuits, proving the increase of reliability when compared
with the traditional and new techniques. Nevertheless, others policies can be used look-
ing for an optimal trade-off between reliability, MTTF, MTTR, availability, amount of
resources used by the voter, and power consumption overhead.

Figure 8.1 shows how the reliability (according to the Equation 1.1) of the system
changes when the SAv changes its policy. Notice that after the first failed module is
detected, the SAv changues his policy from 4-out-7 to 4-out-6. However, 4-out-6 policy
has a lower reliability than 3-out-5, and then, such change may be unnecessary. Although
it is not possible to predict the exactly moment when the module fails (this curves only
shows the probability of fault), Figure 8.1 suggests that other voting policies may be
explored. For example, the following policies may be explored:

• The change of policy can be performed when n/2+1 modules remains fault free.

• The change of policy can be performed when some number among n and n/2+1
remains fault free.

• It is not necessary to wait until 2 modules are working properly to perform the
scrubbing. For example, the fault module can be corrected at the moment the fault
is detected. This new approach involves the modification of the policy voting since
the SAv must consider the possibility of enable a module flagged as faulty.

Figure 8.1: Reliability of nMR systems according to the voting policy used in this work.
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8.2.2 Power consumption model

Although the overhead power model proposed in this Thesis uses the dynamic and
static power of the original module guarantying the generality of the proposed, it was
verified for an specific component and no BRAMs neither DSP blocks were used. More
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complex designs and other FPGA components must to be used to survey the proposed
model.

On the other hand, although almost the full device was used, designs with different
sized and different placement may be explored. Clock regions split the FPGA in sectors,
then, depending on how these regions are used to implement the redundancy modules,
the power consumption will not follows a linear function as the proposed model defines.
Nevertheless, the studied cases uses represent a pessimistic situation since almost the full
resources were used.

8.2.3 Internal fault correction

Despite this work is related to the masking capability of nMR systems, it is also neces-
sary to perform the scrubbing of the FPGA. In a previous work published in (TARRILLO
et al., 2014), we proposed the use of an small module to perform partial reconfigura-
tion called DPR manager. The advantage of the DPR manager is that requires a reduced
amount of resources, then the reliability of such module may cope with radiation envi-
ronments. Future works may integrate the nMR system to the DPR manager, and conse-
quently, a full protection of the SRAM-based FPGA may be achieved.

8.2.4 Exploring the optimal power, number of redundancies, synchronization, and
module correction trade-off space

According to the experimental results and the power consumption overhead, it is pos-
sible to increment significantly the MTBF of the circuit implemented in a SRAM-based
FPGA using nMR technique with power overhead far low than n factor. However, the
number of redundancies, voting policies, and resynchronization sequence may affect the
reliability, MTBF, availability and power consumption. It is necessary to explore all pa-
rameter combinations to reach with diverse project goals.
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